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Introduction

The notion of Lie pseudoalgebra over a cocommutative Hopf algebra [BDK1,
BeD] has recently emerged as a useful tool in algebra and representation the-
ory. On the one hand, Lie pseudoalgebras can be viewed as a generalization
of the concept of Lie conformal algebra, introduced by Kac [K] in connection
with vertex algebras. On the other, Lie pseudoalgebras are intimately related
to representation theory of linearly compact infinite dimensional Lie algebras
[BDK2, BDK3, BDK4].

Vertex algebras were originally introduced by Borcherds [Bo] as an axiomati-
zation of local families of quantum fields in the chiral sector of a Conformal Field
Theory in dimension two. Algebraic properties of such families are described by
the so-called Operator Product Expansion: its regular part is essentially cap-
tured by the normally ordered product of fields, whereas the singular part can
be axiomatized into the notion of Lie conformal algebra.

Lie pseudoalgebras are a multivariable (and noncommutative) generalization
of Lie conformal algebras. Algebraic properties of each element in a Lie pseu-
doalgebra may be recast in term of its Fourier coefficients, that are sometimes
called creation and annihilation operators in the physical jargon: the space of
all annihilation operators is then a (typically infinite dimensional) Lie algebra,
and the Lie bracket is continuous with respect to a linearly compact topol-
ogy. Cartan and Guillemin’s study [Ca, Gu1, Gu2] of linearly compact infinite
dimensional Lie algebras can then be usefully exploited in the study of such
structures.

The present thesis applies representation theory of Lie pseudoalgebras in
two distinct directions. In Section 2.6 we study a certain class of solvable Lie
pseudoalgebras and show they enjoy a useful nilpotence property that may be
applied towards characterizing finite vertex algebras. In later sections, we gen-
eralize the usual definition [BDK1] of Lie pseudoalgebra representation to what
we call representation with coefficients [DM]. We show that this new concept
can be used in order to study irreducible representations of the linearly compact
Lie algebra PN of formal functions in N = 2n variables with respect to the stan-
dard Poisson bracket. We will now proceed to give a more detailed description
of the ideas and techniques involved in my thesis.

A vertex algebra is a (complex) vector space V endowed with a linear state-
field correspondence Y : V → (EndV )[[z, z−1]], a vacuum element 1 and a linear
endomorphism ∂ ∈ EndV satisfying:

• Field axiom: Y (a, z)b ∈ V [[z]][z−1] for all a, b ∈ V .
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• Locality axiom: For every choice of a, b ∈ V

(z − w)N [Y (a, z), Y (b, w)] = 0

for sufficiently large N .

• Vacuum axiom: The vacuum element 1 satisfies

∂1 = 0, Y (1, z) = idV , Y (a, z)1 ∈ a+ zV [[z]],

for all a ∈ V .

• Translation invariance: ∂ satisfies

[∂, Y (a, z)] = Y (∂a, z) =
d

dz
Y (a, z),

for all a ∈ V .

Any vertex algebra V satisfies:

• Skew-commutativity:

Y (a, z)b = ez∂Y (b,−z)a,

for all a, b ∈ V .

Note that the vector space V carries a natural C[∂]-module structure. A vertex
algebra is finite if it is a finitely generated C[∂]-module. Coefficients of vertex
operators

Y (a, z) =
∑
j∈Z

a(j)z
−j−1

determine C-bilinear products a ⊗ b 7→ a(j)b, j ∈ Z, on V . Locality can be
rephrased by stating that commutators between coefficients of quantum fields
satisfy:

(0.1) [a(m), b(n)] =
∑
j≥0

(
m

j

)
(a(j) b)(m+n−j),

for all a, b ∈ V , m,n ∈ Z. In other words, [Y (a, z), Y (b, w)] = 0 as soon as all
positively labeled products a(j)b, j ≥ 0 vanish. This is always the case when V
is finite dimensional [Bo].

If A and B are subsets of V , then we may define A ·B as the C-linear span of
all products a(j)b, where a ∈ A, b ∈ B, j ∈ Z. A C[∂]-submodule A ⊂ V (resp.
I ⊂ V ) is a subalgebra (resp. an ideal) of V if A ·A ⊂ A (resp. I ·V = V ·I = I).
Set now

I1 = I, Ik+1 = I · Ik, k ≥ 1.

Then an ideal I is a nil-ideal if Ik = 0 for sufficiently large values of k. Every
finite vertex algebra has a unique maximal nil-ideal Nil(V ) which is called the
nilradical of V .

A Lie conformal algebra is a C[∂]-module R with a C-bilinear product
(a, b) 7→ [a λ b] ∈ R[λ] satisfying the following axioms:

2



(C1) [∂a λ b] = −λ[a λ b], [a λ ∂b] = (∂ + λ)[a λ b],

(C2) [a λ b] = −[b−∂−λ a],

(C3) [a λ [b µ c]]− [b µ [a λ c]] = [[a λ b] λ+µ c],

for every a, b, c ∈ R. Setting

[a λ b] =
∑
n∈N

λn

n!
a(n)b

endows every vertex algebra V with a Lie conformal algebra structure. Indeed,
[a λ b] ∈ V [λ] follows from the field axiom, (C1) from translation invariance, (C2)
from skew-commutativity, and (C3) from (0.1). If A and B are subspaces of R,
then we set [A,B] to be the C-linear span of all λ-coefficients in the products
[a λb], where a ∈ A, b ∈ B. The Lie conformal algebra R is then solvable if, after
defining

R(0) = R, R(k+1) = [R(k), R(k)], k ≥ 0,

we find that R(K) = 0 for sufficiently large K. Similarly, R is nilpotent if, after
defining

(0.2) R[0] = R, R[k+1] = [R,R[k]], k ≥ 0,

we find that R[K] = 0 for sufficiently large K. If R is finite, its central series
R[0] ⊃ R[1] ⊃ R[2] ⊃ . . . always stabilizes on an ideal R[∞].

In order to avoid confusion, we will denote by V Lie the Lie conformal algebra
structure underlying a vertex algebra V . Finiteness of V has strong algebraic
consequences on the structure of V Lie. More precisely, it is showed in [D1] that

• if V is a finite simple vertex algebra, then V Lie is trivial, i.e., all quantum
fields from V commute with each other;

• if V is a finite vertex algebra, then V Lie is a solvable Lie conformal algebra;

• if V is a finite vertex algebra, then (V/Nil(V ))Lie is nilpotent. In partic-
ular, if Nil(V ) = 0 then V Lie is nilpotent.

It is however not clear from [D1] whether finiteness of V implies nilpotence of
V Lie. The first result in this thesis is a refinement of the above statements. We
prove the following

Theorem 3.1. Let V be a finite vertex algebra and N = V [∞] = (V Lie)[∞].
Then N ·N = 0, and there exists a subalgebra U ⊂ V such that ULie is nilpotent
and V = U nN .

In other words, if V Lie is not nilpotent, then the central series V [0] ⊃ V [1] ⊃
V [2] ⊃ . . . stabilizes on an ideal N = V [∞] contained in Nil(V ). Moreover, the
quotient V/N embeds as a subalgebra of V which is a complement of N , thus
realizing V as a semidirect sum of V/N and N .

In order to prove the above statement, we study the adjoint action of V Lie.
This is a finite solvable Lie conformal algebra and by the conformal version of
Lie’s theorem, its action can be triangularized. It is well known that the action
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of a nilpotent Lie conformal algebra L on a finite C[∂]-module M decomposes
it as a direct sum of generalized weight modules Mφ, φ ∈ L∗. When V is a
finite vertex algebra, and we consider the adjoint action on V of a nilpotent
subalgebra L ⊂ V Lie, [D1] shows that each V φ is a nil-ideal, provided that its
weight φ is nonzero, whereas V 0 is a subalgebra of V .

Recall now that one may locate all Cartan subalgebras of a finite dimensional
Lie algebra by considering the largest subspace on which any given generic
element acts nilpotently. Here the situation is almost identical: if we choose
a generic element a in a finite vertex algebra V , the largest subspace of V on
which the adjoint action of a is nilpotent is a vertex subalgebra U ⊂ V such that
ULie is nilpotent and self-normalizing in V Lie, provided a generates a nilpotent
subalgebra 〈a〉 in V Lie. Moreover, the sum of the generalized weight spaces
V φ, φ 6= 0, for the action of U equals V [∞] and U = V 0 is clearly a complement
to it. The only technical problem is ensuring that we can choose a so that 〈a〉
is nilpotent. We do this by proving a nilpotence statement in the more general
setting of Lie pseudoalgebras.

Let H be a cocommutative Hopf algebra over k. A Lie pseudoalgebra L
is a left H-module endowed with an H ⊗ H-linear pseudobracket L ⊗ L →
(H⊗H)⊗H L which satisfies axioms similar to those of a Lie algebra. Our main
example of a cocommutative Hopf algebra is the universal enveloping algebra
H = U(d) of a finite dimensional Lie algebra d. When d = (0) and H = k, a
Lie pseudoalgebra is just a Lie algebra over k and when d = C∂,H = C[∂], we
obtain a notion equivalent to that of a Lie conformal algebra.

Each finite representation M of a Lie pseudoalgebra L is obtained by giving
a Lie pseudoalgebra homomorphism L→ gcM , where gcM plays a role similar
to that of glV in the Lie algebra setting. However gcM is not finite, and its
structure is highly noncommutative: for instance, in general an element of gcM
does not generate an abelian, or even solvable subalgebra of gcM . Neverthe-
less, there is a good control of solvable and nilpotent subalgebras, as one may
prove pseudoalgebra analogues of Lie’s and Engel’s theorems. In Section 2.6,
we prove the following statement on solvable subalgebras of gcM generated by
a single element, here a modification of a is an element which differs from a by
an element in the derived subalgebra of 〈a〉.

Theorem 2.40 Let M be a finite H-module and S be a solvable Lie pseudoalge-
bra generated by a ∈ gcM . Then some modification ā of a generates a nilpotent
Lie pseudoalgebra.

We can exploit the above theorem to take care of our technical problem.
After choosing a generic element a in a finite vertex algebra V , we may modify
it so that it generates a nilpotent subalgebra of V Lie but its weights are still
generic. Then the techniques that work in the Lie algebra setting easily carry
over to vertex algebras.

The description of finite vertex algebras given in Theorem 3.1 tells us how
to construct an example V for which V Lie is not nilpotent: this is accomplished
in Corollary 3.3. We do so by choosing a commutative vertex algebra U and
constructing a representation of U on a free C[∂]-module N of rank 1 in such
a way that at least one quantum field Y (u, z), u ∈ U acts on N with negative
powers of z. Then the action of U on N has nonzero weights, and the cen-
tral series of (U o N)Lie stabilizes on N . This shows that the statements in
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Theorem 3.1 cannot be further improved. In this example, there are vertex
algebra automorphisms fixing N but not U , thus showing that the semidirect
sum decomposition provided by the theorem is not canonical. We may now step
forward to the second part of the thesis, which uses the pseudoalgebra language
in the study of representations of certain linearly compact infinite dimensional
Lie algebras.

A Lie H-pseudoalgebra is an H-pseudoalgebra L endowed with a pseudo-
product a⊗ b 7→ [a ∗ b], called Lie pseudobracket, satisfying the following skew-
commutativity and Jacobi identity axioms:

[b ∗ a] = −(σ ⊗H idL) [a ∗ b] ,
[[a ∗ b] ∗ c] = [a ∗ [b ∗ c]]− ((σ ⊗ idH)⊗H idL) [b ∗ [a ∗ c]] ,

where a, b, c ∈ L, σ : H ⊗ H → H ⊗ H denotes the flip σ(h ⊗ k) = k ⊗ h,
and expressions such as [[a ∗ b] ∗ c] are given a suitable meaning as elements of
(H ⊗H ⊗H)⊗H L, as described in Section 2.2.

The usefulness of the Lie pseudoalgebra language in the study of representa-
tions of infinite dimensional Lie algebras stems from the following observation.
Let L be a Lie pseudoalgebra over a (Noetherian) cocommutative Hopf algebra
H, and consider the tensor product L = H∗ ⊗H L. When L is a finitely gener-
ated H-module, one may give L a natural linearly compact topology; moreover,
setting

[x⊗H a, y ⊗H b] =
∑

(xhi)(yki)⊗H ci , if [a ∗ b] =
∑

(hi ⊗ ki)⊗H ci ,

endows L with a Lie bracket which is compatible with the above topology. In
other words, L is a linearly compact Lie algebra, which is called annihilation
algebra of L. Then, the concept of continuous discrete Lie algebra representation
of L is equivalent to that of Lie pseudoalgebra representation of L, as soon as
the representation space M satisfies the following technical condition,

(0.3) h.(lm) = (h(1)l).(h(2)m),

for all h ∈ H, l ∈ L, m ∈M . Thus, if a certain linearly compact Lie algebra is
the annihilation algebra of some Lie pseudoalgebra, its representations may be
also studied by means of pseudoalgebraic techniques, which has been done, for
instance, in [BDK2, BDK3, BDK4].

Cartan and Guillemin’s study of linearly compact Lie algebras shows that
the Lie algebra WN of all vector fields in N indeterminates, along with its sub-
algebras SN , HN ,KN of elements preserving a volume form, a symplectic form
and a contact structure respectively, exhaust all examples of infinite dimensional
simple linearly compact Lie algebras. All Lie algebras WN , SN ,KN are anni-
hilation algebras of simple Lie pseudoalgebras, and their discrete irreducible
representations all satisfy (0.3). As a consequence, the pseudoalgebraic tech-
niques may be used, and this leads to a complete understanding of irreducibles
for both the Lie algebras and the Lie pseudoalgebras. The description of ir-
reducible representations is done, in both cases, in terms of quotients of some
nice induced modules, called tensor modules, by maximal submodules. Tensor
modules are always irreducible, but for a finite number of cases. Such excep-
tional modules may be grouped in exact complexes — which are remindful of
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the de Rham complex for WN , SN and of the Rumin complex [Ru] in type KN

— which easily provide all the irreducible quotients.
Treating the remaining case HN leads to two extremely odd features. The

first is that HN is not the annihilation algebra of any Lie pseudoalgebra; there
exist, however, Lie pseudoalgebras whose annihilation algebra is the unique
irreducible one-dimensional central extension PN of HN . The Lie algebra PN
may be understood as the structure induced by the Poisson bracket on (formal)
functions in N = 2n indeterminates, its central ideal being spanned by constant
functions. When considering irreducible discrete representations of PN , one
finds that condition (0.3) is only satisfied if the action of PN factors via the
simple quotient HN , so that the pseudoalgebra language may only effectively
handle irreducible representations of HN . The other surprising aspect, when
working with HN and its pseudoalgebraic counterparts, is that reducible tensor
modules group in an exact complex which is totally analogous to that used in
the contact case.

In this thesis, we provide an explanation for both of the above phenomena.
First of all, we generalize the concept of Lie pseudoalgebra representation to a
wider setting. If H is a cocommutative Hopf algebra and L is a Lie pseudoal-
gebra over H, an H-module M is a representation of L if it is endowed with an
H ⊗H-linear map

L⊗M → (H ⊗H)⊗H M , a⊗m 7→ a ∗m

that satisfies (a, b ∈ L, m ∈M)

[a ∗ b] ∗m = a ∗ (b ∗m)− ((σ ⊗ idH)⊗H idM )(b ∗ (a ∗m)).

We generalize this construction by asking that M be a D-module, rather than
an H-module, where D is a comodule algebra over H, and providing an H⊗D-
linear map L⊗M → (H⊗D)⊗DM , where the rightD-module structure ofH⊗D
is described by the comodule map of D: this is called a representation of L with
coefficients in D. Once again, discrete representations of L can be read in terms
of representations of L with coefficients in D only when the condition (4.34) is
satisfied. However, different choices of D impose different requirements on the
representation space, and one is thus able to treat all irreducible representations
of PN , and not only those factoring via HN , by choosing a suitable comodule
algebra.

One of the ways of producing a new Lie pseudoalgebra from a given one is
by extending scalars. This has been considered in [BDK1] in order to provide a
complete description of simple Lie pseudoalgebras in terms of primitive ones. It
is usually implemented by taking a (Lie) pseudoalgebra L over H, and taking
its tensor product H ′ ⊗H L, where H ′ is a larger Hopf algebra: H ′ is then
an H-bimodule by means of the embedding homomorphism ι : H → H ′, and
H ′ ⊗H L = CurH

′

H L is called current Lie pseudoalgebra. Similarly, whenever a
homomorphism (H,D) → (H ′, D′) of Hopf algebra-comodule algebra pairs is
given, one may extend scalars in order to obtain, from a pair (L,M), where L
is a Lie pseudoalgebra over H and M is a representation of L with coefficients
in D, an extended pair (H ′ ⊗H L,D′ ⊗D M) where the extended module is a
representation of the extended Lie H ′-pseudoalgebra with coefficients in D′.

However, scalars may also be extended by using non-injective maps, and the
resulting objects still carry a (Lie) pseudoalgebra or representation structure.

6



When one applies this construction to a Lie pseudoalgebra of type K, using a
suitable Hopf algebra homomorphism, it is possible to obtain a Lie pseudoalge-
bra of type H. Similarly, it is possible to obtain from the Rumin-like complex
of type K the corresponding complex of reducible tensor modules of type H.

The most striking aspect of this construction is that from the Rumin-like
complex of type K, which is composed of representation with standard coef-
ficients, or ordinary representations — here we mean that D = H for such
tensor modules — one may extend scalars to obtain a complex of tensor mod-
ules with non-standard coefficients. These may be used in order to treat the
representations of PN that do not factor via HN with the same strategy that
proves successful for WN , SN ,KN , HN . Techniques analogues to those used in
[BDK2, BDK3, BDK4] should lead to a classification of all discrete irreducible
representations of the linearly compact Lie algebra PN .

Throughout this thesis all vector spaces, linear maps and tensor products
will be considered over an algebraically closed field k of characteristic 0. In
Chapters 1 and 3 we will assume that k = C.
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Chapter 1

Vertex algebras and Lie
conformal algebras

We denote by N the set of nonnegative integers. We recall definitions and basic
results about Lie conformal algebras [DK] and vertex algebras [Bo, K]. Then we
review results from [D1], where a characterization of the Lie conformal algebra
structure underlying a vertex algebra V which satisfies a finiteness assumption
is given.

1.1 Lie conformal algebras

In this section we recall the notion of Lie conformal algebra. Let C[∂] be the
ring of complex polynomials in the indeterminate ∂. A Lie conformal algebra is
a C[∂]-module R endowed with a C-bilinear product, called λ-bracket,

[ λ ] : R⊗ R −→ R[λ]
a⊗ b 7→ [aλb],

such that for any a, b, c ∈ R the following axioms are satisfied:

(C1) [∂aλb] = −λ[aλb], [aλ∂b] = (∂ + λ)[aλb],

(C2) [aλb] = −[b−∂−λa],

(C3) [aλ[bµc]]− [bµ[aλc]] = [[aλb]λ+µc].

A derivation of a Lie conformal algebra R is a linear endomorphism D of R
such that for every a, b ∈ R:

D[aλb] = [Daλb] + [aλDb].

Then axiom (C1) shows that ∂ is always a derivation of R.
A Lie conformal algebra is finite if it is finitely generated as a C[∂]-module.

Example 1.1. Let g be a finite dimensional Lie algebra and R = C[∂] ⊗ g.
Then setting

[gλh] = [g, h], g, h ∈ g ⊂ C[∂]⊗ g,

extends uniquely by (C1) to a Lie conformal algebra structure on R, called cur-
rent Lie conformal algebra.
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Example 1.2. Let R = C[∂]L be a free C[∂]-module of rank one. Then

[LλL] = (∂ + 2λ)L,

extends on R to a structure of a Lie conformal algebra, called the (centerless)
Virasoro conformal (Lie) algebra and denoted by Vir.

Let R1, R2 be Lie conformal algebras. A Lie conformal algebra homomor-
phism from R1 to R2 is a C[∂]-linear map ρ : R1 −→ R2 such that

ρ([aλb]) = [ρ(a)λρ(b)], ∀ a, b ∈ R1.

Let R be a Lie conformal algebra, If A,B ⊂ R, then we denote by [A,B] the

linear span of all coefficient of polynomial [aλb] =
n∑
i=0

ciλ
i, a ∈ A, b ∈ B.

Then if B is a C[∂]-submodule of R then [A,B] is a C[∂]-submodule, and if A,B
are both C[∂]-submodule of R then [A,B] = [B,A]. A subalgebra A of R is a
C[∂]-submodule A such that [A,A] ⊂ A. An ideal I of R is a C[∂]-submodule
such that [R, I] = [I,R] ⊂ I. An ideal I of R is said to be central if [R, I] = 0.
The center Z(R) = {a ∈ R | [aλb] = 0, ∀ b ∈ R} of R is the maximal central
ideal of R. A Lie conformal algebra R is abelian if [R,R] = 0, i.e., if R = Z(R).
R is a simple Lie conformal algebra if it is not abelian and its only ideals are
trivial.
The main theorem in [DK] shows that, up to isomorphism, the only simple finite
Lie conformal algebras are those described in Examples 1.1 and 1.2.
The derived series of a Lie conformal algebra R is defined inductively by

R(0) = R, R(k+1) = [R(k), R(k)], k ≥ 0.

R is a solvable Lie conformal algebra if R(K) = 0 for sufficiently large K.
The central series of a Lie conformal algebra R is similarly defined by

R[0] = R, R[k+1] = [R,R[k]], k ≥ 0.

R is a nilpotent Lie conformal algebra if R[K] = 0 for sufficiently large K.

1.1.1 Linear conformal maps

In this section we introduce one of the most important examples of a Lie con-
formal algebra, gcV . It is the conformal analogue of the Lie algebra glV of all
linear endomorphism of a vector space V .
Let U, V be C[∂]-modules. A linear conformal map from U to V is a C-linear
map φλ : U −→ V [λ] such that for any u ∈ U

φλ(∂u) = (∂ + λ)φλ(u).

We denote by Chom(U, V ) the vector space of all conformal linear maps from
U to V . It is also a C[∂]-module via the action

∂φλ(u) = −λφλ(u).
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Example 1.3. Let R be a Lie conformal algebra, a ∈ R. The adjoint action
(ad a)λ is defined as

(1.1) (ad a)λ(b) = [aλb], ∀ b ∈ R.

It is a conformal linear map from R to itself as follows by axiom (C1).

Lemma 1.4. Let U, V be C[∂]-modules and φλ ∈ Chom(U, V ). Then φλ(u) = 0
for any u ∈ TorU .

Remark 1.1. It follows by Lemma 1.4 that the torsion of a Lie conformal
algebra is contained in its center.

Let φλ ∈ Chom(U, V ) and suppose that:

φλ(u) =
n∑
i=1

viλ
i.

We denote by φ · U the C[∂]-submodule of V generated by the vi. We will say
that φλ ∈ Chom(U, V ) is surjective if φ · U = V . Let F ⊂ Chom(U, V ) be a
family of conformal linear maps such that F ·U = V . Then we say that F maps
U surjectively on V .

Example 1.5. The adjoint action adR of R maps R surjectively on R′.

For U = V we denote Chom(V, V ) by CendV . If V is a finite C[∂]-module
then setting:

(1.2) [φλψ]µv = φλ(ψµ−λv)− ψµ−λ(φλv), φ, ψ ∈ Cend(V, V ),

endows CendV with a Lie conformal algebra structure, denoted by gcV (see
[DK]).

Example 1.6. Let V0 be a finite dimensional vector space and V = C[∂] ⊗ V0

be the corresponding free C[∂]-module. A conformal linear map φλ ∈ CendV
satisfies

(φλ(p(∂)v0) = p(∂ + λ)φλ(v0),

so that we can identify CendV with (EndV0)[∂, λ], where the C[∂]-module struc-
ture on (EndV0)[∂, λ] is given via multiplication by −λ. As a consequence,
CendV is a free C[∂]-module of infinite rank. When V is a free C[∂]-module
of rank N then the corresponding Lie conformal algebra structure on CendV is
denoted by gcN .

1.1.2 Representation theory of solvable and nilpotent Lie
conformal algebras

In this section we review the structure theory of finite representations of solvable
and nilpotent Lie conformal algebras.
Let R be a Lie conformal algebra and V be a finite C[∂]-module. V is an
R-module, or a representation of R, if for any a ∈ R a conformal linear map
aλ : V −→ V [λ] is defined, such that

(R1) (∂a)λv = −λ aλv,
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(R2) [aλb]λ+µv = aλ(bµv)− bµ(aλv).

Example 1.7. Every finite Lie conformal algebra R is a module on itself via
the adjoint action defined by (1.1). If ad : R 3 a −→ (ad a)λ ∈ gcR then ad is
a Lie conformal algebras homomorphism and ker ad = Z(R).

Lemma 1.8. Let R be a Lie conformal algebra and V be an R-module. Then
aλv = 0 for all v ∈ TorV and aλv = 0 for all a ∈ TorR.

Proposition 1.9. Let R be Lie conformal algebra, V a finite C[∂]-module.
Then there is a one-to-one correspondence between R-modules structures on V
and Lie conformal algebra homomorphisms R −→ gcV .

Remark 1.2. If R is a finite Lie conformal algebra then Proposition 1.9 implies
that gcR contains a homomorphic image of R, as R is an R-module via its
adjoint action. In particular, if R is centerless then we obtain an injective
homomorphism of Lie conformal algebras from R to gcR.

Let R be a Lie conformal algebra and V be a finite R-module. An element
a ∈ R acts nilpotently on V if

aλ1(aλ2(. . . (aλnv) . . . )) = 0,

for a sufficiently large n.

Theorem 1.10. [Conformal version of Engel’s theorem] Let R be a finite Lie
conformal algebra. If any a ∈ R has a nilpotent adjoint action then R is a
nilpotent Lie conformal algebra.

Let R be a Lie conformal algebra and V be a finite R-module.
Let φ : R −→ C[λ] be a C[∂]-linear map, i.e., a C-linear map such that for every
a, b ∈ R:

φ∂a(λ) = −λφa(λ),
φa+b(λ) = φa(λ) + φb(λ),

where the structure of a C[∂]-module on C[λ] is given by multiplication by −λ.
We define

Vφ = {v ∈ V | aλv = φa(λ)v, ∀ a ∈ R}.
If Vφ 6= 0 then we call φ a weight for the action of R on V and nonzero elements
v ∈ Vφ weight vectors of weight φ or φ-weight vector. Vφ is always a vector
subspace of V and it is also a C[∂]-submodule for φ = 0.

Theorem 1.11. [Conformal version of Lie’s theorem] Let R be a solvable Lie
conformal algebra and V be a finite R-module. Then there exists a weight vector
v and φ : R 3 a 7→ φa(λ) ∈ C[λ] such that aλv = φa(λ)v for all a ∈ R.

Now we define

V φ0 = 0, V φi+1 = {v ∈ V | aλv − φa(λ)v ∈ V φi , a ∈ R}, i ≥ 0.

This is an increasing chain of subspaces of V . We call

V φ =
⋃
i

V φi

the generalized weight subspace of weight φ. Some of the properties of V φ are
described in the following

11



Proposition 1.12. Let V be a finite R-module. Then:

• V φ is a C[∂]-submodule of V ,

• V/V φ has no φ-weight vectors. In particular, V/V 0 is torsion free,

• if φ 6= ψ then V φ ∩ V ψ = 0.

For nilpotent Lie conformal algebras we have

Theorem 1.13. Let R be a nilpotent Lie conformal algebra and V be a finite
R-module. Then V decomposes as a direct sum of generalized weight subspaces
for the action of R.

Remark 1.3. Let R be a Lie conformal algebra, V be a finite R-module and
a ∈ R. We denote by 〈a〉 the subalgebra of R generated by a. Saying that a ∈ R
acts nilpotently on V is equivalent to say that V = V 0 with respect to the action
of 〈a〉 on V .

The following results will be useful later.

Lemma 1.14. Let R be a finite Lie conformal algebra and {R[k]} be its central
series. If rkR[k] = rkR[k+1] for some k then R[k+1] = R[k+2].

Proof. If rkR[k] = rkR[k+1] then R[k]/R[k+1] is a torsion C[∂]-module. As a
consequence any conformal linear map maps R[k]/R[k+1] to zero. By construc-
tion the adjoint action of R maps R[k]/R[k+1] surjectively on R[k+1]/R[k+2].
Since all these maps are zero then we have R[k+1] = R[k+2].

Proposition 1.15. Let R be a finite Lie conformal algebra. Then its central
series {R[k]} stabilizes to an ideal of R which we denote by R[∞].

Proof. Since R is finite there exists an index k such that the hypothesis of
Lemma 1.15 is satisfied.

Corollary 1.16. If R is a finite Lie conformal algebra then R/R[∞] is nilpotent.
In particular, R is nilpotent if and only if R[∞] = 0. If N is an ideal of R such
that R/N is nilpotent then N ⊃ R[∞].

1.2 Vertex algebras

We will use the following definition of a vertex algebra given in [K].
Let V be a complex vector space and (EndV )[[z, z−1]] be the space of EndV -
value formal distributions. An element φ(z) ∈ End(V )[[z, z−1]] is called a field
if for any v ∈ V it satisfies φ(z)(v) ∈ V [[z]][z−1] = V ((z)). In other words, if we
write

φ(z) =
∑
j∈Z

φjz
−j−1

then φN (v) should vanish for sufficiently large N = N(v) > 0.
The data (V, 1, ∂, Y ), where 1 ∈ V , ∂ ∈ EndV and Y : V −→ (EndV )[[z, z−1]]
is a vertex algebra if the following properties are satisfied

(V1) Field axiom: Y (a, z) is a field for every a ∈ V .
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(V2) Locality axiom: for all choices of a, b ∈ V , there exists N such that

(z − w)N [Y (a, z), Y (b, w)] = 0.

(V3) Vacuum axiom: the vacuum element 1 satisfies

∂1 = 0, Y (1, z) = idV , Y (a, z)1 ∈ a+ zV [[z]].

(V4) Translation invariance:

[∂, Y (a, z)] = Y (∂a, z) =
d

dz
Y (a, z).

As a consequence of the axioms any vertex algebra V satisfies the following

(V5) Skew-commutativity:

Y (a, z)b = ez∂Y (b,−z)a.

Y is called linear state-field correspondence. Fields Y (a, z) are called vertex
operators or quantum fields. V has a natural structure of a C[∂]-module. A
vertex algebra is finite if it is finitely generated as a C[∂]-module.

Remark 1.4. Notice that 1 ∈ TorV , so V is never a free C[∂]-module.

Let V be a vertex algebra and

Y (a, z) =
∑
j∈Z

a(j)z
−j−1

be a vertex operator. For any b ∈ V , j ∈ Z, we denote the elements a(j)(b) ∈ V
by a(j)b ∈ V . One may view the a(j)b as (infinitely many) bilinear products on
V . Notice that by (V4), ∂ is a derivation of all such products.
Let

δ(z − w) =
∑
j∈Z

wjz−j−1

be the Dirac delta formal distribution. We denote by δ(j) the j-th derivative of
δ(z − w) with respect to w. Locality (V 2) is equivalent to

(1.3) [Y (a, z), Y (b, w)] =
N−1∑
j=0

cj(w)
δ(j)

j!
.

If Y (a, z) =
∑
j∈Z

a(j)z
−j−1 then the (uniquely determined fields) cj(w) in (1.3)

are vertex operators Y (cj , w) corresponding to elements cj = a(j)b.
Another way to define new vertex operators is given by the normally ordered
product or Wick product that is

: Y (a, z)Y (b, w) := Y (a, z)+Y (b, w) + Y (b, w)Y (a, z)−,

where
Y (a, z)− =

∑
j≥0

a(j)z
−j−1, Y (a, z)+ =

∑
j<0

a(j)z
−j−1.

13



: Y (a, z)Y (b, w) : is a vertex operator and equals Y (a(−1)b, z).
Let V1, V2 be vertex algebras. A vertex algebra homomorphism ρ from V1 to V2

is a C[∂]-linear map ρ : V1 −→ V2 such that

ρ(a(j)b) = ρ(a)(j)ρ(b), ∀ a, b ∈ V1, j ∈ Z.

A derivation D of a vertex algebra V is a linear endomorphism of V such that

D(a(j)b) = (Da)(j)b+ a(j)(Db), ∀ a, b ∈ V, j ∈ Z.

A derivation D of a vertex algebra V is nilpotent if there exists sufficiently large
N such that DN = 0. In this case the exponential eD of D is a well defined
automorphism of V . In particular, it is an automorphism of every C-bilinear
product a(j)b.

Remark 1.5. The same is true for locally nilpotent derivations D of V or when
some suitable notion of convergence applies to eD.

Let V be a vertex algebra. Then the elements a(j) ∈ EndV , a ∈ V , j ∈ Z,
span a Lie algebra with Lie bracket given by

(1.4) [a(j), b(k)] =
∑
i≥0

(
m

i

)
(a(i)b)(j+k−i), a, b ∈ V,m, n ∈ Z.

Equation (1.4) shows that a(0) ∈ EndV is a derivation of V , for all a ∈ V .
Let A,B be subsets of V . We denote by A · B the C-linear span of all a(j)b of
any Y (a, z)b, with a ∈ A, b ∈ B, j ∈ Z:

A ·B = span{a(j)b | a ∈ A, b ∈ B, j ∈ Z}.

Then, if B is a C[∂]-submodule of V then A ·B is a C[∂]-submodule too and if
A,B are both C[∂]-submodules of V then A ·B = B ·A. Moreover, any subset
A of V is always contained in the C[∂]-submodule A · V . In particular, for any
a ∈ V , a · V = Ca · V is a C[∂]-submodule containing a. A subalgebra U of a
vertex algebra V is a C[∂]-submodule containing 1 such that U ·U = U . An ideal
I of a vertex algebra V is a C[∂]-submodule such that I ·V = V . A proper ideal
I of a vertex algebra V cannot contain the vacuum element 1. A vertex algebra
V is simple if its only ideals are trivial. A vertex algebra V is commutative if
[Y (a, z), Y (b, w)] = 0 for any a, b ∈ V . Equivalently, V is a commutative vertex
algebra if a(j)b = 0, ∀ a, b ∈ V , j ∈ N. The center Z(V ) of a vertex algebra V
is defined as the subspace

Z(V ) = {c ∈ V | a(j)c = 0 = c(j)a, ∀ a ∈ V, j ∈ Z+}.

1.2.1 The nilradical NilV

Let V be a vertex algebra and I be a vertex ideal of V . We set

I1 = I, Ik+1 = I · Ik, k ≥ 1.

I is a nil-ideal of V if Ik = 0 for a sufficiently large value of k. The sum I1 + I2
of nil-ideals is a nil-ideal. If I2 = 0 then I is an abelian ideal of V .
An element a ∈ V is nilpotent if

(1.5) Y (a, z1)Y (a, z2) . . . Y (a, zk)a = 0,
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for a sufficiently large value of k.
It is shown in [D3] that (1.5) is equivalent to ask that the ideal generated by a,
which equals a · V , is a nil-ideal of V . If a ∈ V is such that Y (a, z)a = 0 then
a · V is an abelian ideal of V . If V is finite then there exists, by Noetherianity,
a unique maximal nil-ideal of V . We call this ideal the nil-radical of V , and
denote it by NilV . It contains all nilpotent elements of V and the quotient
V/NilV has no nonzero nilpotent elements.

1.2.2 The Lie conformal algebra V Lie

Let V be a vertex algebra. We define for any a, b ∈ V the following λ-bracket:

[aλb] =
∑
j∈Z+

λj

j!
a(j)b.

It endows V with a Lie conformal algebra structure that we denote by V Lie.

Example 1.17. Let V be a unital associative commutative algebra and d be a
derivation of V . Y (a, z)b = (ezda)b, a, b ∈ V , endows V with a vertex algebra
structure, in which the vacuum element is 1 and ∂ = d.

Example 1.17 describes the trivial case of a vertex algebra structure. It
occurs if and only if all vertex operators of V are regular in z, i.e., if V is a
commutative vertex algebra. This last assumption is equivalent to saying that
the corresponding Lie conformal algebra structure V Lie is abelian. It is shown
in [Bo] that in this case setting a · b = Y (a, z)b |z=0 endows V with a differen-
tial commutative associative algebra structure, which completely determine the
vertex algebra structure as in Example 1.17. This is the only possible vertex
algebra structure on a finite dimensional vector space V .
Notice that while any ideal I of a vertex algebra V is also an ideal of V Lie the
converse is not true in general. For example, C1 is always a central ideal of the
Lie conformal algebra structure but it is never an ideal of V . We notice also
that being an abelian ideal of V is a stronger requirement than being an abelian
ideal of V Lie.

Remark 1.6. If A,B are subsets of a vertex algebra V then recall that the
subspace [A,B] of V is defined as

[A,B] = span{a(j)b | a ∈ A, b ∈ B, j ∈ N}.

In [D3] it is shown that if A,B,C are subspaces of vertex algebra V then
[A,B] · C ⊂ [A,B · C]. As a consequence, if I is a vertex ideal of V then [A, I]
is an ideal of V for any subspace A of V . In particular, the elements of the
derived series and of the central series of V Lie are all ideals of V .

1.2.3 Finite vertex algebras

In this section we recall results from [D1, D2, D3], where the effects of a finiteness
assumption for a vertex algebra V are investigated. It turns out that under
this finiteness assumption the underlying Lie conformal algebra V Lie has good
algebraic properties. Precisely,
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Theorem 1.18. The following statements hold:

• if V is a finite simple vertex algebra, then V Lie is trivial, i.e., all quantum
fields from V commute with each other;

• if V is a finite vertex algebra, then V Lie is a solvable Lie conformal algebra;

• if V is a finite vertex algebra, then (V/Nil(V ))Lie is nilpotent. In partic-
ular, if Nil(V ) = 0 then V Lie is nilpotent.

A natural question which comes from Theorem 1.18 is to investigate if V Lie

is always nilpotent whenever V is a finite vertex algebra. In the third chapter
we solve negatively this question by giving a counterexample, whose construc-
tion naturally comes out from a refinement of Theorem 1.18 that we prove in
Theorem 3.1.

1.2.4 The adjoint action of V Lie on V

Let V be a finite vertex algebra. The adjoint action of V Lie on V endows
V with a structure of a V Lie-module and gives rise to a homomorphism of
conformal algebras from V Lie to gcV . By Theorem 1.18 we know that V Lie

and its Lie conformal subalgebras S are solvable. As V is a finite V Lie-module
then Theorem 1.11 holds. This follows by Lemma 1.8 that the vacuum element
is a 0-weight vector for the action of any subalgebra S ⊂ V Lie on V . Properties
of the generalized weight subspaces V φ for the adjoint action of a Lie conformal
subalgebra S on a finite vertex algebra V are studied in [D1].

Proposition 1.19. Let V be a finite vertex algebra and S be a subalgebra of
V Lie. Denote by V φS the generalized weight subspaces for the adjoint action of
S on V . Then:

• V φS is an ideal of V for every φ 6= 0,

• if φ and ψ are distinct weights for the adjoint action of S on V then
V φS · V

ψ
S ⊂ V

φ+ψ
S ,

• as a consequence, if φ 6= 0 then V φS · V
φ
S = 0, hence V φS ⊂ Nil(V ).

This follows by Proposition 1.19 that V 0
S is a subalgebra of V and

V 6=0
S =

∑
φ6=0

V φS

is an abelian ideal of V .
Our goal is to continue the investigation of finite vertex algebras. In order to
do so, we study the effects of a solvability assumption for the subalgebras of
gcV generated by a single conformal linear map a. We approach this problem
in the second chapter in the more general context of Lie pseudoalgebras and
then apply Theorem 2.40 in the case of Lie conformal algebras to obtain the
description of finite vertex algebras stated in Theorem 3.1.
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Chapter 2

Lie pseudoalgebras

In this chapter we review Lie pseudoalgebras and their representations [BDK1],
especially in the case of solvable and nilpotent structures. At the end of the
chapter, in Section 2.6, we state and prove our result on 1-generated solvable
subalgebras of gcM , where M is a finite H-module: up to a “modification” of
the generator they are essentially nilpotent.

2.1 Hopf algebras

In this section we review the definition of a Hopf algebra and we fix our notation,
according to [Sw].
A bialgebra H is a unital associative algebra H endowed with a coproduct
∆ : H −→ H ⊗ H and a counit ε : H −→ k such that ∆ is a homomorphism
of associative algebras and the following coassociativity and counit axiom are
satisfied,

(∆⊗ idH)∆(h) = (idH ⊗∆)∆(h),(2.1)
(ε⊗ idH)∆ = (idH ⊗ε)∆ = idH ,(2.2)

where in (2.2) we use k⊗H ' H ' H ⊗ k.
By use of Sweedler’s notation, ∆(h) = h(1) ⊗ h(2), h ∈ H, we can reformulate
the fact that ∆ is a homomorphism of associative algebras and the counit axiom
as,

(fg)(1) ⊗ (fg)(2) = f(1)g(1) ⊗ f(2)g(2)

ε(h(1))h(2) = h(1)ε(h(2)) = h.

An antipode of a bialgebra H is a map S : H −→ H such that S is an antiho-
momorphism satisfying:

(2.3) S(h(1))h(2) = h(−1)h(2) = ε(h) = h(1)h(−2) = h(1)S(h(2)),

where in (2.3) we use the notation S(h(1)) = h(−1).
A bialgebra H endowed with an antipode S is called a Hopf algebra. A Hopf
algebra H is said to be cocommutative if h(1)⊗h(2) = h(2)⊗h(1) for any h ∈ H.
Whenever H is a cocommutative Hopf algebra its antipode S is an involution,
i.e., S2 = idH .
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Example 2.1. Let G be a group and kG its group algebra. There exists a unique
cocommutative Hopf algebra structure on kG satisfying

∆(g) = g ⊗ g, ε(g) = 1, S(g) = g−1, ∀ g ∈ G ⊂ kG.

Example 2.2. Let d be a finite dimensional Lie algebra and U(d) be its universal
enveloping algebra. There exists a unique cocommutative Hopf algebra structure
on U(d) satisfying

∆(∂) = ∂ ⊗ 1 + 1⊗ ∂, ε(∂) = 0, S(∂) = −∂, ∀ ∂ ∈ d ⊂ U(d).

Remark 2.1. If d is an abelian finite dimensional Lie algebra then the con-
struction given in Example 2.2 endows the symmetric algebra S(d) = U(d) with
a structure of a cocommutative Hopf algebra.

Let (H1,∆1, S1, ε1), (H2,∆2, S2, ε2) be Hopf algebras. An associative alge-
bra homomorphism φ : H1 −→ H2 is a Hopf homomorphism from H1 to H2 if
for any h ∈ H1 it satisfies:

∆2(φ(h)) = (φ⊗ φ)∆1(h),(2.4)
ε2(φ(h)) = ε1(h).(2.5)

Let (H,∆, S, ε) be a Hopf algebra. We denote the n-fold tensor productH ⊗ · · · ⊗H︸ ︷︷ ︸
n times

of H simply by Hn. It leads to no confusion with the standard notation for the
cartesian product since the last one is never involved in this work.
We set ∆1,1 = ∆ and

∆n,i = (idH ⊗ · · · ⊗ ∆︸︷︷︸
i-th place

⊗ · · · ⊗ idH) : Hn −→ Hn+1, ,

for n ≥ 2, i = 1, . . . , n.
Then we define

∆n = ∆n,in ◦∆n−1,in−1 ◦ · · · ◦∆2,i2 ◦∆1,1,

for 1 ≤ ik ≤ k ≤ n, so that ∆1 = ∆ and ∆n : H −→ Hn+1. Coassociativity
shows that ∆n does not depend on the choice of the indices ik.
We obtain the generalized associativity property, i.e., for every h ∈ H we can
write

∆n(h) = (idH ⊗∆n−1)∆(h).

In the same way it is possible to obtain many different relations in Hn, like for
example [Sw]:

(2.6) (idH ⊗ · · · ⊗ ε⊗ · · · ⊗ idH)∆n = ∆n−1(h).

The homomorphism ∆n−1 : H −→ Hn makes Hn into a left and right H-
module. For any n ≥ 1 the generalized Fourier Transform Fn [BDK1, Ko1] is
the map Fn : Hn+1 −→ Hn+1 defined by:

Fn(h1 ⊗ · · · ⊗ hn ⊗ f) = h1f(−n) ⊗ · · · ⊗ hnf(−1) ⊗ f(n+1),

where ∆n(f) = f(1) ⊗ · · · ⊗ f(n) ⊗ f(n+1).
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Lemma 2.3. The generalized Fourier Transform Fn : Hn+1 −→ Hn+1 is an
isomorphism of vector spaces for any n ≥ 1.

Proof. The following map:

F−1
n : Hn+1 −→ Hn+1

h1 ⊗ · · · ⊗ hn ⊗ f 7→ h1f(1) ⊗ · · · ⊗ hnf(n) ⊗ f(n+1),

is both a left and right inverse of Fn. This follows from a repeated application
of (2.6).

For n = 1 we will often denote F1 simply by F . As a direct consequence of
Lemma 2.3 we have

Proposition 2.4. Let H be a cocommutative Hopf algebra and let {hi | i ∈ I}
be a k-basis of H. Then every element f ∈ Hn+1, n ≥ 1, can be uniquely written
as

f =
∑

i1,...,in

(hi1 ⊗ · · · ⊗ hin ⊗ 1).gi1,...,in , gi1,...,in ∈ H.

In other words, Hn+1 = (Hn ⊗ k)∆n(H).

Proof. Observe that

F−1
n (h1 ⊗ · · · ⊗ hn ⊗ f) = (h1 ⊗ · · · ⊗ hn ⊗ 1).f, f ∈ H,

and that, for every fixed k-basis {hi} of H every f in H can be uniquely written
as a k-linear combination of hi’s.

Corollary 2.5. Let H be a cocommutative Hopf algebra and M be a finite H-
module. Then every element of (H ⊗ H)⊗HM can be uniquely written in the
form

(2.7) m =
∑
i

(hi ⊗ 1)⊗H mi,

for a suitable choice of hi ∈ H, mi ∈M .

We will call (2.7) the left-straightening of (H ⊗ H)⊗HM .

Remark 2.2. If H is a cocommutative Hopf algebra there exist “right” ana-
logues of Proposition 2.4 and Corollary 2.5. Precisely, equality Hn+1 = (k ⊗
Hn)∆n(H) holds and for any H-module M there exist ki ∈ H and m′i ∈ M
such that every element of (H ⊗ H)⊗HM can be uniquely written in the form

(2.8) m =
∑
i

(1⊗ ki)⊗H m′i.

Formula (2.8) is called the right-straightening of (H ⊗ H)⊗HM .

The following claim follows from linear algebra.

Lemma 2.6. Let M,N be vector space, α ∈M ⊗ N . Then there exists a (non
unique) choice of finitely many linear independent elements {mi} ⊂M , {ni} ⊂
N such that α =

∑
i

mi⊗ni; moreover Mα = span〈mi〉 and Nα = span〈ni〉 only

depend on α. In particular, if M ′,M ′′ ⊂ M , N ′, N ′′ ⊂ N are linear subspaces,
then (M ′ ⊗N ′) ∩ (M ′′ ⊗N ′′) = (M ′ ∩M ′′)⊗ (N ′ ∩N ′′).
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Lemma 2.7. Let H be a cocommutative Hopf algebra and A be a finite H-
module. For any n ≥ 1 the map,

πn : Hn+1⊗H A −→ Hn ⊗ A
(h1 ⊗ · · · ⊗ hn ⊗ k)⊗H a 7→ h1k(−n) ⊗ · · ·hnk(−1) ⊗ k(n+1)a,

where ∆n(k) = k(1) ⊗ · · · ⊗ k(n+1), is an isomorphism of vector spaces.

Proof. First of all we have to check that πn is a well defined, i.e., it must satisfies

πn((h1 ⊗ · · · ⊗ hn ⊗ k)⊗H k′m) = πn((h1k
′
(1) ⊗ · · · ⊗ hnk′(n) ⊗ kk′(n+1))⊗H m).

By definition of πn we have:

πn((h1 ⊗ · · · ⊗ hn ⊗ k)⊗H k′m) = h1k(−n) ⊗ · · · ⊗ hnk(−1) ⊗ k(n+1)k
′m,

and

πn((h1k
′
(1) ⊗ · · · ⊗ hnk′(n) ⊗ kk′(n+1))⊗H m)

= h1k
′
(1)k

′
(−2n)k(−n) ⊗ · · · ⊗ hn−1k

′
(n−1)k

′
(−n−2)k(−2)

⊗ hnk′(n)k
′
(−n−1)k(−1) ⊗ k(n+1)k

′
(2n+1)m

= h1k
′
(1)k

′
(−2n+1)k(−n) ⊗ · · · ⊗ hn−1k

′
(n−1)k

′
(−n−1)k(−2)

⊗ hnε(k′(n))k(−1) ⊗ k(n+1)k
′
(2n)m

= h1k
′
(1)k

′
(−2n+1)k(−n) ⊗ · · · ⊗ hn−1k

′
(n−1)ε(k′(n))k′(−n−1)k(−2)

⊗ hnk(−1) ⊗ k(n+1)k
′
(2n)m = h1k

′
(1)k

′
(−2n+2)k(−n) ⊗ · · ·

⊗ hn−1k
′
(n−1)k

′
(−n)k(−2) ⊗ hnk(−1) ⊗ k(n+1)k

′
(2n−1)m

= · · · = h1k(−n) ⊗ · · · ⊗ hnk(−1) ⊗ k(n+1)k
′m.

A straightforward computation proves that:

(πn)−1 : Hn ⊗ A −→ Hn+1⊗H A
h1 ⊗ · · · ⊗ hn ⊗ a 7→ (h1 ⊗ · · · ⊗ hn ⊗ 1)⊗H a,

is both a left and right inverse of πn.

For n = 1 we will often denote the map π1 simply by π.

Lemma 2.8. Let H be a cocommutative Hopf algebra and M be a finite H-
module. If m ∈ M is not a torsion element then α⊗H m = 0 if and only if
α = 0, where α is an element in H ⊗ H.

Proof. Let Hm be the cyclic module generated by m. Since m is not a torsion
element, i.e., there not exists h ∈ H such that hm = 0, the map ψ sending h to
hm is an isomorphism of vector spaces from H to Hm. Let

α =
∑
i

βi ⊗ γi ∈ H ⊗ H.

By Lemma 2.7 we have

(2.9) π((α⊗H m)) =
∑
i

βiγi(−1) ⊗ γi(2)m ∈ H ⊗Hm.

Applying (idH ⊗ψ−1) to (2.9) we obtain
∑
i

βiγi(−1)⊗γi(2) = α′. Since F−1(α′) =

α and all these maps are isomorphisms of vector spaces we have the state-
ment.
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Let σ : H ⊗ H −→ H ⊗ H be the unique k-linear map which satisfies

(h⊗ k)σ = k ⊗ h.

We will call σ the flip map of H ⊗ H. If h1⊗ · · · ⊗hn is an element of Hn then
we denote by σij , i < j, the unique k-linear map from Hn to Hn, n ≥ 2, such
that

(h1 ⊗ · · · ⊗ hi ⊗ · · · ⊗ hj ⊗ · · · ⊗ hn)σij = (h1 ⊗ · · · ⊗ hj ⊗ · · · ⊗ hi ⊗ · · · ⊗ hn),

i.e., σij is the flip map applied to the i-th and j-th component of any expression
in Hn.

2.2 Pseudoalgebras over H

In this section we recall the notion of pseudoalgebra over a Hopf algebra H. All
unproved statements are taken from [BDK1].
Let H be a Hopf algebra and A be a left H-module. An H-pseudoproduct on A
is a H ⊗ H-linear map

∗ : A⊗ A −→ (H ⊗ H)⊗H A
a⊗ b 7→ a ∗ b,

where we consider (H ⊗ H)⊗H A with its structure of an H ⊗ H-module.
A pseudoalgebra over H or an H-pseudoalgebra is a left H-module A endowed
with an H-pseudoproduct. We say that a pseudoalgebra A is finite if it is finitely
generated as an H-module.
Let A be an H-pseudoalgebra with an H-pseudoproduct ∗. The expanded pseu-
doproduct [BDK1, Ko1] is an Hm+n-linear map

∗ : (Hm⊗H A)⊗ (Hn⊗H A) −→ Hm+n⊗H A,

defined as

(2.10) (F⊗H a) ∗ (G⊗H b) = (F ⊗G)(∆m−1 ⊗∆n−1⊗H idA)(a ∗ b),

where F ∈ Hm, G ∈ Hn, a, b ∈ A, m,n ≥ 1.
We say that an H-pseudoalgebra A is associative if

(2.11) a ∗ (b ∗ c) = (a ∗ b) ∗ c,

for any a, b, c ∈ A.
Both sides of equation (2.11) lie in H3⊗H A and are defined by use of (2.10).
An H-pseudoproduct is said to be commutative (resp. skew-commutative) if for
any a, b ∈ A it satisfies:

(2.12) a ∗ b = (b ∗ a)σ (resp. a ∗ b = −(b ∗ a)σ),

where by σ we mean the map σ⊗H idA.
AnH-pseudoproduct [ ∗ ] is called a Lie pseudobracket if it is skew-commutative
and it satisfies the Jacobi identity

(2.13) [[a ∗ b] ∗ c] = [a ∗ [b ∗ c]]− [b ∗ [a ∗ c]]σ12 ,
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where (2.13) is an equality inH3⊗H A and σ12 denotes the map (σ⊗idH)⊗H idA.
An associative pseudoalgebra (resp. a Lie pseudoalgebra) over H is an H-
pseudoalgebra endowed with an associative pseudoproduct (resp. a Lie pseu-
dobracket).

Remark 2.3. Notice that one may define associative pseudoalgebras over arbi-
trary Hopf algebras, whereas cocommutativity is necessary for handling Lie or
commutative pseudoalgebras since otherwise (2.12) is not well defined.

Remark 2.4. If (A, ∗) is an associative pseudoalgebra over a cocommutative
Hopf algebra H then the following map

(2.14) [a ∗ b] = (a ∗ b)− (b ∗ a)σ, a, b ∈ A,

is a Lie pseudobracket and endows A with a structure of a Lie pseudoalgebra
over H.

Example 2.9. If H = k then H ⊗ H ' H and ∆ = idk. In this case the
axioms of an associative H-pseudoalgebra (resp. of a Lie H-pseudoalgebra) are
equivalent to those of an ordinary associative (resp. Lie) algebra over k.

Example 2.10. Let d = k∂ be a one dimensional Lie algebra over k. Then
H = U(d) = k[∂] has a natural cocommutative Hopf algebra structure. The
axioms of Lie pseudoalgebra over H are then equivalent to the axioms of a Lie
conformal algebra given in Section 1.1.
The equivalence between the λ-bracket and the pseudobracket [ ∗ ] is given by

[a ∗ b] =
∑
i

Pi(∂ ⊗ 1, 1⊗ ∂)⊗H ei ←→ [aλb] =
∑
i

Pi(−λ, ∂ + λ)ei.

Lie pseudoalgebras over a cocommutative Hopf algebra H can be viewed as a
multivariable generalization of Lie conformal algebras.

Example 2.11. Let g be a finite dimensional Lie algebra over k, H be a co-
commutative Hopf algebra. Then setting

[(1⊗ a) ∗ (1⊗ b)] = (1⊗ 1)⊗H (1⊗ [a, b]), a, b ∈ g,

extends uniquely by (H ⊗ H)-linearity to a Lie H-pseudoalgebra structure on
Cur g = H ⊗ g, with H acting on the first tensor factor, called current Lie
pseudoalgebra.

Example 2.12. Let W (d) = H⊗ d, where d is a finite dimensional Lie algebra
over k. Then setting

[(1⊗ a)∗(1⊗ b)] = (1⊗ 1)⊗H (1⊗ [a, b])−(1⊗ a)⊗H (1⊗ b)+(b⊗ 1)⊗H (1⊗ a),

extends uniquely on W (d) to a structure of a Lie pseudoalgebra over H, called
Lie pseudoalgebra of type W .

Example 2.13. Let M = H ⊗ M0 be a free H-module, where M0 is a finite
dimensional vector space over k with a trivial action of H. Let CendM =
H ⊗ H ⊗ EndM0. Then setting

(1⊗ a ⊗A) ∗ (1⊗ b ⊗B) = (1⊗ a(1))⊗H (1⊗ ba(2) ⊗AB),
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extends uniquely on CendM to a structure of associative pseudoalgebra over H,
with H acting on the first tensor factor. We will see in the sequel that this is the
associative pseudoalgebra over H of all H-pseudolinear maps from M to itself.
The Lie H-pseudoalgebra obtained from CendM by (2.14) is denoted by gcM .

Let L1, L2 be Lie pseudoalgebras over H. A Lie pseudoalgebra homomor-
phism from L1 to L2 is an H-linear map ρ : L1 −→ L2 such that

(2.15) ((idH ⊗ idH)⊗H ρ)([a ∗ b]) = [ρ(a) ∗ ρ(b)], ∀ a, b ∈ L1.

Let L be a Lie pseudoalgebra over H, a, b ∈ L and {hi} be a k-basis of H. Then
[a ∗ b] can be uniquely written in the form

[a ∗ b] =
∑
i

(hi ⊗ 1)⊗H ei.

We will call the elements ei ∈ L the coefficients of [a ∗ b]. If A,B are two
subsets of a Lie pseudoalgebra L then we denote by [A,B] the H-submodule
generated by all coefficients of [a ∗ b], where a ∈ A, b ∈ B. A subalgebra of a Lie
pseudoalgebra L is an H-submodule N such that [N,N ] ⊂ N . An ideal of a Lie
pseudoalgebra L is an H-submodule I such that [L, I] ⊂ I. A Lie pseudoalgebra
L is simple if its only ideals are trivial and L is not abelian, i.e., if [L,L] 6= 0.
A Lie pseudoalgebra is semisimple if it contains no nonzero abelian ideals.
The derived series of a Lie pseudoalgebra L is defined as usual as

L(0) = L, L(k+1) = [L(k), L(k)], k ≥ 0.

L is a solvable Lie pseudoalgebra if there exists K such that L(K) = {0}.
The central series of L is

L[0] = L, L[k+1] = [L,L[k]], k ≥ 0.

L is a nilpotent Lie pseudoalgebra if L[K] = {0} for sufficiently large K.
As usual subalgebras and quotients of solvable (resp. nilpotent) Lie pseudoal-
gebras are solvable (resp. nilpotent).
Let H∗ = Homk(H,k) and γ ∈ H∗. Then we have the following

Proposition 2.14. Let L be a Lie pseudoalgebra over H. For any γ ∈ H∗ the
map

τ : (H ⊗ H)⊗H L −→ L
(h⊗ k)⊗H a 7→ γ(hk(−1))k(2)a.

is well defined.

Proof. We have to check that for any g ∈ H the condition

τ((h⊗ k)⊗H ga) = τ((hg(1) ⊗ kg(2))⊗H a)

is satisfied. Indeed

τ((hg(1) ⊗ kg(2))⊗H a) = γ(hg(1)g(−2)k(−1))k(2)g(3)a = γ(hε(g(1))k(−1))k(2)g(2)a
= γ(hk(−1))k(2)ε(g(1))g(2)a = γ(hk(−1))k(2)ga
= τ((h⊗ k)⊗H ga).
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Remark 2.5. The map τ defined in Proposition 2.14 equals (γ ⊗ idL) ◦ π.

If L is a Lie pseudoalgebra over H and [a ∗ b] =
∑
i

(hi ⊗ ki)⊗H ei then we

call the elements τ([a ∗ b]) ∈ L the γ-coefficients of [a ∗ b]. Notice that if S is a
subalgebra of L then all the γ-coefficients of products of elements in S still lie
in S.

2.2.1 Extending scalars with pseudoalgebras

Let H,H ′ be Hopf algebras, A be an associative H-pseudoalgebra and φ : H −→
H ′ be a Hopf homomorphism. Then φ endows H ′ with a right H-module struc-
ture so that we may consider the tensor product H ′⊗H A for any left H-module
A.

Proposition 2.15. The left H ′-module A′ = H ′⊗H A has a structure of asso-
ciative H ′-pseudoalgebra satisfying:

(2.16) (h′⊗H a) ∗ (k′⊗H b) =
∑
i

(h′φ(hi)⊗ k′φ(ki))⊗H′ (1⊗H ei),

if a ∗ b =
∑
i

(hi ⊗ ki)⊗H ei, a, b ∈ A.

Proof. First of all we have to check that (2.16) gives a well defined map.
Let h, k ∈ H, then

(h′⊗H ha) ∗ (k′⊗H kb) =
∑
i

(h′φ(hhi)⊗ k′φ(kki))⊗H′ (1⊗H ei)

=
∑
i

(h′φ(h)φ(hi)⊗ k′φ(k)φ(ki))⊗H′ (1⊗H ei)

= (h′φ(h)⊗H a) ∗ (k′φ(k)⊗H b).

We also have to check that for any h ∈ H the elements
∑
i

(hi ⊗ ki)⊗H hei and∑
i

(hih(1) ⊗ kih(2))⊗H ei define the same element in (H ′ ⊗H ′) ⊗H′ (H ′⊗H L).

Indeed,∑
i

(φ(hi)⊗ φ(ki))⊗H′ (1⊗H hei) =
∑
i

(φ(hi)⊗ φ(ki))⊗H′ (φ(h)⊗H ei)

=
∑
i

(φ(hi)⊗ φ(ki))(∆(φ(h)))⊗H′ (1⊗H ei)

=
∑
i

(φ(hi)⊗ φ(ki))((φ⊗ φ)∆(h))⊗H′ (1⊗H ei)

=
∑
i

(φ(hi)φ(h(1))⊗ φ(ki)φ(h(2)))⊗H′ (1⊗H ei)

=
∑
i

(φ(hih(1))⊗ φ(kih(2)))⊗H′ (1⊗H ei).

It is an H ′ ⊗H ′-linear map by the very definition.
We are left with proving that (2.16) is an associative pseudoproduct. Let

a ∗ b =
∑
i

(hi ⊗ ki)⊗H ei, ei ∗ c =
∑
j

(hij ⊗ kij)⊗H eij ,

so that by (2.10) we have

(a ∗ b) ∗ c =
∑
i,j

(hihij(1) ⊗ k
ihij(2) ⊗ k

ij)⊗H eij .
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Then

((h′⊗H a) ∗ (k′⊗H b)) ∗ (l′⊗H c)
= (
∑
i

(h′φ(hi)⊗ k′φ(ki))⊗H′ (1⊗H ei)) ∗ (l′⊗H c)

=
∑
i

(h′φ(hi)⊗ k′φ(ki)⊗ 1)(∆⊗ 1)(1⊗H ei)) ∗ (l′⊗H c)

=
∑
i,j

(h′φ(hi)φ(hij(1))⊗ k
′φ(ki)φ(hij(2))⊗ l

′φ(kij))⊗H′ (1⊗H eij)

=
∑
i,j

(h′φ(hihij(1))⊗ k
′φ(kihij(2))⊗ l

′φ(kij))⊗H′ (1⊗H eij).

Similarly, if
a ∗ (b ∗ c) =

∑
i,j

(f ij ⊗ f igij(1) ⊗ g
igij(2))⊗H dij ,

then

(h′⊗H a) ∗ ((k′⊗H b) ∗ (l′⊗H c))
= (h′⊗H a) ∗

∑
i

(k′φ(f i)⊗ l′φ(gi))⊗H′ (1⊗H di)

= (1⊗ k′φ(f i)⊗ l′φ(gi))(1⊗∆)(h′⊗H a) ∗ (1⊗H di)
=
∑
i,j

(h′φ(f ij)⊗ k′φ(f i)φ(gij)(1))⊗ l′φ(gi)φ(gij)(2)))⊗H′ (1⊗H dij)

=
∑
i,j

(h′φ(f ij)⊗ k′φ(f igij(1))⊗ l
′φ(gigij(2)))⊗H′ (1⊗H dij).

Since a ∗ (b ∗ c) = (a ∗ b) ∗ c, we have

(h′⊗H a) ∗ ((k′⊗H b) ∗ (l′⊗H c)) = ((h′⊗H a) ∗ (k′⊗H b)) ∗ (l′⊗H c),

Remark 2.6. A more conceptual proof of the above statement follows from the
fact that if µ : A ⊗ A −→ (H ⊗ H)⊗H A is a H-pseudoproduct on the left
H-module A then the corresponding H ′-pseudoproduct on H ′⊗H A is given by
the sequence of compositions

(H ′⊗H A)⊗ (H ′⊗H A) ∼−→ (H ′ ⊗H ′)⊗H⊗H (A⊗A)
(idH′ ⊗ idH′ )⊗H⊗Hµ−→

(H ′ ⊗H ′)⊗H⊗H ((H ⊗ H)⊗H A) ∼−→ (H ′ ⊗H ′)⊗H A
∼−→ (H ′ ⊗H ′)⊗H′ (H ′⊗H A).

Then associativity, commutativity, skew-commutativity, Jacobi identity, on A
imply the corresponding properties on k⊗H A, hence on all of H ′⊗H A by (H ′⊗
H ′)-linearity.

As a consequence of Remark 2.6 we have that if L is a Lie H-pseudoalgebra
then L′ = H ′⊗H L has a structure of Lie H ′-pseudoalgebra satisfying:

(2.17) [(h′⊗H a) ∗ (k′⊗H b)] =
∑
i

(h′φ(hi)⊗ k′φ(ki))⊗H′ (1⊗H ei),

if [a ∗ b] =
∑
i

(hi ⊗ ki)⊗H ei.

We will say that A′ (resp. L′) is obtained from A (resp. L) by extension of
scalars or base change. Let φ : H −→ H ′ be a Hopf homomorphism, L be
a Lie pseudoalgebra over H. Then we denote by BCφ(L) := H ′⊗H L the Lie
pseudoalgebra over H ′ obtained from L by extension of scalars. Similarly, if
ρ : L1 −→ L2 is a Lie H-pseudoalgebra homomorphism, we set BCφ(ρ) =
idH′ ⊗H ρ. Let PsAlgH be the category of Lie pseudoalgebras over H.
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Theorem 2.16. Let H,H ′ be cocommutative Hopf algebras, φ : H −→ H ′ be
a Hopf homomorphism. Then BCφ : PsAlgH −→ PsAlgH′ is a (covariant)
functor.

Proof. As clearly, for any choice of LieH-pseudoalgebras L1, L2, L3, ρ ∈Mor(L1, L2),
µ ∈ Mor(L2, L3) we have BCφ(µ) ◦ BCφ(ρ) = BCφ(µ ◦ ρ) and BCφ(idL) =
idBCφ(L) we are left with proving that if ρ ∈ Mor(PsAlgH) then BCφ(ρ) ∈
Mor(PsAlgH′). Let ρ : L1 −→ L2 be a Lie H-pseudoalgebra homomorphism.
Notice that BCφ(ρ) is well defined since both idH′ and ρ are H-linear maps.
Moreover,

((idH′ ⊗ idH′)⊗H′ BCφ(ρ))(1⊗H a) ∗ (1⊗H b)
= ((idH′ ⊗ idH′)⊗H′ (idH′ ⊗H ρ))(1⊗H a) ∗ (1⊗H b)
= (idH′ ⊗ idH′)⊗H′ (1⊗H ρ(a ∗ b)) = (1⊗H ρ(a)) ∗ (1⊗H ρ(b))
= (BCφ(ρ)(1⊗H a)) ∗ (BCφ(ρ)(1⊗H b)),

By (H ′ ⊗H ′)-linearity this proves that (2.15) is satisfied.

Notice that if φ = idH then BCidH = id and if i : H −→ H ′ is the inclusion
of H in H ′ then BCi coincides with CurH

′

H (see [BDK1] for a definition).

2.3 The annihilation algebra of a Lie pseudoal-
gebra

In this section we present the construction given in [BDK1] which consents to
associate to any Lie pseudoalgebra L an infinite dimensional Lie algebra L.

2.3.1 Filtration and topology on H and X

Let d be a finite dimensional Lie algebra and {∂1, . . . , ∂N} be a k basis of d.
Its universal enveloping algebra U(d) has a Hopf algebra structure, that we
explicitly described in Example 2.2.
We set:

(2.18) ∂(I) = ∂i11 · · · ∂
iN
N /i1! · · · iN !, I = (i1, . . . , iN ) ∈ ZN+ .

Then {∂(I)} is a basis of H such that

∆(∂(I)) =
∑

J+K=I

∂(J) ⊗ ∂(K).

H = U(d) has a canonical increasing filtration, independent of the choice of a
basis of d, given by

(2.19) F pH = spank{∂(I) | |I| = i1 + · · ·+ iN ≤ p}, p = 0, 1, 2, . . .

This filtration satisfies

(F pH)(F qH) ⊂ F p+qH,(2.20)

∆(F pH) ⊂
p∑
i=0

F iH ⊗ F p−iH,(2.21)

S(F pH) ⊂ F pH.(2.22)
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Moreover
⋃
p
F pH = H and dim(F pH) < ∞ for any p ∈ N. We will say that

an element h ∈ H is of degree p if h ∈ F pH\F p−1H. The first terms of our
filtration are the following,

F−1H = {0}, F 0H = k, F 1H = k⊕ d.

We consider on H ⊗ H the filtration given by:

F p(H ⊗ H) =
∑

l+m=p

F lH ⊗ FmH.

Let X = H∗ = Hom(H,k) be the dual of H = U(d). X is both a left and right
H-module, with actions given respectively by:

〈hx, f〉 = 〈x, S(h)f〉,
〈xh, f〉 = 〈x, fS(h)〉,

for any f, h ∈ H, x ∈ X.
The associativity of H implies that X is a H-bimodule, i.e.,

f(xg) = (fx)g, f, g ∈ H,x ∈ X.

Cocommutativity of H implies commutativity of X. Moreover, X is an associa-
tive algebra which satisfies for any f ∈ H, x, y ∈ X:

(2.23) 〈xy, f〉 = 〈x, f(1)〉〈y, f(2)〉.

We define an antipode S : X −→ X as the dual of that of H:

〈S(x), h〉 = 〈x, S(h)〉.

Let X⊗̂X = (H ⊗ H)∗ be the completed tensor product. We can define a map
∆ : X −→ X⊗̂X as the dual of the multiplication of H. It satisfies:

〈xy, f〉 = 〈x⊗ y,∆(f)〉 = 〈x, f(1)〉〈y, f(2)〉,
〈x, fg〉 = 〈∆(x), f ⊗ g〉 = 〈x(1), f〉〈x(2), g〉,

for any x, y ∈ X, f, g ∈ H.
The increasing filtration {F pH} on H induces a decreasing filtration on X given
by

(2.24) FpX = (F pH)⊥ = {x ∈ X | 〈x, f〉 = 0, ∀f ∈ F pH}, p ≥ −1.

This two filtrations are compatible, i.e., the action of H on X satisfies

(F qH).(FpX) ⊂ Fp−qX for all p, q.

It is easy to check that the filtration of X satisfies

(FpX)(FqX) ⊂ Fp+q+1X,(2.25)
d(FpX) ⊂ Fp−1X,(2.26)
(FpX)d ⊂ Fp−1X.(2.27)
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Moreover,

S(FpX) ⊂ FpX, ∆(FpX) ⊂
p∑

i=−1

FiX⊗̂Fp−i−1X.

As a consequence of the properties of {F pH}, the filtration {FpX} of X sat-
isfies

⋂
p
FpX = 0 and dim(X/FpX) < ∞, for any p. If we take {FpX} as a

fundamental system of neighborhoods of 0 then X becomes a topological vector
space.

2.3.2 Linearly compact algebras

In order to study the properties of X as a topological vector space we recall the
following result (see [Gu1] for a proof).

Theorem 2.17. Let L be a topological vector space over the discrete field k.
The following statements are equivalent:

(a) L is the dual of a discrete vector space.

(b) The topological dual L∗ of L is a discrete topological space.

(c) L is the topological product of finite dimensional discrete vector spaces.

(d) L is the projective limit of finite dimensional discrete vector spaces.

(e) L has a collection of finite codimensional open subspaces whose intersec-
tion is {0}, with respect to which it is complete.

A vector space V satisfying one of the equivalent conditions of Theorem 2.17
is called a linearly compact vector space. Then X is a linearly compact vector
space. We consider X with this topology and H, in particular d ⊂ H, with the
discrete topology.
Let {xI} be the dual basis of X. It is a topological basis of X which tends to 0,
i.e., such that for any p all but a finite number of xI belong to FpX.
For any f ∈ H, y ∈ X we have:

f =
∑
I

〈xI , f〉∂(I), y =
∑
I

〈y, ∂(I)〉xI .

An (associative or Lie) algebra is linearly compact if the underlying topological
vector space is linearly compact.

Example 2.18. Let ON = k[[t1, . . . , tN ]] be the associative algebra of formal
power series in the N indeterminate t1, . . . , tN . Let:

FpON = (t1, . . . , tN )p+1
, p = −1, 0, 1, . . . .

Then {FpON} is a collection of finite-codimensional open ideals satisfying con-
dition (e) of Theorem 2.17, i.e., ON is a linearly compact associative algebra.
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Example 2.19. Let WN be the Lie algebra of continuous derivations of ON .
WN has a canonical filtration induced by that of ON ,

FqWN = {D ∈WN | D(FpON ) ⊂ Fp+qON , ∀ i}, q = −1, 0, 1, . . .

this follows by Theorem 2.17 that WN is a simple linearly compact Lie algebra.

Proposition 2.20. Let H = U(d) be the universal enveloping algebra of a
Lie algebra d of finite dimension N . Then X = H∗ can be identified with
ON = k[[t1, . . . , tN ]] as a topological commutative algebra.

Proof. Let {∂(I)} be the basis of H. Any element a ∈ X is uniquely determined
by its values aI = 〈a, ∂(I)〉. Then we can write a =

∑
I

aIxI as the right-

hand side becomes a finite sum when computed on any element of H. Then
a 7→

∑
I

aIt
i1
1 · · · t

iN
N is an isomorphism and is compatible with the topology.

Via the identification of Proposition 2.20 the elements of the filtration {FpX}
of X become

FpX ' FpON = (t1, . . . , tN )p+1ON , p = −1, 0, 1, . . . .

We now present two special instances of finite dimensional Lie algebras and of
the corresponding universal enveloping algebra that we need later on.
Let {∂1, . . . , ∂2n} be a basis of an abelian Lie algebra d. Its universal envelop-
ing algebra H = U(d) is then isomorphic to the symmetric algebra S(d) =
k[∂1, . . . , ∂2n]. In this case H is a graded associative commutative algebra with
standard gradation given by:

(2.28) GpH = {∂(I) | |I| = i1 + · · ·+ iN = p}, p ≥ 0,

so that
(GpH)(GqH) ⊂ Gp+qH.

It induces the canonical filtration

F pH =
⊕
q≤p

GqH = {∂(I) | |I| ≤ p}

of H. Let X = H∗ ' O2n = k[[t1, . . . , t2n]]. Since d is abelian then the left and
the right action of d on X coincide and ∂i, i = 1, . . . , 2n, acts on X as −∂/∂ti.
Then

(2.29) GpX = {ψ ∈ X | ψ|GqH ≡ 0, p 6= q}, p ≥ 0,

defines the standard grading on X. Namely, X =
∏
p≥0

GpX and

(2.30) (GpX)(GqX) ⊂ Gp+qX.

Notice that
⊕
p≥0

GpX is a graded dense subalgebra of X.
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Lemma 2.21. The action of H = S(d) on X = k[[t1, . . . , t2n]] satisfies:

(2.31) (GqH).(GpX) ⊂ Gp−qX,

for all p, q. In particular,

d.(GpX) ⊂ Gp−1X, (Gp).d ⊂ Gp−1X.

Proof. It can be proved by induction on q.

The above gradation induces the canonical filtration on X,

FpX =
∏

q≥p+1

GqX.

We have FpX/Fp+1X = Gp+1X.
Let d be a Heisenberg Lie algebra with a basis {∂0, ∂1, . . . , ∂2n} such that
[∂i, ∂n+i] = −∂0, i = 1, . . . , n, are the only nonzero commutation relations.
We denote by d̄ the vector space linearly generated by ∂i, i = 1, . . . , 2n. Let
H = U(d) and define:

(2.32) G′pH = {∂(I′) | |I ′| = 2i0 + i1 + · · ·+ i2n = p}, p ≥ 0.

With respect to G′pH the Lie bracket on d is homogeneous, so that (2.32) makes
H into a graded associative algebra. Namely, H =

⊕
p≥0G

′pH and

(G′pH)(G′qH) ⊂ G′p+qH.

The above prime gradation induces a prime filtration on H given by:

F ′pH =
⊕
q≤p

G′qH = {∂(I′) | |I ′| = 2i0 + i1 + · · ·+ i2n ≤ p}, p ≥ 0.

{F ′pH} is compatible with the Hopf algebra structure of H and it satisfies
F ′0H = k, F ′1H = k ⊕ d̄, F ′2H ⊃ k ⊕ d = F 1H. Moreover, it is equivalent to
the canonical filtration {F pH} of H.
Let X = O2n+1 = k[[t0, t1, . . . , t2n]]. Then

(2.33) G′pX = {ψ ∈ X | ψ|G′qH ≡ 0, p 6= q}, p ≥ 0,

defines a prime gradation on X. Namely, X =
∏
p≥0

G′pX and

(2.34) (G′pX)(G′qX) ⊂ G′p+qX

Notice that
⊕
p≥0

G′pX is a graded dense subalgebra of X.

Lemma 2.22. The action of H on X satisfies

(2.35) (G′qH).(G′pX) ⊂ G′p−qX,

for all p, q. In particular,

d̄.(G′pX) ⊂ G′p−1X, (G′pX).d̄ ⊂ G′p−1X,(2.36)
∂0.(G′pX) ⊂ G′p−2X, (G′pX).∂0 ⊂ G′p−2X.(2.37)
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As usual, we have an induced prime filtration on X given by:

(2.38) F ′pX =
∏

q≥p+1

G′qX.

It satisfies F ′pX/F
′
p+1X = G′p+1X. The prime filtration (2.38) is equivalent to

the canonical filtration (2.24).

2.3.3 The linearly compact Lie algebras HN , PN and KN

In this section we introduce other examples of linearly compact Lie algebras
that will be the object of our interest in the rest of our thesis.
Let WN be the linearly compact algebra described in Example 2.19 and suppose
thatN = 2n. Let ω be a symplectic form, i.e., a closed 2-form ω =

∑
ij

ωijdti∧dtj ,

where (ωij) is a skew-symmetric matrix such that det(ωij) 6= 0.
Then

HN (ω) = {D ∈WN | Dω = 0}

is a simple Lie subalgebra of WN .
By an automorphism of ON , any symplectic form ω can be transformed into

the standard one, ω0 =
n∑
i=1

dti ∧ dtn+i, so that we have an isomorphism of Lie

algebras HN (ω) ' HN (ω0) = HN .
We consider on HN the following filtration:

FqHN = {D ∈ HN | D(FpON ) ⊂ Fp+qON , ∀p}, q = −1, 0, 1, . . .

If we denote by HN,j = {D ∈ HN | [E,D] = jD} the j-th eigenspace for the

adjoint action of the Euler vector field E =
N∑
i=1

ti(∂/∂ti) ∈WN then

HN =
∏
j≥−1

HN,j , [HN,i, HN,j ] ⊂ HN,i+j , j ≥ −1,

The following result is well known.

Lemma 2.23. HN,0 is isomorphic to symplectic algebra spN (k). The spN (k)-
modules HN,j are irreducibles and nontrivial.

The Poisson algebra PN is ON = k[[t1, . . . , tN ]] endowed with the Poisson
bracket

{φ, ψ} =
n∑
i=1

(
∂φ

∂ti

∂ψ

∂tn+i
− ∂φ

∂tn+i

∂ψ

∂ti

)
.

It is a nontrivial central extension of the Lie algebra HN :

0→ k→ PN
π→ HN → 0,

where, for any φ ∈ PN ,

π(φ) =
n∑
i=1

(
∂φ

∂ti

∂

∂tn+i
− ∂φ

∂tn+i

∂

∂ti

)
.

31



Let N = 2n + 1, n ≥ 1, and θ be a contact form, i.e., a 1-form such that
θ ∧ (dθ)(n) 6= 0. Then

KN (θ) = {D ∈WN | Dθ = φθ for some φ ∈ ON}

is a simple Lie subalgebra of WN .
By an automorphism of ON , any contact form θ can be transformed into the

standard one θ0 = t0 +
n∑
i=1

tidtn+i. As a consequence KN (θ) ' KN (θ0) = KN .

2.3.4 The annihilation algebra

Let L be a finite Lie pseudoalgebra over H. We associate to L an infinite
dimensional linearly compact Lie algebra as follows [BDK1]. Set L = X⊗H L.
Then

(2.39) [x⊗H a, y⊗H b] =
∑
i

(xhi)(yki)⊗H ei, if [a ∗ b] =
∑
i

(hi ⊗ ki)⊗H ei,

linearly extends to a Lie algebra structure on L. L has a structure of a left
H-module given by the action:

(2.40) h.(x⊗H a) = hx⊗H a, h ∈ H,x ∈ X, a ∈ L.

For any h ∈ H,x, y ∈ X, a, b ∈ L the action defined in (2.40) satisfies
(2.41)

h.[x⊗H a, y⊗H b] = [h(1).(x⊗H a), h(2).(y⊗H b)] = [h(1)x⊗H a, h(2)y⊗H b],

The condition (2.41) is equivalent to say that d ⊂ H acts by derivation on L.
We define a topology on L as follows. Let L0 be a finite dimensional subspace
of L such that L = HL0. Then we set

FpL = {x⊗H a ∈ L | x ∈ FpX, a ∈ L0}, p ≥ −1.

This filtration satisfies

[FpL, FqL] ⊂ Fp+q−lL, d(FpL) ⊂ Fp−lL,

where l is an integer depending only on the choice of L0.
In [BDK1] it is shown that the topology that {FpL} induces on L is independent
of the choice of L0. If we set Lp = Fp+lL then [Lp,Lq] ⊂ Lp+q.
With respect to this topology L is a linearly compact Lie algebra (i.e., the Lie
bracket defined in (2.39) is continuous). It is called the annihilation algebra of
L. Notice that L0 is a Lie subalgebra of L and that any Lp, p ≥ 0, is an ideal
of L0. Let M be an L-module. For every p ≥ −1 we define

kerpM = {m ∈M | Lp.m = 0}.

An L-module M is conformal if for evey m ∈ M there exists p such that
Lp.m = 0. An L-module M is L0-locally finite if any m ∈ M is contained in a
finite dimensional L0-submodule.
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Example 2.24. Let W (d) be the Lie pseudoalgebra described in Example 2.12.
By definition its annihilation algebra isW = A(W (d)) = X⊗H (H⊗d) ' X⊗ d,
endowed with the bracket:

[x⊗ a, y ⊗ b] = xy ⊗ [a, b]− x(ya)⊗ b+ (xb)y ⊗ a, x, y ∈ X, a, b ∈ d.

W has an H-module structure given by (2.40). If we take L0 = k ⊗ d then
W (d) = HL0. The corresponding filtration on W is given by

Wp = FpW = FpX⊗H L0 ' FpX ⊗ d.

This decreasing filtration of W satisfies

W−1 =W, W/W0 ' d, W0/W1 ' d⊗ d∗ ' gl d.

A proof of the last isomorphism can be found in [BDK2]. The annihilation
algebra W acts on X by

(x⊗ a).y = −x(ya), x, y ∈ X, a ∈ d.

Let d be an abelian Lie algebra of dimension N and {∂1, . . . , ∂N} be a basis of
d. In this case the action of W on X ' ON is given by

(x⊗ ∂i).y = −x(y∂i) = x
∂y

∂ti
, x, y ∈ ON , i = 1, . . . , N,

and the map

(2.42)
φ : W −→ WN

x⊗ ∂i 7→ x ∂/∂ti, i = 1, . . . , N,

is an isomorphism of Lie algebras.

Remark 2.7. It is shown in [BDK2] that W is isomorphic to WN for any finite
dimensional Lie algebra d.

Remark 2.8. In [BDK1] Cartan’s classification of of linearly compact Lie alge-
bras [Ca, Gu2] is used to obtain a classification of finite simple Lie pseudoalge-
bras over H = U(d): CurHk g, where g is a simple finite dimensional Lie algebra
over k, along with all nonzero subalgebras of W (d) provide a complete list of
non-isomorphic finite simple Lie pseudoalgebras over H.

2.4 Finite modules over pseudoalgebras

In this section we introduce the notion of representation of a pseudoalgebra A
as given in [BDK1]. In the fourth chapter we will introduce a new notion of
representation of Lie pseudoalgebras [DM] in order to study a broader class of
modules over Lie pseudoalgebras.
Let A be a pseudoalgebra overH andM be a leftH-module. AnH-pseudoaction
∗ on M is an H ⊗ H-linear map from A ⊗ M to (H ⊗ H)⊗HM , where we
consider (H ⊗ H)⊗HM with its structure of a left (H ⊗ H)-module. The
expanded pseudoaction [BDK1, Ko1] is an Hm+n-linear map

∗ : (Hm⊗H A)⊗ (Hn⊗HM) −→ Hm+n⊗HM,
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defined as

(2.43) (F⊗H a) ∗ (G⊗H m) = (F ⊗G)(∆m−1 ⊗∆n−1⊗H idM )(a ∗m),

where F ∈ Hm, G ∈ Hn, a ∈ A,m ∈M , m,n ≥ 1.
A representation of an associative H-pseudoalgebra A, or an A-module, is a left
H-module M endowed with a pseudoaction ∗ satisfying:

(2.44) (a ∗ b) ∗m = a ∗ (b ∗m),

for any a, b ∈ A, m ∈M .
Similarly, a representation of a Lie H-pseudoalgebra L or an L-module is a left
H-module M endowed with a pseudoaction ∗ satisfying:

(2.45) [a ∗ b] ∗m = a ∗ (b ∗m)− (b ∗ (a ∗m))σ12 ,

for any a, b ∈ L, m ∈M .
Notice that both sides of (2.44) and (2.45) lie in H3⊗HM and are computed
by means of (2.43). An A-module M , where A is an H-pseudoalgebra, is finite
if it is finitely generated as an H-module.
Let A be an H-pseudoalgebra (associative or Lie) and M be a finite A-module.
Let a ∈ A,m ∈M and assume that

a ∗m =
∑
i

(hi ⊗ 1)⊗H mi,

where {hi} is a system of linearly independent vectors of H.
We denote by A ·M the H-submodule of M generated by the elements mi ∈M .
An H-submodule N of M is an A-submodule of M if A · N ⊂ N . If N is
an A-submodule of M then (Hm⊗H A) ∗ (Hn⊗H N) ⊂ Hm+n⊗H N , as follows
by (2.43). An A-module M is irreducible if it does not contain nontrivial A-
submodules and A ·M 6= {0}. Recall that if M is a left H-module then an
element m ∈ M is a torsion element if there exists a non zero-divisor h ∈ H
such that hm = 0.

Proposition 2.25. [BDK1] Let L be a Lie H-pseudoalgebra and M be an L-
module. Then the torsion of L acts trivially on M , i.e., (TorL) ∗M = 0 and
the torsion of M is acted on trivially by L, i.e., L ∗ (TorM) = 0.

Let M1,M2 be A-modules. An A-module homomorphism from M1 to M2 is
an H-homomorphism ρ : M1 −→M2 such that for any a ∈ A,m ∈M1 we have

a ∗ ρ(m) = ((idH ⊗ idH)⊗H ρ)(a ∗m).

Let L be a Lie H-pseudoalgebra, M be a finite L-module. Let a, b ∈ L,m ∈M
and assume that

[a ∗ b] =
∑
i

(hi ⊗ 1)⊗H ei, ei ∗m =
∑
j

(pij ⊗ qij)⊗H mij .

By (2.43) we have

(2.46) [a ∗ b] ∗m =
∑
i,j

(hipij(1) ⊗ p
ij
(2) ⊗ q

ij)⊗H mij ∈ H3⊗H L.
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Applying (F ⊗ idH)⊗H idM to (2.46) we obtain

(2.47) ((F ⊗ idH)⊗H idM )[a ∗ b] ∗m =
∑
i,j

(hi ⊗ pij ⊗ qij)⊗H mij ∈ H3⊗H L.

Let γj ∈ H∗ be such that γj(hi) = δij . Then applying (γj ⊗ idH ⊗ idH)⊗H idL
to the right-hand side of (2.47) we obtain a description of the action on M of
the coefficients ei of [a ∗ b].

2.5 H-pseudolinear maps and gcM

In this section we introduce the Lie pseudoalgebra gcM of all H-pseudolinear
maps from an H-module M to itself.
Let M,N be H-modules. A H-pseudolinear map from M to N is a k-linear
map φ,

φ : M −→ (H ⊗ H)⊗H N
m 7→ φ(m)

such that for every h ∈ H, m ∈M :

φ(hm) = (1⊗ h)φ(m).

We denote the set of all such applications by Chom(M,N). Chom(M,N) has
a structure of a left H-module given by

(hφ)(m) = (h⊗ 1)φ(m); h ∈ H.

Example 2.26. Let L be a Lie pseudoalgebra over H. For any a ∈ L the
adjoint action of a defined as (ad a)b = [a ∗ b] is an H-pseudolinear map from
L to itself.

Example 2.27. Let A be an H-pseudoalgebra, M be an A-module. For any
a ∈ A the map:

λa : M −→ (H ⊗ H)⊗HM
m 7→ a ∗m, m ∈M,

is an H-pseudolinear map, which satisfies hλa = λha for any h ∈ H.

If M is a finite H-module then [BDK1] Chom(M,M) has a unique struc-
ture of an associative pseudoalgebra over H denoted by CendM . Moreover, the
pseudoaction given by φ ∗m = φ(m), φ ∈ CendM,m ∈ M endows M with a
structure of a CendM -module.
Let M0 be a finite dimensional vector space, M = H⊗M0 be a left H-module by
left multiplication on the first tensor factor and CendM be the associative H-
pseudoalgebra described in Example 2.13, i.e., the H-module H⊗ H ⊗EndM0,
with H acting on the first tensor factor, endowed with the associative pseudo-
product:

(f ⊗ a⊗A) ∗ (g ⊗ b⊗B) = (f ⊗ ga(1))⊗H (1⊗ ba(2) ⊗AB).

The pseudoaction of CendM on M is then:

(f ⊗ a⊗A) ∗ (h⊗m) = (f ⊗ ha)⊗H (1⊗Am).

We denote by gcM the Lie H-pseudoalgebra obtained from CendM by (2.14).
Clearly, M is also a gcM -module.
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Proposition 2.28. [BDK1] Let A be an associative H-pseudoalgebra, M be a
finite A-module. Giving an A-module structure over M is equivalent to giving
an associative H-pseudoalgebras homomorphism from A to CendM .

A similar statement holds for finite L-modules, where L is a LieH-pseudoalgebra.

2.6 Quasi-nilpotence of solvable subalgebras 〈a〉
of gcM

In this section we present our result for 1-generated solvable subalgebras of
gcM . We will specialize this result to the Lie conformal algebra gcV to give a
characterization of finite vertex algebras.
In the first part of this section we review main results from [BDK1] in represen-
tation theory of solvable and nilpotent Lie pseudoalgebras.

2.6.1 Generalized weight submodules

Let L be a Lie pseudoalgebra over H = U(d) and M be a finite L-module.
For φ ∈ HomH(L,H) = L∗ we define,

Mφ = {m ∈M | a ∗m = (φ(a)⊗ 1)⊗H m,∀ a ∈ L}.

Mφ is a k-vector subspace of M and we call φ ∈ HomH(L,H) a weight for the
action of L over M if Mφ is nonzero. A nonzero vector m ∈Mφ is called a weight
vector of weight φ or φ-weight vector. If φ = 0 then M0 is an H-submodule of
M . For φ 6= 0, let HMφ be the H-submodule generated by Mφ. It is shown
in [BDK1] that if {m1, . . . ,mk} is a k-basis of Mφ then it is also an H-basis of
HMφ. In particular HMφ is a free H-submodule of M .

Lemma 2.29. Let M be a finite L-module. If N ⊂ Mφ is a vector subspace,
then HN is an L-submodule of M .

Proof. Let n ∈ N . Then, for any h ∈ H,

a ∗ hn = (1⊗ h)(a ∗ n) = (φ(a)⊗ h)⊗H n ∈ (H ⊗ H)⊗H HN.

We set Mφ
−1 = 0 and inductively

Mφ
i+1 = spanH{m ∈M | a ∗m− (φ(a)⊗ 1)⊗H m ∈ (H ⊗ H)⊗HMφ

i , ∀ a ∈ L}.

Then Mφ
0 = HMφ and Mφ

i+1/M
φ
i = H(M/Mφ

i )φ. The Mφ
i form an increasing

sequence of H-submodules of M . By Noetherianity of M this sequence stabilizes
to an H-submodule Mφ =

⋃
i

Mφ
i of M . We call Mφ the generalized weight

submodule relative to the weight φ.

Lemma 2.30. Let M be a finite L-module and φ 6= 0 be a weight for the action
of L on M . Then the generalized weight submodule Mφ is a free H-submodule
of M .

Proof. Mφ is an extension of free H-submodules so it is a free H-submodule.
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Proposition 2.31. Let M be a finite L-module and φ 6= 0 be a weight for the
action of L on M . Then the generalized weight submodule Mφ is an L-submodule
of M .

Proof. By induction using Lemma 2.29.

Now we present some results about generalized weight submodules that will
be useful in the sequel.

Lemma 2.32. Let M be a finite L-module and suppose that φ is a weight for the
action of L on M . Then the generalized weight submodule Mφ has an increasing
filtration of L-submodules

(0) = M0,φ ⊂M1,φ ⊂ · · · ⊂Mn,φ = Mφ,

such that each quotient Mk,φ/Mk−1,φ is a cyclic H-module, i.e., it is 1-generated.

Proof. We may assume without loss of generality that M = Mφ. Set M0,φ = (0)
and inductively

Mk,φ = Mk−1,φ +Hmk,

where 0 6= mk is a lifting of a weight vector m̄k ∈ (Mφ/Mk−1,φ).
By construction {Mk,φ} is an increasing sequence of submodules which stabilizes
to an H-submodule by Noetherianity of M , that coincides with all of Mφ. The
fact that each Mk,φ is an L-submodule follows by Lemma 2.29 by induction on
k. The second part of the statement is clear.

Proposition 2.33. Let L be a Lie pseudoalgebra and M be a finite torsion-free
L-module. If φ 6= 0 is a weight for the action of L on M then for every L-
submodule U ⊂ Mφ the quotient M/U is torsion-free. In particular M/Mφ is
torsion-free

Proof. First of all we observe that φ 6= 0 and U ⊂ Mφ imply that U = Uφ, so
that U is a free H-module. We proceed by induction on the rank of U .
As far as the basis of induction rkU = 1 is concerned. Let m̄ ∈ M/U be a
nonzero torsion element, i.e., there exists 0 6= h ∈ H such that hm̄ = 0̄. It is
equivalent to say that there exists 0 6= k ∈ H such that hm = ku, where m is
any lifting of m̄ and u is a free generator of U . Moreover, since m̄ is a torsion
element, we know by Proposition 2.25 that for any a ∈ L, a ∗ m̄ = 0̄. Let a ∈ L
be such that φ(a) = φa 6= 0 and suppose that a ∗ m =

∑
i

(γia ⊗ δia)⊗H u ∈

(H ⊗ H)⊗H U , where {γia} and {δia} are two systems of linearly independent
vectors and γia = φa for some i. Equality hm = ku implies

(2.48) a ∗ hm =
∑
i

(γia ⊗ hδia)⊗H u = (φa ⊗ k)⊗H u = a ∗ ku 6= 0.

By applying Lemma 2.8 to (2.48) we obtain

(2.49)
∑
i

(γia ⊗ hδia) = φa ⊗ k 6= 0.

Notice that multiplication by h is an injective map, so that the {hδia} is still a
system of linearly independent vectors. By our choice of γia’s the left-hand side
of (2.49) must contain just one term. We obtain,

(2.50) (γa ⊗ hδa) = φa ⊗ k 6= 0.
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Equation (2.50) has as a solution γa = cφa, hδa = c−1k, 0 6= c ∈ k. Replacing
k = chδa in hm = ku, we have

h(m− cδau) = 0, h 6= 0.

Since M is torsion-free, then m− cδau must be zero, i.e., m = cδau. It implies
m̄ = 0̄, a contradiction. This proves the statement for the basis of our induction.
Now we proceed with the inductive assumption. Let rkU = Uφ = N + 1 and
consider the L-submodule Hu, generated by 0 6= u ∈ Uφ. Since U ⊂ Mφ we
have U/Hu ⊂ (M/Hu)φ, where U/Hu is an H-submodule of rank N . M/Hu
is torsion-free by the basis of our induction and U/Hu is torsion-free by our
inductive assumption. As

M/U = (M/Hu)/(U/Hu),

M/U is torsion-free.

If M is a finite L-module then we call a quasi-weight for the action of L on
M an element φ ∈ HomH(L,H) such that φ is a weight for the action of L on
some quotient N̄ of M . It is clear that every weight for the action of L on M
is also a quasi-weight.
Let M be a finite L-module and N ⊂ M be an L-submodule. An element
m ∈M is a φ-weight vector moduloN if πN (m) = m̄ ∈ (M/N)φ.
For a finite L-module M a good-set of generators of M is a set of generators
{m1, . . . ,mN} of M such that every mi is a φi-weight vector moduloHM i−1,
where HM0 = 0 and HM i−1 is the H-submodule generated by {m1, . . . ,mi−1}.

2.6.2 Representation theory of solvable and nilpotent Lie
pseudoalgebras

In this section we recall some results from [BDK1] about representation theory
of solvable and nilpotent Lie pseudoalgebras.

Theorem 2.34. [Pseudoalgebraic version of Lie’s theorem] Let L be a solvable
Lie pseudoalgebra over H and M be a finite L-module. Then there exists φ ∈
HomH(L,H) such that Mφ 6= 0.

Corollary 2.35. As a consequence of Theorem 2.34 if L is a solvable Lie pseu-
doalgebra and M is a finite L-module then M has a filtration by L-submodules
0 = M0 ⊂ M1 ⊂ · · · ⊂ Mn = M such that for any i the L-module Mi+1/Mi is
generated over H by weight vectors of some weight φi ∈ HomH(L,H).

Finite nilpotent Lie pseudoalgebras, as we are going to prove, have an im-
portant characterization in terms of their action on finite L-modules M .

Proposition 2.36. Let M be a finite H-module and L ⊂ gcM be a Lie pseu-
doalgebra such that M = M0 with respect to the action of L on M . Then L is
a nilpotent Lie pseudoalgebra.

Proof. Let L[0] = L, L[i] = [L,L[i−1]], i ≥ 1, be the the central series of L and
{Mk,0} be an increasing sequence of L-submodules of M0 defined as in Lemma
2.32. We will prove by induction on i that L[i] ·Mk,0 ⊂M0

k−i−1,0.
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For i = 0, we have L[0] ·Mk,0 = L ·Mk,0 ⊂Mk−1,0 by our choice of Mk,0.
Suppose that L[i] ·Mk,0 ⊂Mk−i−1,0. Then,

L[i+1] ·Mk,0 = [L[0], L[i]] ·Mk,0 = L[0] · (L[i] ·Mk,0) + L[i] · (L[0] ·Mk,0)
⊂ L[0] ·Mk−i−1,0 + L[i] ·Mk−1,0 ⊂Mk−i−2,0.

To conclude the proof it is sufficient to observe that if M0 = Mn+1,0 then, for
i = n, we have L[n] ·Mn+1,0 ⊂ Mn+1−n−1,0 = M0,0 = (0). It implies L[n] = 0,
i.e., L is a nilpotent Lie pseudoalgebra.

Proposition 2.37. Let M be a finite H-module of rank n and L ⊂ gcM be
finite Lie pseudoalgebra such that M = Mφ, φ 6= 0, with respect to the action
of L on M . Then L is a nilpotent Lie pseudoalgebra.

Proof. Let {L[i]}i≥0 be the the central series of L and {Mk,φ} be an increasing
sequence of L-submodules of Mφ defined as in Lemma 2.32.
Since L is finite, for any a ∈ L, m ∈ M , a ∗m ∈ (H ⊗H)⊗HM has an upper
bound on the degree of the second tensor factor in H. We define N−1

k = 0 and,
for j ≥ 0,

N j
k = {b ∈ L | b ∗mi ∈ (H ⊗ F jH)⊗H mi−k +Mi−k−1,φ, i = 1, . . . , N}.

Then we set Nk =
⋃
j

N j
k . We want to prove by induction on p that (adL)p ·N j

k ⊂

N j−p−1
k . The basis of our induction being (adL)0 · N j

k ⊂ N j−1
k . Let a ∈ L,

b ∈ N j
k . We can suppose, without loss of generality, that a∗mi = (φ⊗1)⊗H mi,

for i = 1, . . . , n. Assume that b ∗mi =
∑
i

(hi ⊗ ki)⊗H mi−k + Mi−k−1, where∑
i

(hi ⊗ ki) ∈ (H ⊗ F jH). Let us compute

[a ∗ b] ∗mi = a ∗ (b ∗mi)− (b ∗ (a ∗mi))
σ12

= a ∗ (
∑
i

(hi ⊗ ki)⊗H mi−k +Mφ
i−k−1)

−(b ∗ ((φ⊗ 1)⊗H mi))
σ12

=
∑
i

(1⊗ hi ⊗ ki)(1⊗∆)a ∗mi + a ∗Mφ
i−k−1

−
∑
i

((1⊗ φ⊗ 1)(1⊗∆)(b ∗mi))
σ12

=
∑
i

(φ⊗ hi ⊗ ki)⊗H mi−k

−
∑
i

(φki(1) ⊗ h
i ⊗ ki(2))⊗H mi−k +Mφ

i−k−1

=
∑
i

(φ⊗ hi ⊗ ki)⊗H mi−k −
∑
i

(φ⊗ hi ⊗ ki)⊗H mi−k

+(H ⊗H ⊗ F j−1H)⊗H mi−k +Mφ
i−k−1

⊂ (H ⊗H ⊗ F j−1H)⊗H mi−k +Mφ
i−k−1.

This proves that all the coefficients ci of [a ∗ b] lie in N j−1
k .

Suppose that (adL)p ·N j
k ⊂ N

j−p−1
k . Then we have

(adL)p+1 ·N j
k = (adL)0 · ((adL)p ·N j

k) + (adL)p((adL)0 ·N j
k)

⊂ (adL)0 ·N j−p−1
k + (adL)p ·N j−1

k ⊂ N j−p−2
k .

Since L is a finite Lie pseudoalgebra there exists an index D such that ND+r
k =

ND
k , for any r ≥ 0. For p = D we obtain (adL)D ·ND

k ⊂ ND−D−1
k = 0. Since
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N j
n = 0, where n is the rank of M , we can apply inductively the same argument

to find a finite index P such that (adL)P = 0, which proves that L is a nilpotent
Lie pseudoalgebra.

Theorem 2.38. Let L be a finite nilpotent Lie pseudoalgebra over H and M be
a (faithful) finite L-module. Then M decomposes as a direct sum of generalized
weight submodules, M =

⊕
φ∈L∗

Mφ. Conversely, if M is a faithful finite L-

module of a finite Lie pseudoalgebra L such that M =
⊕
φ∈L∗

Mφ then L is a

nilpotent Lie pseudoalgebra.

Proof. A proof of the first statement can be found in [BDK1].
To prove the second statement we observe that under the assumption M =⊕
φ∈L∗

Mφ we have L ⊂
⊕
φ∈L∗

gc(Mφ). By Proposition 2.36 and Proposition 2.37,

for every weight φ, the image Lφ of L in gc(Mφ) is nilpotent. As a consequence,⊕
φ∈L∗

Lφ is nilpotent as it is a finite sum of nilpotent Lie pseudoalgebras. Finally,

L is nilpotent Lie pseudoalgebra as it is a subalgebra of a nilpotent one.

Remark 2.9. Notice that the finiteness assumption on L in the statement of
Theorem 2.38 on L is necessary as the following example proves.

Example 2.39. Let M = Hm1 +Hm2 be a free H-module of rank 2. Let L ⊂
gcM be the Lie pseudoalgebra generated by all the pseudolinear maps A ∈ gcM
such that A ∗m1 = (φ⊗ 1)⊗H m1, A ∗m2 = (H ⊗ H)⊗H m1 + (φ⊗ 1)⊗H m2,
for some φ ∈ H. Since L is an H-module of infinite rank then L[k] · Hm2 =
Hm1, for all k ≥ 1, i.e., the central series {L[k]} of L stabilizes to the derived
subalgebra L′ = L[1]. Notice that by Theorem 2.38 any finite subalgebra of L is
nilpotent.

2.6.3 A quasi-nilpotence result

Let M be a finite H-module and a ∈ gcM an element generating a solvable Lie
pseudoalgebra 〈a〉 = S.
A modification of a ∈ S is an element ā ∈ S such that a ≡ ā moduloS′. It
follows by the definition that the subalgebra generated by ā is a subalgebra of
S. The same inclusion holds for the corresponding derived subalgebras. As a
consequence, a modification of a modification of a is still a modification of a.

Remark 2.10. Let φ ∈ S∗ be a weight for the action of S on M . If ā is a
modification of a then φ(a) = φ(ā), since the restriction of φ on S′ is zero.

Our main goal is to prove the following

Theorem 2.40. Let M be a finite H-module and S be a solvable Lie pseu-
doalgebra generated by a ∈ gcM . Then some modification ā of a generates a
nilpotent Lie pseudoalgebra.

We divide the proof of Theorem 2.40 in several steps.

Lemma 2.41. Let M be a finite H-module, S be a solvable Lie pseudoalgebra
generated by a ∈ gcM and Mφ a generalized weight submodule for the action of
S on M . Then ā ·Mφ ⊂Mφ for any modification ā of a.
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Proof. Since 〈ā〉 = S̄ ⊂ S and S ·Mφ ⊂Mφ we have the statement.

Proposition 2.42. Let M be a finite H-module and S = 〈a〉 be a solvable Lie
pseudoalgebra, a ∈ gcM . Assume that φ 6= ψ ∈ S∗, M = Hu+Hv, 0 6= u ∈Mφ

and v is a ψ-weight vector moduloHu. Then there exists a modification of a
generating a nilpotent subalgebra of gcM .

Proof. The strategy is as follows. We will locate a modification ā of a such that
M decomposes into a direct sum of the 〈ā〉-submodules Hu and Hv′, where v′

is a lifting of v̄ of the form v′ = tu+v, t ∈ H. Then the second part of Theorem
2.38 implies the statement. Assume that

a ∗ u = (φ⊗ 1)⊗H u
a ∗ v =

∑
i

(hi ⊗ ki)⊗H u +(ψ ⊗ 1)⊗H v.

We may assume both {hi} and {ki} to be systems of linearly independent vec-
tors. We want to show that, up a modification of a, it is always possible to
low the degree of the ki’s of maximum degree which appear in a ∗ v. A reiter-
ation of the same argument together with finiteness of the degree of ki shows
that, up to several modifications of a, there exists a modification ā such that
ā ∗ v′ = (ψ ⊗ 1)⊗H v′.
Our first step is to compute the action on M of the coefficients ci of [a ∗ a] =∑
i

(f i⊗gi)⊗H ci ∈ (H⊗ H)⊗H S′. Clearly, it is sufficient to describe the action

of [a ∗ a] on u and v. By a direct computation we obtain

a ∗ (a ∗ u) = (φ⊗ φ⊗ 1)⊗H u,
a ∗ (a ∗ v) =

∑
i

(φ⊗ hi ⊗ ki)⊗H u+
∑
i

(hi ⊗ ψki(1) ⊗ k
i
(2))⊗H u+ (ψ ⊗ ψ ⊗ 1)⊗H v.

Using (2.45) we obtain [a ∗ a] ∗ u = 0 and

[a ∗ a] ∗ v =
∑
i

((φ⊗ hi ⊗ ki) + (hi ⊗ ψki(1) ⊗ k
i
(2)))⊗H u

−
∑
i

((hi ⊗ φ⊗⊗ki) + (ψki(1) ⊗ h
i ⊗ ki(2)))⊗H u.

Let K be the maximum degree between all the ki. Up to elements in (H ⊗H ⊗
FK−1)⊗HM , we have

[a ∗ a] ∗ v =
∑

i:deg ki=K

((φ− ψ)⊗ hi ⊗ ki − hi ⊗ (φ− ψ)⊗ ki)⊗H u.

Let α = φ− ψ and rewrite the above expression as

[a ∗ a] ∗ v =
∑

i:deg ki=K

(α(1) ⊗ hiα(−2) ⊗ ki − hi(1) ⊗ αh(−2) ⊗ ki)⊗H u,

modulo elements of lower degree. Suppose that for every i such that deg ki = K
we have degα 6= deg hi. Then, up to elements of lower degree in the first
tensor factor, we obtain [a ∗ a] ∗ v = (α ⊗ hi ⊗ ki)⊗H u, if degα > deg hi, or
[a ∗ a] ∗ v = −(hi ⊗ α⊗ ki)⊗H u, if degα < deg hi.
Let γ ∈ X be such that γ is nonzero on the element in the second tensor factor.
Then applying the map (idH ⊗γ⊗ idH)⊗H idL to (α⊗hi⊗ki)⊗H u in the first
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case (or to (hi ⊗ α ⊗ ki)⊗H u in the second one) gives a coefficient b ∈ S′ of
[a ∗ a] whose action on a ki of maximum degree K is given by

(2.51)
b ∗ u = 0
b ∗ v = (q ⊗ ki)⊗H u.

Now we suppose that degα = deg hi. Up to elements of lower degree in the first
tensor factor, we have

[a ∗ a] ∗ v = (α⊗ hi ⊗ ki − hi ⊗ α⊗ ki)⊗H u.

If α and hi are not proportional up to elements of lower degree then the above
expression is nonzero. Let γ′ ∈ X be such that γ′ is nonzero on the second
tensor factor. Then applying (idH ⊗γ′ ⊗ idH)⊗H idL to the above expression
gives a coefficient b ∈ S′ of [a ∗ a] whose action on M is as in (2.51).
Let α and hi be proportional up to elements of lower degree. Let v′ = tu + v,
t ∈ H. Then

a ∗ v′ = (φ⊗ t)⊗H u+
∑
i

(hi ⊗ ki)⊗H u+ (ψ ⊗ 1)⊗H v

= ((α⊗ t) +
∑
i

(hi ⊗ ki))⊗H u+ (ψ ⊗ 1)⊗H v′.

Since α = chi, then taking t = −c−1ki gives rise to a vector v′ for which a ∗ v′
is an expression of lower degree in ki with respect to a ∗ v.
We now investigate the action on M of the coefficients of [a ∗ b], where b in an
element in S′ acting as in (2.51). We obtain

[a ∗ b] ∗ v = (φ⊗ q ⊗ ki − ψki(1) ⊗ q ⊗ k
i
(2))⊗H u.

Up to elements of lower degree in the second and in the third tensor factor, it
equals:

[a ∗ b] ∗ v = (α⊗ q ⊗ ki)⊗H u.
Let ρ ∈ X a linear functional such that ρ(α) = 1 and ρ(g) = 0, for any expression
of the type g ⊗ q ⊗ ki of lower degree in the first tensor factor. This proves the
existence of an element b′ ∈ S′ whose action on M is

b′ ∗ u = 0
b′ ∗ v = (1⊗ ki)⊗H u.

Replacing a with a + a′, where a′ = −hib′, and eventually v with v′, we have
that by construction the action of a+ a′ on M is an expression of lower degree
in ki. An induction on the degree of ki concludes the proof.

Let V be a finite R-module, where R is a Lie conformal algebra. If V is a
non-free C[∂]-module then necessarily TorV 6= 0 and as a consequence φ = 0 is a
weight for the action of R on V . In the following example we show that the same
statement does not hold for finite representations M of a Lie H-pseudoalgebra,
when H is any cocommutative Hopf algebra.

Example 2.43. Let L = 〈a〉 be a 1-generated solvable Lie pseudoalgebra over
H. Let M = Hm ⊕ In, where m ∈ Mφ, n is 0-weight vector moduloHm and
I = {h ∈ H | ε(h) = 0}. Then we have

a ∗m = (φ(a)⊗ 1)⊗H m,
a ∗ in = (1⊗ i)(α⊗H m),
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where φ(a) 6= 0, i ∈ I, α ∈ H ⊗ H. For any 0 6= k ∈ H we have

(2.52) a ∗ (in− km) = ((1⊗ i)(α)− (φ⊗ k))⊗H m.

By Lemma 2.8 Equation (2.52) is zero if and only if (1⊗ i)(α)− (φ⊗ k) = 0. If
we take α ∈ (H\kφ)⊗H then (1⊗ i)(α)−(φ⊗ k) 6= 0, so that a∗(in−km) 6= 0.
Since M is a direct sum then we have M/Hm ' In as an H-module and L acts
trivially on In. By construction M is not free as an H-module, as I is not a
free H-module, but φ = 0 is not a weight for the action of L on M .

Proposition 2.44. Let M be a finite H-module and S = 〈a〉 be a solvable
Lie pseudoalgebra, a ∈ gcM . Assume that φ 6= ψ ∈ S∗ \ {0}, Mφ 6= 0,M
and M/Mφ = (M/Mφ)ψ. Then there exists a modification of a generating a
nilpotent Lie pseudoalgebra.

Proof. Our strategy is to prove that there exists a modification ā of a such that
M = Mφ ⊕Mψ with respect to the action of the Lie pseudoalgebra generated
by ā. We proceed by induction on the rank of the free H-modules Mφ and
(M/Mφ)ψ. Suppose that rkMφ = P and rk(M/Mφ)ψ = Q. The basis of our
induction (P,Q) = (1, 1) is proved in Proposition 2.42.
The next step is to prove that if the statement holds for (P,Q) = (P, 1) then it
holds for (P+1, 1) too. Since φ 6= 0, Mφ is a free H-module it always contains an
H-submodule N of corank 1. Moreover N satisfies N = Nφ. This follows that
(Mφ/N)φ = Hu, where u 6= 0 is a free generator. By the basis of our induction
up to a modification of a we have a decomposition M/N = (M/N)φ⊕ (M/N)ψ.
Denote by πN be the canonical projection and observe that π−1

N ((M/N)φ) =
Hu + N . Since Hu is an L-submodule we have (M/Hu)φ = N = Nφ, where
rkNφ = P . By inductive assumption, up to a new modification, it is possible
to decompose M/Hu as (M/Hu)φ ⊕ (M/Hu)ψ. By construction we have M =
Mφ ⊕Mψ. Now it remains to prove that if the statement holds for (P + 1, Q)
then it holds for (P + 1, Q+ 1) too. Since ψ 6= 0, (M/Mφ)ψ is a free H-module
which contains an H-submodule M̄ of corank 1. By what we showed above, up
to a modification of a, the following decomposition M/M̄ = (M/M̄)φ⊕(M/M̄)ψ

holds. Now we observe that (M/M̄)ψ = Hv̄ and that v̄ admits a lift v such
that Hv is an L-submodule of M . Now we can apply our inductive assumption
to M/Hv to prove that, up to a modification, M/Hv = (M/Hv)φ⊕ (M/Hv)ψ.
this proves that M = Mφ ⊕Mψ.

Proposition 2.45. Let M be a finite H-module and S = 〈a〉 be a solvable Lie
pseudoalgebra, a ∈ gcM . Let φ = 0 be a weight for the action of S on M
such that M0 6= 0,M and M/M0 = (M/M0)ψ, ψ 6= 0. Then there exists a
modification of a generating a nilpotent Lie pseudoalgebra.

Proof. Let {Mk,0} be an increasing sequence of L-submodules of M0 as de-
scribed in Lemma 2.32. We can proceed by induction on the length of {Mk,0}
and the rank of (M/M0)ψ. The basis of our induction is Proposition 2.42, the
rest of the proof is similar to Proposition 2.44.

Proposition 2.46. Let M be a finite H-module and S = 〈a〉 be a solvable
Lie pseudoalgebra, a ∈ gcM . Let 0 6= φ ∈ S∗ such that Mφ 6= 0,M and
M/Mφ = (M/Mφ)0. Then there exists a modification of a generating a nilpotent
Lie pseudoalgebra.

43



Proof. Let rkMφ = P and {N̄k,0} be an increasing sequence of L-submodules
of M/Mφ. We proceed by induction on P and the length of {N̄k,0}.
We can assume, since 0 is not a weight for the action of S on M , that M is
torsion free. By Proposition 2.33 we have that M/Mφ = (M/Mφ)0 is torsion
free too. The basis of our induction is just Proposition 2.42. Let N̄ ⊂ (M/Mφ)0

be a cotorsion free H-submodule. Recall that a Lie pseudoalgebra always acts
trivially on torsion elements. Since both Mφ and N̄ are free H-modules by
the usual argument, up to a modification of a, there exists N in M such that
Mφ ⊕N as an L-module.
The quotient (M/N)0 is by construction a torsion H-module so that every Lie
pseudoalgebra acts trivially on it. Let v̄ ∈ (H/Mφ)/N̄ , i.e., there exists h ∈ H,
h 6= 0, such that hv̄ ∈ N̄ . Let v ∈M be a lifting of v. Then hv = αn+ βu, for
some 0 6= α, β ∈ H, n ∈ N . We have

a ∗ hv = (1⊗ h)a ∗ v = (φ⊗ β)⊗H u.

Let a ∗ v =
∑
i

(γi ⊗ δi)⊗H u, then

∑
i

(γi ⊗ hδi) = φ⊗ β =⇒ i = 1, γ = cφ, hδ = c−1β.

As a consequence,
h(v − cδu) = αn.

If we set v′ = v − cδu then hv′ = αn and a ∗ v′ = 0. Moreover v′ is the unique
lifting of v̄ such that the action of a on there is trivial. In fact if v′′ = v′ + h′u
then a ∗ v′′ = a ∗ v′ + (1 ⊗ h′)a ∗ u = (1 ⊗ h′)a ∗ u 6= 0. This shows that, up
to a modification of a and of the lifting of v̄ ∈ (H/Mφ)/N̄ , it is possible to
decompose M as Mφ ⊕M0.

Proof of Theorem 2.40.
Let G = {m1, . . . ,mn} be a good-set of generators of M and φ1, . . . , φn be the
corresponding quasi-weights of M . We proceed by induction on the cardinality
of a good-set of generators of M .
If |G| = 1 then M = Mφ1 and the statement holds with ā = a as follows by the
second part of Theorem 2.38.
If |G| = 2 then if φ1 = φ2 then the statement still follows by Theorem 2.38; if
φ1 6= φ2 then it follows by one of the above results.
Now we suppose that the statement holds for |G| = n and we want to prove that
it holds for |G| = n+ 1. Let {m1, . . . ,mn+1} be a good set of generators of M
and let ψ the quasi-weight of mn+1. Let HMn be the L-submodule generated
by {m1, . . . ,mn}. Then, up to a modification of a, that we still denote by a,
we may suppose that HMn decomposes as a direct sum of generalized weight
submodules with respect to the action of a on M . Now we have to distinguish
two cases, the case when ψ 6= φi, for any i = 1, . . . , n and the case when ψ = φi,
for some i.
If ψ 6= φi for any i = 1, . . . , n then consider the L-submodule M/Hm1.
{m̄2, . . . , m̄n+1} is a good set of generators of M/Hm1. By inductive assump-
tion, up to replacing a with one of its modifications, there exists an element
m′n+1 such that a ∗m′n+1 = (ψ ⊗ 1)⊗H m′n+1 +Hm1. Then {m1, . . . ,m

′
n+1} is

still a good-set of generators of M . Now consider the L-submodule N generated
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by {m2, . . . ,mn} and the corresponding quotient M/N . By our assumption we
have φ1 6= ψ and then we can apply one of the above proposition to conclude
that there exists a modification of a, let ua say ā, with respect to which M/N
decomposes as a direct sum of generalized weight submodules. By construction
then we have M =

⊕
φ∈L∗

Mφ, i.e., the subalgebra generated by ã is nilpotent.

If instead ψ = φi for some i, we may assume without loss of generality that
ψ 6= φi, 1 ≤ i < k and ψ = φi, k ≤ i ≤ n. Let N be the L-submodule generated
by mk, . . . ,mn.
Then {m1, . . . ,mk−1,mn+1} is a good-set of k ≤ n generators of M/N . By our
inductive assumption there exists a modification ā of a with respect to M/N
decomposes as a direct sum of generalized weight submodules. By construction
the lifting of m̄n+1 ∈M/N lies in N +Hmn+1 and M =

⊕
φ∈L∗

Mφ.
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Chapter 3

A characterization of finite
vertex algebras

In this chapter we present a characterization of finite vertex algebras which
improves the results stated in Theorem 1.18.
Let V be a finite vertex algebra, a ∈ V and 〈a〉 be the subalgebra of V Lie

generated by a. The zero-multiplicity of a on V is the rank of the generalized
weight submodule of weight 0 for the adjoint action of 〈a〉 on V .
It is shown in Proposition 1.15 that the central series {V [k]} of V Lie stabilizes
to V [∞], which is a vertex ideal of V . We have the following,

Theorem 3.1. Let V be a finite vertex algebra and N = V [∞]. Then N ·N = 0,
and there exists a subalgebra U ⊂ V such that ULie is nilpotent and V = UnN .

Proof. Recall that under the finiteness assumption for V the Lie conformal alge-
bra V Lie is solvable. Let a ∈ V Lie be an element such that its zero-multiplicity
is minimal and equal to k.
By Theorem 2.40 there exists a modification of ad a that generates a nilpo-
tent conformal algebra. Since ad is a homomorphism of Lie conformal algebras
this modification is the image of a suitable modification a of a. Moreover a is
still an element with minimal zero-multiplicity. Then ā generates a nilpotent
Lie conformal algebra with respect to which V decomposes as a direct sum of
generalized weight submodules,

V =
⊕
φ

V φā = V 0
ā ⊕ (

⊕
φ 6=0

V φā ),

where U = V 0
ā is a vertex subalgebra of V and N =

⊕
φ 6=0

V φā is an abelian ideal

of V as a consequence of Proposition 1.19.
We have to show that the Lie conformal algebra structure underlying U is
nilpotent. We will prove that the adjoint action of any b ∈ U on U is nilpotent.
Since ā is an element of minimal zero-multiplicity then the zero-multiplicity of
b must be at least k. Suppose that φ 6= 0 is a weight for the action of b on
U . Then 0 must be a weight for the action of b on N . As a consequence, for a
suitable choice of c ∈ H, 0 is not a quasi-weight for the action of b + cā on N .
Then b + cā would be an element whose 0-multiplicity is lower than k, which
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contradicts minimality of a. This proves that U = U0 with respect to the adjoint
action of any b ∈ U and so by Engel’s theorem U is nilpotent. It remains to prove
that N = V [∞]: since N is an ideal such that V/N is nilpotent then V [∞] ⊂ N .
We prove the other inclusion by showing that N ⊂ V [k] by induction on k ∈ N,
the basis of the induction being clear, as N ⊂ V 0 = V . Now we proceed with
our inductive assumption. Notice that for any a ∈ V we have a ·N = N , as N
is a vertex ideal. As a consequence, V [k+1] = [V, V [k]] ⊃ [a,N ] = N , for any
k.

Remark 3.1. Notice that V [∞] is the smallest nil-ideal of V having a comple-
mentary subalgebra U such that ULie is nilpotent.

The statement of Theorem 3.1 suggests us how to construct a finite vertex
algebra V such that the corresponding Lie conformal algebra V Lie is not nilpo-
tent. What we need is a nilpotent vertex algebra U with a suitable action on an
C[∂]-module N . The simplest case is when U is a commutative vertex algebra,
i.e., ULie is abelian, and N is a free C[∂]-module of rank 1.
Let F = {a(t) ∈ C[[t]][t−1]}. F is a differential commutative associative alge-
bra with 1, with derivation ∂ = ∂

∂t . Hence F has the vertex algebra structure
described in Example 1.17. Explicitly, for any a(t), b(t) ∈ F

(3.1) Y (a(t), z)b(t) = (ez∂a(t))b(t) = i|z|<|t|a(t+ z)b(t),

where i|z|<|t| (see [K]) points to the fact that one should expand a(t+ z) in the
domain |z| < |t|, i.e., using positive powers of z

t .
Let N = C[∂]n be a free C[∂]-module of rank 1. We set:

(3.2) Y (n, z)n = 0,

and define an action of F on N by setting

(3.3) Y (a(t), z)n = a(z)n,

where a(t) ∈ F .

Theorem 3.2. There exists a unique vertex algebra structure on the C[∂]-
module V = F ⊕ N such that (3.1), (3.2), (3.3) are satisfied. Moreover, the
central series {V [k]} of V Lie stabilizes to N .

Proof. We take as vacuum element on V the constant function 1 ∈ F . Then it
is easy to verify that 1 satisfies the vacuum axiom. Also the field axiom easily
follows by definition. Locality and translation invariance just requires some
more computation. Notice that skew-commutativity forces:

(3.4) Y (n, z)a(t) = ez∂Y (a(t),−z)n = a(−z)ez∂n.

Moreover, we set:

(3.5) Y (a(t), z)∂Kn =
K∑
i=1

(
K

i

)
(−1)ia(i)(z)∂K−in.
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Then translation invariance follows by (3.5) and skew-commutativity (3.4).
We want to prove that:

(z − w)N(a,b) [Y (a(t), z), Y (b(t), w)] = 0,(3.6)
(z − w)N(a,n) [Y (a(t), z), Y (n,w)] = 0,(3.7)
(z − w)N(n,n) [Y (n, z), Y (n,w)] = 0,(3.8)

for some choice of N(a, b), N(a, n), N(n, n) ≥ 0. Equation (3.8) holds with
N(n, n) = 0 as immediately follows by (3.2) and skew-commutativity.
Let c ∈ V . Applying ∂ to both sides of (3.6) we obtain

(z − w)N(a,b) ([∂, [Y (a(t), z), Y (b(t), w)]] + [Y (a(t), z), Y (b(t), w)]∂c)
= (z − w)N(a,b) (([Y (a′(t), z), Y (b(t), w)] + [Y (a(t), z), Y (b′(t), w)])c)
+ (z − w)N(a,b) ([Y (a(t), z), Y (b(t), w)]∂c) = 0,

which proves that it is sufficient to verify (3.6) on n. A similar computation
shows that it is sufficient to verify (3.7) on b(t). Since

Y (a(t), z)(Y (b(t), w)n)) = Y (a(t), z)b(w)n = b(w)Y (a(t), z)n = a(z)b(w)n,

and

Y (b(t), w)(Y (a(t), z)n)) = Y (b(t), w)a(z)n = a(z)Y (b(t), w)n = a(z)b(w)n,

we have
[Y (a(t), z), Y (b(t), w)] = 0,

so that (3.6) holds, and we can chooose N(a, b) = 0. Let us compute

Y (a(t), z)(Y (n,w)b(t)) = Y (a(t), z)b(−w)ew∂n = b(−w)Y (a(t), z)ew∂n
= b(−w)ew∂(e−w∂Y (a(t), z)ew∂)n
= ew∂b(−w)Y (a(t), z − w)n
= i|w|<|z|a(z − w)b(−w)ew∂n,

and
Y (n,w)(Y (a(t), z)b(t)) = Y (n,w)i|z|<|t|a(t+ z)b(t)

= i|z|<|t|Y (n,w)a(t+ z)b(t)
= i|z|<|w|a(z − w)b(−w)ew∂n.

Therefore,

(z−w)N(a,n)[Y (a(t), z), Y (n,w)]b(t) = (i|w|<|z|−i|z|<|w|)((z−w)N(a,n)a(z−w)b(−w)ew∂n)

is zero for sufficiently large N(a, n).
It remains to prove that V [∞] = N . Let a = a(t) =

∑
n∈Z

ant
−n−1 ∈ F such that

a(t) contains some negative power of t. As a consequence, there exists n ≥ 0
such that a(t)(n)n = an · n 6= 0. Therefore a ·N = N and the central series of
V Lie stabilizes on N .

The proof of Theorem 3.2 suggests us how to construct a finite vertex algebra
whose underlying Lie conformal algebra structure is not nilpotent. It is sufficient
to choose a finite subalgebra U of F whose conformal adjoint action on N
has nonzero weights, i.e., a finite subalgebra U ⊂ F containing some element
a(t) 6∈ C[[t]].
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Corollary 3.3. M = C[t−1] nN ⊂ F nN is a finite vertex algebra, generated
by t−1, 1 and n, as a C[∂]-module, such that MLie is not nilpotent.

We conclude this chapter by observing that even trough the nil-ideal N in
the decomposition stated in Theorem 3.1 is canonically determined, as it equals
V [∞], the subalgebra U is not. Indeed there are several possible choices of U
as the following construction shows. Let n ∈ N . Then n(0) is a derivation of
V , and as N · N = 0, n2

(0) = 0. Recall that the exponential of a nilpotent
derivation of a vertex algebra V gives an automorphism of V . If, in the vertex
algebra described in Corollary 3.3, we choose n to be the free generator of N ,
then exp(kn(0))(t−1) = t−1 − kn, k ∈ C. Then, if we set ψ = exp(kn(0)), we
obtain ψ(N) = N , ψ(U) = C[∂](t−1−kn)⊕C1, and ψ(U)∩N = ψ(U ∩N) = 0.
Thus ψ(U) is another subalgebra of V which complements N . In this example
all such subalgebras can be showed be conjugated by an automorphism of V . It
is not clear wether this holds in general.
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Chapter 4

Lie pseudoalgebra
representation with
coefficients

In this chapter we generalize the notion of Lie pseudoalgebra representation
given in Section 2.4. The proofs in this chapter are often verbatim translations
of proofs given in [BDK1] to the new setting.

4.1 Rings of coefficients

Let (H,∆H , S, ε) be a cocommutative Hopf algebra over k.
A left H-comodule is a vector space A over k endowed with a k-linear map

∆A : A −→ H ⊗ A
a 7→ a(1) ⊗ a(2),

such that

(∆H ⊗ idA)∆A = (idH ⊗ ∆A)∆A,(4.1)
(ε⊗ idA)∆A = idA.(4.2)

∆A is called the comodule structure map of A.
Let A be an H-comodule and ∆A be its comodule structure map. Let

∆A
1,1 = ∆A : A −→ H ⊗ A

∆A
n,i = (idH ⊗ · · · ⊗∆H ⊗ · · · ⊗ idD) : Hn−1 ⊗A −→ Hn ⊗A,

for n ≥ 2, i = 1, . . . , n− 1. For n ≥ 2 we set

∆A
n,n = (idH ⊗ · · · ⊗ idH ⊗∆A) : Hn−1 ⊗A −→ Hn ⊗A.

Then we set

∆n
A = ∆A

n,n ◦∆A
n−1,n−1 ◦ · · · ◦∆A

2,2 ◦∆A
1,1,

Then ∆1
A = ∆D and ∆n

A is a map from A to Hn ⊗ A which by (4.1) does not
depend on our choice of the indices ik. From now on we often denote by ∆ both
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the coproduct ∆H on H that the comodule structure map ∆A of A. This leads
to no confusion because of (4.1). We can rewrite formulas (4.1) and (4.2) as

(∆⊗ idA)∆(a) = (idH ⊗ ∆)∆(a) = a(1) ⊗ a(2) ⊗ a(3);(4.3)
(ε⊗ idA)∆(a) = ε(a(1))a(2) = a.(4.4)

Remark 4.1. Let A be an H-comodule algebra, a ∈ A and ∆n−1(a) = a(1) ⊗
· · · ⊗ a(n−1) ⊗ a(n). The notation in (4.3) is deceiving as a(1), . . . , a(n−1) lie in
H whereas d(n) lies in A. As a consequence for any a ∈ A we can apply the
counit ε of H to all tensor factors of ∆n−1(a) but for the last one.

An H-comodule algebra is a unital associative algebra D endowed with an
associative algebra homomorphism

∆D : D −→ H ⊗ D
d 7→ d(1) ⊗ d(2),

making (D,∆D) into an H-comodule.
From now on we will call an H-comodule algebra D a ring of coefficients over
H.

Lemma 4.1. Let (H1,∆1, S1, ε1), (H2,∆2, S2, ε2) be Hopf algebras, φ : H1 −→
H2 be a Hopf homomorphism and (D1,∆D1) be a ring of coefficients over H.
Then ∆D2 = (φ ⊗ 1)∆D1 endows D1 with a structure of a ring of coefficients
over H2.

Proof. Clearly, ∆D2 is an associative algebras homomorphism. We have to check
that the axioms of a ring of coefficients are satisfied.

(∆H2 ⊗ 1)∆D2(d) = (∆H2 ⊗ 1)(φ(d(1))⊗ d(2)) = ∆H2(φ(d(1)))⊗ d(2)

= (φ⊗ φ⊗ 1)(∆H1(d(1))⊗ d(2))
= (φ⊗ φ⊗ 1)(d(1) ⊗ d(2) ⊗ d(3))
= φ(d(1))⊗ φ(d(2))⊗ d(3),

(1⊗∆D2)∆D2(d) = (1⊗∆D2)(φ(d(1))⊗ d(2)) = φ(d(1))⊗∆D2(d(2))
= φ(d(1))⊗ φ(d(2))⊗ d(3).

This proves (4.3). Moreover,

(ε2 ⊗ 1)∆D2(d) = (ε2 ⊗ 1)(φ(d(1))⊗ d(2)) = ε1(d(1))d(2) = d.

Example 4.2. Every Hopf algebra H is a ring of coefficients over itself with
comodule structure map given by ∆H .

Example 4.3. Let D be a Hopf subalgebra of a Hopf algebra H. Since D
is a ring of coefficients over itself and the inclusion from D to H is a Hopf
homomorphism from D to H this follows by Lemma 4.1 that D is a ring of
coefficients over H. In particular D = k ⊂ H is a ring of coefficients over H.

Let (D1,∆D1) and (D2,∆D2) be rings of coefficients over H1 and H2 respec-
tively. Let φ be a Hopf homomorphism fromH1 toH2 and ψ be an associative al-
gebras homomorphism from D1 to D2. The pair (φ, ψ) : (H1, D1) −→ (H2, D2)
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is a ring of coefficients homomorphism from D1 to D2 if for any d ∈ D1 it
satisfies

(4.5) ∆D2(ψ(d)) = (φ⊗ ψ)∆D1(d).

Let D be a ring of coefficients over H. For any n ≥ 1 we define a map

(4.6)
Dn : Hn ⊗D −→ Hn ⊗D

h1 ⊗ · · · ⊗ hn ⊗ d 7→ h1d(−n) ⊗ · · · ⊗ hnd(−1) ⊗ d(n+1).

We call the map (4.6) the n-fold Fourier transform of D. We often denote D1

simply by D.

Proposition 4.4. Let D be a ring of coefficients over H. For any n ≥ 1 the
n-fold Fourier transform of D is an isomorphism of vector spaces.

Proof. The proof is the same as for Lemma 2.3, where the inverse of Dn is

D−1
n : Hn ⊗D −→ Hn ⊗D

h1 ⊗ · · · ⊗ hn ⊗ d 7→ h1d(1) ⊗ · · · ⊗ hnd(n) ⊗ d(n+1),

As a consequence of Proposition 4.4 we have the following analogous of
Proposition 2.4.

Proposition 4.5. Let H be a cocommutative Hopf algebra, {hi | i ∈ I} be a k-
basis of H and D be a a ring of coefficients over H. Every element d ∈ Hn⊗D,
n ≥ 1, can be uniquely written as

d =
∑

i1,...,in

(hi1 ⊗ · · · ⊗ hin ⊗ 1)∆n(d′).

In other words, Hn ⊗D = (Hn−1 ⊗ k)∆n(D).

Corollary 4.6. Let D be a ring of coefficients over H and M be a left D-module.
Then every element in (H ⊗ D)⊗DM can be written in the form

(4.7)
∑
i

(hi ⊗ 1)⊗Dmi,

for a suitable choice of hi ∈ H, mi ∈M .

Proof. It is sufficient to use Proposition 4.5. Explicitly,∑
i

(hi ⊗ di)⊗Dmi =
∑
i

(hidi(−1) ⊗ 1)⊗D di(2)mi.

We will refer to (4.7) as the left-straightening for (H ⊗ D)⊗DM .

Remark 4.2. Let D be a ring of coefficients over H. Conversely to what
happens for a Hopf algebra H (see Remark 2.2) it is not true in general that
H⊗ D = (k⊗D)∆(D). For example if D is a proper Hopf subalgebra of a Hopf
algebra H then (k⊗D)∆(D) = D ⊗D is strictly contained in H ⊗ D.
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Lemma 4.7. Let D be a ring of coefficients over H and M be a finite left D-
module.
For every n ≥ 1 the map
(4.8)

πn : (Hn ⊗D)⊗DM −→ Hn ⊗ M
(h1 ⊗ · · · ⊗ hn ⊗ d)⊗Dm 7→ h1d(−n) ⊗ · · ·hnd(−1) ⊗ d(n+1)m,

is an isomorphism of vector spaces.

Proof. We have to check that πn is well defined, i.e., we have to verify that

πn((h1 ⊗ · · · ⊗ hn ⊗ d)⊗D d′m) = πn((h1d
′
1 ⊗ · · · ⊗ hnd′(n) ⊗ dd′(n+1))⊗Dm).

By definition of πn we have:

πn((h1 ⊗ · · · ⊗ hn ⊗ d)⊗D d′m) = h1d(−n) ⊗ · · · ⊗ hnd(−1) ⊗ d(n+1)d
′m;

πn((h1d
′
(1) ⊗ · · · ⊗ hnd′(n) ⊗ dd′(n+1))⊗Dm) =

= h1d
′
(1)d
′
(−2n)d(−n) ⊗ · · · ⊗ hn−1d

′
(n−1)d

′
(−n−2)d(−2)

⊗ hnd′(n)d
′
(−n−1)d(−1) ⊗ d(n+1)d

′
(2n+1)m

= h1d
′
(1)d
′
(−2n+1)d(−n) ⊗ · · · ⊗ hn−1d

′
(n−1)d

′
(−n−1)d(−2)

⊗ hnε(d′(n))d(−1) ⊗ d(n+1)d
′
(2n)m

= h1d
′
(1)d
′
(−2n+1)d(−n) ⊗ · · · ⊗ hn−1d

′
(n−1)ε(d′(n))d′(−n−1)d(−2)

⊗ hnd(−1) ⊗ d(n+1)d
′
(2n)m = h1d

′
(1)d
′
(−2n+2)d(−n) ⊗ · · ·

⊗ hn−1d
′
(n−1)d

′
(−n)d(−2) ⊗ hnd(−1) ⊗ d(n+1)d

′
(2n−1)m

= · · · = h1d(−n) ⊗ · · · ⊗ hnd(−1) ⊗ d(n+1)d
′m.

By a straightforward computation, similar to that in Lemma 2.7, one can prove
that:

πn
−1 : Hn ⊗ M −→ (Hn ⊗D)⊗DM

h1 ⊗ · · · ⊗ hn ⊗m 7→ (h1 ⊗ · · · ⊗ hn ⊗ 1)⊗Dm,

is both a left and right inverse of πn.

4.1.1 The ring of coefficients Dλ

In this section we introduce a family of ring of coefficients Dλ, λ ∈ k, which
will play an important role in the sequel. We also prove that for a such ring of
coefficients equality H ⊗ Dλ = (k⊗Dλ)∆(Dλ) holds.
Let d be a Heisenberg Lie algebra, that is a vector space of dimension 2n + 1
with a basis {pi, qi, c} such that [pi, qi] = −c, i = 1, . . . , n, are the only nonzero
commutation relations. Its universal enveloping algebra H = U(d) is graded
associative algebra by the gradation defined in (2.32). H is a central extension
by k(c− 1) of the Weil algebra A2n = 〈t1, . . . , tn, ∂

∂t1
, . . . , ∂

∂t1
〉.

Let Iλ = (c− λ)H, λ ∈ k.

Lemma 4.8. Iλ is a two-sided ideal of the associative algebra H such that

∆(Iλ) ⊂ I0 ⊗H +H ⊗ Iλ.

In particular, I0 is an Hopf ideal of H.
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Proof. As (c−λ) is central, the first claim is clear. The second claim follows by

∆(c− λ) = c⊗ 1 + 1⊗ (c− λ).

Since S(I0) ⊂ I0 and ε(I0) = 0 then I0 is an Hopf ideal of H.

For any λ ∈ k let

(4.9) πλ : H −→ H/Iλ

be the natural projection. We denote H/I0 by H0 = D0 and H/Iλ by Dλ.

Corollary 4.9. The Hopf algebra H induces a Hopf algebra structure on H0

and a structure of a ring of coefficients over H0 on each Dλ.

The Hopf algebra H0 is isomorphic to the graded commutative associative
symmetric algebra S(d̄), where d̄ is the vector space linearly generated by pi, qi,
i = 1, . . . , n and its gradation is given by (2.28). For any λ 6= 0 the ring of
coefficients Dλ is isomorphic to the Weyl algebra A2n.

Remark 4.3. By construction π0 is a Hopf homomorphism from H to H0 and
(π0, πλ) is a ring of coefficients homomorphism from H to Dλ.

Proposition 4.10. Let λ ∈ k and Dλ be the ring of coefficients over H0 de-
scribed in Corollary 4.9. Then H ⊗ Dλ = (k⊗Dλ)∆(Dλ).

Proof. This follows by projecting H ⊗ H = (k⊗H)∆(H).

Corollary 4.11. Let M be a left Dλ-module. Then every element in (H0 ⊗
Dλ)⊗Dλ M can be written in the form

(4.10)
∑
i

(1⊗ di)⊗Dλ m′i,

for a suitable choice of di ∈ Dλ, m′i ∈M .

Proof. It is sufficient to use Proposition 4.10. Explicitly,

(hi ⊗ di)⊗Dm′i = (1⊗ dihi(−2))⊗D h
i
(1)m

′
i.

We will refer to (4.10) as the right-straightening for (H0 ⊗ Dλ)⊗Dλ M .
From now on for the ring of coefficients Dλ we will use the following notation

π0(pi) = ∂i, π0(qi) = ∂n+i, i = 1, . . . , n,(4.11)
πλ(pi) = δi, πλ(qi) = δn+i, i = 1, . . . , n,(4.12)

so that, for example,

∆λ(δi) = ∂i ⊗ 1 + 1⊗ δi,
∆λ(δiδj) = ∂i∂j ⊗ 1 + ∂i ⊗ δj + ∂j ⊗ δi + 1⊗ δiδj .

Remark 4.4. Let us spell out explicitly some right-straightening that we will
need later on. Let M be a Dλ-module. For any m ∈M we have equalities:

(4.13) (∂i ⊗ 1)⊗Dλ m = (1⊗ 1)⊗Dλ δim− (1⊗ δi)⊗Dλ m,

and

(4.14)
(∂i∂j ⊗ 1)⊗Dλ m = (1⊗ 1)⊗Dλ δiδjm− (1⊗ δj)⊗Dλ δim

−(1⊗ δi)⊗Dλ δjm+ (1⊗ δiδj)⊗Dλ m.
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4.1.2 A filtration on Dλ

Let Dλ be a ring of coefficients over H0, we set

δ(I) =
δi11 · · · δ

i2n
2n

i1! · · · i2n!
,

similarly to the notation introduced in (2.18) for a Hopf algebra H.
We can define an increasing filtration on Dλ by

(4.15) F pDλ = spank{δ(I) | |I| ≤ p}, p = 0, 1, 2, . . . ,

This filtration satisfies

(F pDλ)(F qDλ) ⊂ F p+qDλ,(4.16)

∆λ(F pDλ) ⊂
p∑
i=0

F iH0 ⊗ F p−iDλ,(4.17)

as one can prove immediately by projecting (2.20) and (2.21) to Dλ.
We will say that a nonzero element d ∈ Dλ is of degree p if d ∈ F pDλ \F p−1Dλ.
In a similar way H0 ⊗Dλ is filtered by:

(4.18) F p(H0 ⊗Dλ) =
∑

l+m=p

F lH0 ⊗ FmDλ.

Lemma 4.12. Let M be a Dλ-module. With respect to the filtration of H0⊗Dλ

defined in (4.18) we have equalities:

(F pH0 ⊗ k)⊗Dλ M = F p(H0 ⊗Dλ)⊗Dλ M = (k⊗ F pDλ)⊗Dλ M.

Proof. Recall that for Dλ we have (H ⊗ k)∆(Dλ) = (k⊗Dλ)∆(Dλ). By use of
left and right straightening formulas for (H ⊗ Dλ)⊗DλM and (4.17) we obtain
the two opposite inclusions for (F pH0 ⊗ k) ⊗Dλ M and (k ⊗ F pDλ) ⊗Dλ M ,
proving equality. Clearly, by (4.18) both F pH0⊗k and k⊗F pDλ are contained
in F p(H0 ⊗ Dλ). To prove the opposite inclusion we can apply an argument
similar to the other one.

Let
grDλ =

⊕
p≥0

F pDλ/F
p−1Dλ

be the associated graded space to Dλ. Then grDλ is isomorphic to H0 = S(d̄),
for every λ ∈ k.

4.2 Pseudoalgebra representations with coeffi-
cients

Let H be a cocommutative Hopf algebra, D be a ring of coefficients over H and
A be an H-pseudoalgebra.
Let M be a left D-module. A pseudoaction of A on M with coefficients in D is
an (H ⊗ D)-linear map

∗ : A⊗ M −→ (H ⊗ D)⊗DM
a⊗ m 7→ a ∗m.
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The expanded pseudoaction with coefficients in D is an (Hm+n−1 ⊗ D)-linear
map

∗ : (Hm⊗H A)⊗ ((Hn−1 ⊗D)⊗DM) −→ (Hm+n ⊗D)⊗DM,

defined as

(4.19) (F⊗H b) ∗ (G⊗Dm) = (F ⊗G)(∆m−1 ⊗∆n−1)(a ∗m),

where F ∈ Hm, G ∈ Hn−1 ⊗D, a ∈ A,m ∈M , m,n ≥ 1.
Let A be an associative H-pseudoalgebra, D be a ring of coefficients over H.
A representation of A with coefficients in D, or an A-module with coefficients
in D, is a left D-module M endowed with a pseudoaction of A on M with
coefficients in D satisfying:

(4.20) (a ∗ b) ∗m = a ∗ (b ∗m),

for a, b ∈ A, m ∈M .
Let L be a Lie H-pseudoalgebra, D be a ring of coefficients over H.
A representation of L with coefficients in D, or an L-module with coefficients
in D, is a left D-module M endowed with a pseudoaction of L on M with
coefficients in D satisfying:

(4.21) [a ∗ b] ∗m = a ∗ (b ∗m)− (b ∗ (a ∗m))σ12 ,

for a, b ∈ L, m ∈M .
As usual, both sides of (4.20) and (4.21) lie in (H2 ⊗D)⊗DM and are defined
by use of (4.19).
Explicitly, if

b ∗m =
∑
i

(ki ⊗ di)⊗Dmi, a ∗mi =
∑
j

(hij ⊗ dij)⊗Dmij ;

then,

(4.22) a ∗ (b ∗m) =
∑
i,j

(hij ⊗ kidij(1) ⊗ d
idij(2))⊗Dmij .

If
[a ∗ b] =

∑
i

(hi ⊗ f i)⊗H li, li ∗m =
∑
j

(hij ⊗ eij)⊗D nij ;

then,

(4.23) [a ∗ b] ∗m =
∑
i,j

(hihij(1) ⊗ f ihij(2) ⊗ eij)⊗D nij .

An A-module M with coefficients in D, A an H-pseudoalgebra, is finite if it is
finitely generated as a D-module. As a consequence of Lemma 4.7 we have the
following,

Proposition 4.13. Let L be a Lie pseudoalgebra over H, D be a ring of coef-
ficients and M be a finite L-module with coefficients in D.
Any element of (Hn+m ⊗ D)⊗DM can be uniquely written as an element in
Hm+n ⊗M .
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When D = H the notion of representation with coefficients reduces to the
usual notion of pseudoalgebra representation given in Section 2.4. From now
on we call a pseudoalgebra representation with coefficients in H an ordinary
pseudoalgebra representation.
Let M be an L-module with coefficients in D and let

a ∗m =
∑
i

(hi ⊗ 1)⊗Dmi,

where {hi} is a k-basis of H. For any subset N of M we denote by L · N the
D-module generated by all the ni of any a ∗ n, a ∈ L, n ∈ N .
A D-submodule N of M is an L-submodule with coefficients in D if L ·N ⊂ N .
An L-module with coefficients in D is irreducible if it contains no nontrivial
submodules.
Let M1,M2 be L-modules with coefficients in D. An L-module (with coefficients
in D) homomorphism from M1 to M2 is a D-linear map ρ : M1 −→ M2 such
that for any a ∈ L, m ∈M1 we have

(4.24) a ∗ (ρ(m)) = ((idH ⊗ idD)⊗D ρ)(a ∗m).

4.2.1 Extending scalars with pseudoalgebra representa-
tions

Here we show that under a compatibility condition it is possible to associate to
any L-module M with coefficients in D an L′-module M ′ with coefficients in
D′, where L′ is obtained from L by extension of scalars.
Let L be a Lie H-pseudoalgebra, D be a ring of coefficients over H, and M be
an L-module with coefficients in D. Let D′ be a ring of coefficients over H ′ and
suppose that Ψ = (φ, ψ) is a ring of coefficients homomorphism from D to D′.
Then ψ endows D′ with a right D-module structure so that we may consider
the tensor product D′⊗D A for any left D-module A.

Proposition 4.14. The left D′-module M ′ = D′⊗DM has a structure of L′-
module with coefficients in D′, where L′ = BCφ(L), satisfying

(4.25) (h′⊗H a) ∗ (d′⊗Dm) =
∑
i

(h′φ(hi)⊗ d′ψ(di))⊗D′ (1⊗Dmi),

if a ∗m =
∑
i

(hi ⊗ di)⊗Dmi ∈ (H ⊗ D)⊗DM .

Proof. First of all we have to verify that (4.25) gives a well defined map.

(h′⊗H ha) ∗ (d′⊗H dm) =
∑
i

(h′φ(hhi)⊗ d′ψ(ddi))⊗D′ (1⊗Dmi)

=
∑
i

(h′φ(h)φ(hi)⊗ d′ψ(d)ψ(di))⊗D′ (1⊗Dmi)

= (h′φ(h)⊗H a) ∗ (d′ψ(d)⊗Dm).

It is an (H ′⊗D′)-linear map by the very definition. It remains to prove that it
is a Lie pseudoaction. Let a, b ∈ L, m ∈M and suppose that:

[a ∗ b] =
∑
i

(hi ⊗ ki)⊗H ei, ei ∗m =
∑
j

(hij ⊗ kij)⊗Dm,
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then we have

[a ∗ b] ∗m =
∑
i,j

(hihij(1) ⊗ k
ihij(2) ⊗ k

ij)⊗Dmij .

Then

[(h′⊗H a) ∗ (k′⊗H b)] ∗ (d′⊗Dm)
=
∑
i

(h′φ(hi)⊗ k′φ(ki))⊗H′ (1⊗H ei) ∗ (d′⊗Dm)

=
∑
i,j

(h′φ(hi)φ(hij)(1) ⊗ k′φ(ki)φ(hij)(2) ⊗ d′ψ(kij))⊗D′ (1⊗Dmij)

= (h′φ(hihij(1))⊗ k
′φ(kihij(2))⊗ d

′ψ(kij)⊗D′ (1⊗Dmij).

Similarly, if

a ∗ (b ∗m) =
∑
i,j

(f ij ⊗ f igij(1) ⊗ g
igij(2))⊗Dmij ∈ (H ⊗H ⊗D)⊗DM,

then

(h′⊗H a) ∗ ((k′⊗H b) ∗ (d′⊗Dm))
=
∑
i

(h′⊗H a) ∗ (k′φ(f i)⊗ d′ψ(gi))⊗D′ (1⊗Dmi)

=
∑
i,j

(h′φ(f ij)⊗ k′φ(f i)ψ(gij)(1) ⊗ d′ψ(gi)ψ(gij)(2))⊗D′ (1⊗Dmij)

=
∑
i,j

(h′φ(f ij)⊗ k′φ(f i)φ(gij(1))⊗ d
′ψ(gi)ψ(gij(2)))⊗D′ (1⊗Dmij)

=
∑
i,j

(h′φ(f ij)⊗ k′φ(f igij(1))⊗ d
′ψ(gigij(2)))⊗D′ (1⊗Dmij).

In the same way we can compute (k′⊗H b) ∗ ((h′⊗H a) ∗ (d′⊗Dm)).
Then [a ∗ b] ∗m = a ∗ (b ∗m)− (b ∗ (a ∗m))σ12 guarantees that:

[h′⊗H a ∗ k′⊗H b] ∗ (d′⊗Dm) = (h′⊗H a) ∗ ((k′⊗H b) ∗ (d′⊗Dm))
−((k′⊗H b) ∗ ((h′⊗H a) ∗ (d′⊗Dm)))σ12 .

Remark 4.5. A more conceptual proof of the above statement can be given by
an argument analogous to that in Remark 2.6.

We will say that M ′ is obtained from M by extension of scalars or base
change. Let Ψ = (φ, ψ) : (H,D) −→ (H ′, D′) be a ring of coefficients homomor-
phism, L a Lie pseudoalgebra over H, M a representation of L with coefficients
in D. Then, by Proposition 4.14, BCΨ(M) := D′⊗DM is a representation of
BCφ(L) = H ′⊗H L with coefficients in D′. Similarly, if ρ : M1 −→ M2 is an
L-module with coefficients in D homomorphism, set BCΨ(ρ) = idD′ ⊗D ρ. Let
ModDL be the category of L-modules with coefficients in D.

Theorem 4.15. Let D,D′ be ring of coefficients over H and H ′ respectively,
Ψ = (φ, ψ) : (H,D) −→ (H ′, D′) be a ring of coefficients homomorphism. Then
BCΦ :ModDL −→ModD

′

BCφ(L) is a (covariant) functor.
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Proof. As clearly, for any choice of L-modules with coefficients inD, M1, M2, M3,
ρ ∈Mor(M1,M2), µ ∈Mor(M2,M3) we have BCΨ(µ) ◦BCΨ(ρ) = BCΨ(µ ◦ ρ)
and BCΨ(idM ) = idBCΨ(M) we are left with proving that if ρ ∈ Mor(ModDL )
then BCΨ(ρ) ∈ Mor(ModD

′

BCφ(L)). Assume that ρ : M1 −→ M2 is a L-module
with coefficients in D homomorphism. Notice that BCΨ(ρ) is well defined since
both idD′ and ρ are D-linear maps. Moreover,

((idH′ ⊗ idD′)⊗D′ BCΨ(ρ))(1⊗H a) ∗ (1⊗Dm)
= ((idH′ ⊗ idD′)⊗D′ (idD′ ⊗D ρ))(1⊗H a) ∗ (1⊗Dm)
= (idH′ ⊗ idD′)⊗D′ (1⊗H ρ(a ∗m)) = (1⊗H a) ∗ (1⊗D ρ(m))
= (1⊗H a) ∗ (BCΨ(ρ)(1⊗H m)).

By (H ′ ⊗D′)-linearity this proves that (4.24) is satisfied.

Remark 4.6. The same construction holds for associative H-pseudoalgebras.

Remark 4.7. When D = H, D′ = H ′ then BCΨ is a functor from the category
of ordinary L-modules ModL

H =ModL to ModBCφ(L). If D = H and D′ is a
ring of coefficients over H ′ then BCΨ is a functor from ModL to ModD

′

BCφ(L).

4.3 D-pseudolinear maps and gcDM

In this section we introduce the H-module gcDM of all D-pseudolinear maps
from a finiteD-moduleM to itself, proving that gcDM is a LieH-pseudoalgebra.
Let D be a ring of coefficients over H, M,N be D-modules. A D-pseudolinear
map φ is a k-linear map:

φ : M −→ (H ⊗ D)⊗DN
m 7→ φ(m)

such that

(4.26) φ(dm) = (1⊗ d)⊗D φ(m); ∀ d ∈ D.

We denote by ChomD(M,N) the space of all D-pseudolinear maps from M to
N . ChomD(M,N) is a left H-module via the action

(4.27) (hφ)(m) = (h⊗ 1)φ(m); ∀ h ∈ H.

As a consequence if M,N are D-modules and φ ∈ ChomD(M,N) then

∗ : ChomD(M,N)⊗M −→ (H ⊗ D)⊗DN
φ⊗m 7→ φ ∗m = φ(m),

is an (H ⊗ D)-linear map.

Example 4.16. Let A be an associative pseudoalgebra over H and M be an
A-module with coefficients in D. For any a ∈ A the map

(4.28)
λa : M −→ (H ⊗ D)⊗DM

m 7→ λa(m) = a ∗m,

is a D-pseudolinear map. Moreover for any h ∈ H we have hλa = λha .

59



Lemma 4.17. Let φ ∈ ChomD(M,N) and 0 6= h ∈ H. Then hφ = 0 implies
φ = 0.

Proof. Let m ∈ M and suppose that φ ∗m =
∑
i

(hi ⊗ 1)⊗Dmi, where we can

choose the mi to be linearly independent.
By (4.27) we have (hφ) ∗m =

∑
i

(hhi ⊗ 1)⊗Dmi. If (hφ) ∗m = 0 then we must

have hhi = 0. Since H = U(d) has no nonzero divisor this implies hi = 0.

Let φ ∈ ChomD(M,N) and suppose that φ ∗m =
∑
i

(hi ⊗ di)⊗D ni.

For any x ∈ X we define a map φx : M −→ N as

φx(m) =
∑
i

〈S(x), hidi(−1)〉d
i
(2)ni.

We will call φx the x-coefficients of φ. By Corollary 4.11 and properties of the
filtration of X this follows that,

(4.29) codim{x ∈ X | φxm = 0} <∞, for any m ∈M.

Moreover, since φ satisfies (4.26) we have, for any x ∈ X:

(4.30)

φx(dm) =
∑
i

〈S(x), hidi(−1)d(−1)
〉d(2)d

i
(2)ni

=
∑
i

〈S(x)S(d(−1)), hidi(−1)〉d(2)d
i
(2)ni

= d(2)

∑
i

〈S(d(−1)x), hidi(−1)〉d
i
(2)ni

= d(2)φd(−1)x(m).

On the other hand any collection of linear maps φx ∈ Hom(M,N), x ∈ X satis-
fying (4.29) and (4.30) comes from the D-pseudolinear map φ ∈ ChomD(M,N)
defined by:

φ ∗m =
∑
i

(S(hi)⊗ 1)⊗D φxim,

where {hi} is a basis of H and {xi} is the corresponding dual basis of X.

Theorem 4.18. Let M be a finite D-module and ChomD(M,M) be the H-
module of all D-pseudolinear maps from M to itself. Then

(φ ∗ ψ) ∗m = φ ∗ (ψ ∗m),

where φ, ψ ∈ ChomD(M,M), m ∈ M , endows ChomD(M,M) with a structure
of an associative pseudoalgebra over H denoted by CendM .

Proof. The map φ ∗ ψ is defined in term of its x-coefficients. The proof of the
statement is the same as in [BDK1,Lemma 10.1].

If M is a free D-module of finite rank there exists an explicit description of
CendDM .

Proposition 4.19. Let M = D ⊗ M0 where D acts trivially on M0 and
dimM0 < ∞. Then the associative pseudoalgebra CendDM is the H-module
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H ⊗ D ⊗ EndM0 with H acting on the first tensor factor endowed with the
following pseudoproduct

(4.31) (f ⊗ c ⊗A) ∗ (g ⊗ d ⊗B) = (f ⊗ gc(1))⊗H (1⊗ dc(2) ⊗AB),

for f, g ∈ H, c, d ∈ D,A,B ∈ EndM0.
Moreover, M is a CendDM -module with coefficients in D via the pseudoaction
(4.32)
(f⊗ c⊗A)∗(e⊗m) = (f⊗ ec)⊗D (1⊗Am), f ∈ H, c, e ∈ D,A ∈ EndM0,m ∈M0,

Proof. Since M = D ⊗ M0 a D-pseudolinear map is a map from M to (H ⊗
D)⊗D (D ⊗ M0) = H ⊗ D ⊗ M0. So, as a vector space, we can identify
ChomD(M,M) with H ⊗ D ⊗EndM0, with a structure of an H-module given
by multiplication by h on the first tensor factor.
We have to verify that (4.31) is an (H ⊗ H)-linear map and that it satisfies the
associativity (2.11).
Let f ⊗ c ⊗A, g ⊗ d ⊗B, h⊗ e ⊗ C ∈ CendDM , k, k′ ∈ H. Then

(kf ⊗ c ⊗A) ∗ (k′g ⊗ d ⊗B) = (kf ⊗ k′gc(1))⊗H (1⊗ dc(2) ⊗AB)
= ((k ⊗ k′)⊗H 1)((f ⊗ gc(1))⊗H (1⊗ dc(2) ⊗AB))
= ((k ⊗ k′)⊗H 1)((f ⊗ c ⊗A) ∗ (g ⊗ d ⊗B)).

This proves that (4.31) is an (H ⊗H)-linear map.
By a direct computation we obtain

(f ⊗ c ⊗A) ∗ ((g ⊗ d ⊗B) ∗ (h⊗ e ⊗ C))
= (f ⊗ c ⊗A) ∗ ((g ⊗ hd(1))⊗H (1⊗ ed(2) ⊗BC))
= (1⊗ g ⊗ hd(1))(1⊗ ∆)((f ⊗ c ⊗A) ∗ (1⊗ ed(2) ⊗BC))
= (1⊗ g ⊗ hd(1))(1⊗ ∆)((f ⊗ c(1))⊗H (1⊗ ed(2)c(2) ⊗ABC))
= ((1⊗ g ⊗ hd(1))(f ⊗ c(1) ⊗ c(2)))⊗H (1⊗ ed(2)c(3) ⊗ABC)
= (f ⊗ gc(1) ⊗ hd(1)c(2))⊗H (1⊗ ed(2)c(3) ⊗ABC),

and

((f ⊗ c ⊗A) ∗ (g ⊗ d ⊗B)) ∗ (h⊗ e ⊗ C)
= ((f ⊗ gc(1))⊗H (1⊗ dc(2) ⊗AB)) ∗ (h⊗ e ⊗ C)
= (f ⊗ gc(1) ⊗ 1)(∆⊗ 1)((1⊗ dc(2) ⊗AB) ∗ (h⊗ e ⊗ C))
= ((f ⊗ gc(1) ⊗ 1)(∆⊗ 1)(1⊗ hd(1)c(2)⊗))⊗H (1⊗ ed(2)c(3) ⊗ABC)
= ((f ⊗ gc(1) ⊗ 1)(1⊗ 1 ⊗ hd(1)c(2)))⊗H (1⊗ ed(2)c(3) ⊗ABC)
= (f ⊗ gc(1) ⊗ hd(1)c(2))⊗H (1⊗ ed(2)c(3) ⊗ABC),

We are left with proving that M is a CendDM -module with coefficients in D.
We have to verify that (4.32) is an (H ⊗ D)-linear map which satisfies (4.20).
Let f ⊗ c ⊗ A, g ⊗ d ⊗ B ∈ CendDM , e ⊗ m ∈ M , h ∈ H, d ∈ D. Then we
have,

(hf ⊗ c ⊗A) ∗ (de⊗ m) = (hf ⊗ edc)⊗D (1⊗ Am)
= ((h⊗ d)⊗H 1)((f ⊗ ec)⊗D (1⊗ Am))
= ((h⊗ d)⊗H 1)((f ⊗ c ⊗A) ∗ (e⊗ m)).
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Let us compute:

((f ⊗ c ⊗A) ∗ (g ⊗ d ⊗B)) ∗ (e⊗ m)
= ((f ⊗ gc(1))⊗H (1⊗ dc(2) ⊗AB)) ∗ (e⊗ m)
= (f ⊗ gc(1) ⊗ 1)(∆⊗ 1)((1⊗ dc(2) ⊗AB) ∗ (e⊗ m))
= (f ⊗ gc(1) ⊗ 1)(∆⊗ 1)((1⊗ edc(2))⊗D (1⊗ ABm))
= (f ⊗ gc(1) ⊗ 1)(1⊗ 1 ⊗ edc(2))⊗D (1⊗ ABm)
= (f ⊗ gc(1) ⊗ edc(2))⊗D (1⊗ ABm),

and
(f ⊗ c ⊗A) ∗ ((g ⊗ d ⊗B) ∗ (e⊗ m))
= (f ⊗ c ⊗A) ∗ ((g ⊗ ed)⊗D (1⊗ Bm))
= (1⊗ g ⊗ ed)(1⊗ ∆)((f ⊗ c ⊗A) ∗ (1⊗ Bm))
= (1⊗ g ⊗ ed)(1⊗ ∆)((f ⊗ c)⊗D (1⊗ ABm))
= ((1⊗ g ⊗ ed)(f ⊗ c(1) ⊗ c(2)))⊗D (1⊗ ABm)
= (f ⊗ gc(1) ⊗ edc(2))⊗D (1⊗ ABm).

We denote by gcDM the Lie pseudoalgebra structure on H obtained from
CendDM by use of (2.14). Clearly, M is a gcDM -module too.
If M is a free D-module of rank N then we denote CendDM and gcDM re-
spectively by CendDN and gcDN .

Example 4.20. Let M be a free D-module of rank 1. The associative H-
pseudoalgebra CendD1 is the H-module H⊗ D, with H acting on the first tensor
factor, endowed with the associative pseudoproduct:

(f ⊗ c) ∗ (g ⊗ d)) = (f ⊗ gc(1))⊗H (1⊗ dc(2)),

for f, g ∈ H, c, d ∈ D.
As a consequence of (2.14), gcD1 is H ⊗ D endowed with the pseudobracket:

[(f ⊗ c) ∗ (g ⊗ d)] = (f ⊗ gc(1))⊗H (1⊗ dc(2))− (fd(1) ⊗ g)⊗H (1⊗ cd(2)),

for f, g ∈ H, c, d ∈ D.

Remark 4.8. The algebraic structures in Example 4.20 are remindful to those
introduced by Kolesnikov in [Ko2] and Retakh in [Re].

Proposition 4.21. Let D be a ring of coefficients over H, M be a finite D-
module, A be an associative H-pseudoalgebra. Giving an A-module structure
with coefficients in D over M is equivalent to giving an associative pseudoal-
gebras homomorphism from A to CendDM . A similar statement holds for Lie
H-pseudoalgebras L.

Proof. The equivalence between A-modules with coefficients in D and associa-
tive pseudoalgebras homomorphism from A to CendDM is obtained via the
map (4.28).

Remark 4.9. For D = H we reobtain the results stated in Proposition 2.28.

Corollary 4.22. Let M be an L-module with coefficients in D. Then any
torsion element of L acts trivially on M .
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Proof. It follows by Lemma 4.17.

In the rest of this section we will assume that D is a ring of coefficients over
H such that H ⊗ D = (k⊗D)∆(D).
Let φ ∈ ChomD(M,N), we set:

kerp φ = {m ∈M | φxm = 0, ∀x ∈ F pX}.

Lemma 4.23. The space ker−1 φ = kerφ = {m ∈M | φxm = 0, ∀x ∈ X} is a
D-submodule of M .

Proof. By (4.30), for any d ∈ D,m ∈ kerM , we have:

φx(dm) = d(2)φd(−1)xm = 0 =⇒ dm ∈ kerφ.

Proposition 4.24. Let φ ∈ ChomD(M,N). Then the vector space kerp φ/ kerφ
is finite dimensional for any p ≥ −1.

Proof. By Lemma 4.23 after replacing M by M/ kerφ we can assume without
loss of generality that kerφ = 0. By definition we have kerp φ = φ−1((F pH ⊗
k)⊗DN). By Lemma 4.12 we have (F pH⊗k)⊗DN = (k⊗F pD)⊗DN , so that
φ(kerp φ) ⊂ (k⊗ F pD)⊗DN ' F pD⊗N via the isomorphism π given in (4.8).
On the other hand M , since M is finite and φ satisfies (4.26) there exists a finite
dimensional subspace N ′ of N such that φ(kerp φ) ⊂ (k⊗D)⊗DN ′ ' D ⊗N ′.
Using Lemma 2.6 we obtain φ(kerp φ) ⊂ (F pD⊗N ′). Injectivity of π ◦φ implies
that kerp φ is finite-dimensional.

Lemma 4.25. Let φ ∈ ChomD(M,N). If d ∈ D is not a divisor of zero then
dm ∈ kerφ = {m ∈M | φxm = 0, ∀x ∈ X} implies m ∈ kerφ.

Proof. Let m ∈ M and suppose that φ ∗m =
∑
i

(1⊗ di)⊗D ni, where {ni} is a

system of linearly independent vectors. By (4.26),

φ ∗ (dm) =
∑
i

(1⊗ ddi)⊗D ni.

If φ ∗ (dm) = 0 then ddi = 0. By our assumption this forces di to be zero.

Corollary 4.26. Let M be an L-module with coefficients in D, where D is such
that H ⊗ D = (k ⊗ D)∆(D). Then any torsion element from M is acted on
trivially by L.

Proof. It follows by Lemma 4.25.

4.4 The correspondence between L-modules with
coefficients and conformal L-modules

In this section we prove that there exists a one-to-one correspondence between
L-modules with coefficients and conformal modules satisfying a suitable techni-
cal condition on the annihilation algebra L of L. This result is a generalization
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of the same correspondence given in [BDK1,Proposition 9.1] for ordinary L-
modules.
We will apply this result in the next chapter in order to study irreducible mod-
ules of the Poisson algebra PN .

Theorem 4.27. Let D be a ring of coefficients over H, L be a Lie pseudoalgebra
and L be its annihilation algebra. Any L-module M with coefficients in D has
a structure of conformal L-module given by the following action

(4.33) (x⊗H a).m =
∑
i

〈x, S(hi)〉mi, if a ∗m =
∑
i

(hi ⊗ 1)⊗Dmi.

Moreover the action defined in (4.33) is D-compatible, i.e., it satisfies

(4.34) d.(lm) = (d(1)l).(d(2)m),

for any d ∈ D, l ∈ L, m ∈M .
Conversely, if M is a conformal L-module whose Lie action satisfies (4.34) then
M has a structure of L-module with coefficients in D given by

(4.35) a ∗m =
∑
i

(S(hi)⊗ 1)⊗D ((xi⊗H a) ·m),

where {hi} is a basis of H and {xi} the corresponding dual basis of X.

Proof. We have to prove that (4.33) is a Lie action, i.e.,

(4.36) [(x⊗H a), (y⊗H b)].m = (x⊗H a).((y⊗H b).m)− (y⊗H b).((x⊗H a).m),

for x, y ∈ X, a, b ∈ L,m ∈M . Let

b ∗m =
∑
i

(ki ⊗ 1)⊗Dmi, a ∗mi =
∑
j

(gij ⊗ 1)⊗Dmij ,

a ∗m =
∑
p

(hp ⊗ 1)⊗Dmp, b ∗mp =
∑
q

(fpq ⊗ 1)⊗Dmpq.

By (4.19) we have:

a ∗ (b ∗m) =
∑
i,j

(gij ⊗ ki ⊗ 1)⊗Dmij ,(4.37)

(b ∗ (a ∗m))σ12 =
∑
p,q

(hp ⊗ fpq ⊗ 1)⊗Dmpq.(4.38)

By definition we have:

(x⊗H a).((y⊗H b).m) = (x⊗H a).(
∑
i

〈y, S(ki)〉mi)

=
∑
i

〈y, S(ki)〉(x⊗H a).mi

=
∑
i,j

〈x, S(gij)〉〈y, S(ki)〉mij .

A similar computation shows that:

(y⊗H b).((x⊗H a).m) =
∑
p,q

〈x, S(hp)〉〈y, S(fpq)〉mpq.
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The Lie action (4.33) is such that in the right-hand side of (4.36) x ∈ X is acted
on by the first tensor factor in H in the right-hand side of (4.37) and (4.38) and
y ∈ X is acted on by the second tensor factor in H of the same equations. We
are left with proving that the same holds for the left-hand side of (4.36) . Let

[a ∗ b] =
∑
r

(lr ⊗ 1)⊗H cr, cr ∗m =
∑
s

(trs ⊗ 1)⊗Dmrs.

By (4.19) we obtain:

[a ∗ b] ∗m =
∑
r,s

(lrtrs(1) ⊗ t
rs
(2) ⊗ 1)⊗Dmrs.

Recall that by (2.39) we have:

[x⊗H a, y⊗H b] =
∑
r

(xlr)(y)⊗H cr,

so that,

[(x⊗H a), (y⊗H b)].m =
∑
r,s
〈(xlr)(y), S(trs)〉mrs

=
∑
r,s
〈xlr, trs(−1)〉〈y, t

rs
(−2)〉mrs

=
∑
r,s
〈x, S(lr)S(trs(1))〉〈y, S(trs(2))〉mrs

=
∑
r,s
〈x, S(lrtrs(1))〉〈y, S(trs(2))〉mrs.

Then (4.36) follows from (4.21). It remains to check that (4.34) is satisfied.

(d(1)(x⊗H a)).(d(2).m) = (d(1)x⊗H a)d(2)m =
∑
i

〈d(1)x, S(hid(−2))〉d(3)mi,

since
a ∗ (d(2)m) = (1⊗ d(2))a ∗m =

∑
i

(hid(−2) ⊗ 1)⊗D d(3)mi.

Then,∑
i

〈d(1)x, S(hid(−2))〉d(3)mi =
∑
i

〈d(1)x, d(2)S(hi)〉d(3)mi

=
∑
i

〈x, d(−1)d(2)S(hi)〉d(3)mi

=
∑
i

〈x, S(hi)ε(d(1))〉d(2)mi

=
∑
i

〈x, S(hi)〉dmi = d
∑
i

〈x, S(hi)〉mi

= d.((x⊗H a)m).

Now, let M be a conformal L-module which satisfies the D-compatibility con-
dition (4.34). We want to prove that (4.35) endows M with a structure of an
L-module with coefficients in D. First of all we have to check that it is an
(H ⊗D)-linear map.

ha ∗m =
∑
i

(S(hi)⊗ 1)⊗D ((xi ⊗ ha).m) =
∑
i

(S(hi)⊗ 1)⊗D ((xih⊗H a).m)

=
∑
i

(hS(hi))⊗ 1)⊗D ((xi⊗H a).m)

= ((h⊗ 1)⊗D 1)
∑
i

((S(hi)⊗ 1)⊗D ((xi⊗H a).m)

= ((h⊗ 1)⊗D 1) (a ∗m).
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And

(1⊗ d)⊗D (a ∗m) =
∑
i

(S(hi)⊗ d)⊗D ((xi⊗H a).m)

=
∑
i

(S(hi)d(−1) ⊗ 1)⊗D d(2)[(xi⊗H a).m]

=
∑
i

(S(d(1)h
i)⊗ 1)⊗D d(2)[(xi⊗H a).m]

=
∑
i

(S(hi)⊗ 1)⊗D d(2)[d(−1)xi⊗H a).(d(3)m)]

=
∑
i

(S(hi)⊗ 1)⊗D ((d(2)d(−1)xi⊗H a).d(3)m)

=
∑
i

(S(hi)⊗ 1)⊗D ((ε(d(1))xi⊗H a).d(2)m)

=
∑
i

(S(hi)⊗ 1)⊗D ((xi⊗H a).ε(d(1))d(2)m)

=
∑
i

(S(hi)⊗ 1)⊗D ((xi⊗H a).dm) = a ∗ dm.

Now let
[a ∗ b] =

∑
r

(lr ⊗ 1)⊗H cr,

so that
[xi⊗H a, xj⊗H b] =

∑
r

(xilr)xj⊗H cr.

Then
[a ∗ b] ∗m =

∑
r,s

(lrS(hrs(1))⊗ S(hrs(2))⊗ 1)⊗D ((xrs ⊗ cr).m).

On the other hand

a ∗ (b ∗m)− (b ∗ (a ∗m))σ12 =
∑
p,q

(S(hpq)⊗ S(hp)⊗ 1)⊗D ((xpq⊗H a).((xp⊗H b).m))

−
∑
i,j

(S(hi)⊗ S(hij)⊗ 1)⊗D ((xij⊗H b).((xi⊗H a).m)).

Then (4.21) follows from (4.36).
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Chapter 5

Representations of PN

We now apply the pseudoalgebraic language towards the study of discrete mod-
ules of the Lie algebra PN . Throughout this chapter, d denotes an abelian
Lie algebra of dimension N = 2n, of which we fix a basis {∂1, . . . , ∂N}. We
will first recall the definition of H(d, 0, ω) and describe its annihilation alge-
bra according to [BDK1]. We will then show that discrete irreducible modules
of PN can be understood as representations of H(d, 0, ω) with coefficients in
Dλ via the correspondence given in Chapter 4. Here we follow [DM]. We will
then study tensor modules and singular vectors using the same strategy as in
[BDK2, BDK3, BDK4]: it extends to representation with coefficients in Dλ

without special effort.

5.1 The Lie pseudoalgebra H(d, 0, ω)

The universal enveloping algebraH = U(d) = S(d) is isomorphic to k[∂1, . . . , ∂N ]
and, as we have seen in Section 2.3, it is a graded associative commutative al-
gebra, with deg ∂i = 1, i = 1, . . . , N . Its dual X = ON = k[[t1, . . . , tN ]], where
{ti} is a basis of d∗ dual to {∂i}, also posses a gradation.
Section 8.5 in [BDK1] shows that all Lie pseudoalgebra structures on a free
H-module L = He of rank 1 satisfy

[e ∗ e] = (r + s⊗ 1− 1⊗ s)⊗H e,

for some r ∈ d ∧ d, s ∈ d. Moreover, if r is of maximal rank, and N > 2, then
necessarily s = 0. In what follows, we will focus on such structures, that are
denoted by H(d, 0, ω), where ω ∈ ∧2d∗ is the symplectic 2-form corresponding to

the inverse of r. H(d, 0, ω) is a simple Lie pseudoalgebra. If r =
N∑

i,j=1

rij∂i ⊗ ∂j

and ωij = ω(∂i, ∂j), then the matrices (rij) and (ωij) are inverse to each other.

Lemma 5.1. [BDK1] The following

(5.1)
ι : H(d, 0, ω) −→ W (d)

e 7→ −r,

is the only nonzero Lie pseudoalgebra homomorphism from H(d, 0, ω) to W (d).
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We set:

(5.2) ∂i =
N∑
j=1

rij∂j .

Then,

∂i =
N∑
j=1

ωij∂
j , r =

N∑
i=1

∂i ⊗ ∂i = −
N∑
i=1

∂i ⊗ ∂i.

By a direct computation we obtain the following relations

(5.3) ω(∂i, ∂j) = δij = −ω(∂i, ∂j), ω(∂i, ∂j) = −rij = 〈ti, ∂j〉.

Remark 5.1. Since r and ω are nondegenerate it is always possible to choose
a basis {∂1, . . . , ∂N} of d such that

ω(∂i ∧ ∂n+j) = −δij , i, j = 1, . . . , n.

In this case
∂i = ∂n+i, ∂n+i = −∂i, i = 1, . . . , n,

and

(5.4) r =
n∑
i=1

(∂i ⊗ ∂n+i − ∂n+i ⊗ ∂i).

5.1.1 The symplectic algebra sp(d, ω)

Let {ti} be the basis of d∗ dual to {∂i}. We consider the identification of End d =
Hom(d, d) with d ⊗ d∗ given by eji 7→ ∂i ⊗ tj . Let ∗ be the antihomomorphism
of associative algebras which uniquely extends

(∂i ⊗ tj)
∗

= −∂j ⊗ ti,

where ∂i is defined in (5.2).
Then the symplectic algebra is

sp(d, ω) = {A ∈ End d | A∗ = −A}.

It is a Lie subalgebra of gl d. Since ω is nondegenerate sp(d, ω) is isomorphic to
the symplectic Lie algebra spN . In particular, it is a simple Lie algebra.
The elements

f ij = −1
2

(∂i ⊗ tj + ∂j ⊗ ti)

linearly generate sp(d, ω) and {f ij}i≤j is a basis of sp(d, ω). Notice that f ij =
f ji.
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5.2 The annihilation algebra of H(d, 0, ω)

Let P = X⊗H He ' X⊗H e be the annihilation algebra of H(d, 0, ω). Due to
(2.39), its Lie bracket is given by

(5.5) [φ⊗H e, ψ⊗H e] =
∑
ij

rij(φ∂i)(ψ∂j)⊗H e =
∑
i

(φ∂i)(ψ∂i)⊗H e.

Recall that P is an H-module via the action defined in (2.40) and that ∂i act
as −∂/∂ti.

Lemma 5.2. The annihilation algebra P has a one-dimensional center linearly
generated by 1⊗H e.

Proof. By formula (5.5) we have

[1⊗H e, ψ⊗H e] =
∑
ij

rij(1∂i)(ψ∂j)⊗H e = 0,

for any ψ⊗H e ∈ P.
Conversely, let φ⊗H e ∈ Z(P). Then by (5.5)

0 = [tk⊗H e, φ⊗H e] =
∑
ij

rij(tk∂i)(φ∂j)⊗H e = −δikrij(φ∂j)⊗H e.

This follows that (φ∂j) = 0 for j = 1, . . . , N and so φ ∈ k.

The canonical injection ι of the subalgebra H(d, 0, ω) in W (d) defined in
(5.1) induces a Lie algebra homomorphism ι∗ : P −→ W. Its kernel coincides
with the center of P. In particular, P is a central extension of ι∗(P) = H ⊂ W
by the one-dimensional ideal k⊗H e. If {∂1, . . . , ∂N} is such that (5.4) holds
then the Lie bracket on P reads as,

[φ⊗H e, ψ⊗H e] =
n∑
i=1

(
∂φ

∂ti

∂ψ

∂tn+i
− ∂φ

∂tn+i

∂ψ

∂ti

)
⊗H e = {φ, ψ}⊗H e.

As an immediate consequence,

Proposition 5.3. The Poisson algebra PN is isomorphic to the annihilation
algebra P of H(d, 0, ω). The isomorphism being given by:

ρ : PN −→ X⊗H e
φ 7→ φ⊗H e.

Remark 5.2. Let {∂1, . . . , ∂2n} be a basis of d such that (5.4) is satisfied.
Then the isomorphism between W and W2n given in (2.42) identifies H with
the subalgebra H2n ⊂ W2n of all formal vector fields preserving the standard

symplectic form
n∑
i=1

dti ∧ dtn+i.

Let {GpX} be the gradation of X defined in (2.29). If we set

(5.6) Pp = Gp+2X⊗H e, p ≥ −2,

then
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Lemma 5.4. {Pp}p≥−2 defines a gradation on P which satisfies:

d.(Pp) ⊂ Pp−1,(5.7)
[Pp,Pq] ⊂ Pp+q,(5.8)

(GqH).(Pp) ⊂ Pp−q.(5.9)

Proof. The first statement is clear. Let φ ∈ Pp, ψ ∈ Pq. Then by (5.5), (5.7)
and (2.30) it follows that [φ⊗H e, ψ⊗H e] ∈ Gp+q+2X⊗H e = Pp+q. The last
statement follows from (2.31).

We consider on P the filtration induced by (5.6) given by:

(5.10) Pp = FpP =
∏
q≥p

Pq = F p+1X⊗H e, p ≥ −2.

Lemma 5.5. The filtration {Pp}p≥−2 of P defined in (5.10) satisfies

(a) d(Pp) ⊂ Pp−1,

(b) [Pp,Pq] ⊂ Pp+q.

Notice that P0 is a Lie subalgebra of P and all Pp, p ≥ 0, are ideals of P0.
The filtration {Pp} satisfies

(5.11) P−2/P−1 ' k(1⊗H e), P−1/P0 ' d∗⊗H e.

The filtrations of P and W are compatible, i.e., ι∗(Pp) = ι∗(P) ∩Wp.

Lemma 5.6. The homomorphism of Lie algebras ι∗ : P −→W is such that:

ι∗(ti⊗H e) = 1⊗ ∂i moduloW1,
ι∗(titj⊗H e) = tj ⊗ ∂i + ti ⊗ ∂j moduloW1.

Proof. It follows by ι∗(x⊗H e) =
∑
k

(∂x/∂tk)⊗ ∂k by a direct computation.

Proposition 5.7. Let {Pp}p≥−2 be the filtration of P defined in (5.10). There
exists an isomorphism of Lie algebras from P0/P1 to sp(d, ω).

Proof. It is a consequence of injectivity of π : H0 −→ W0/W1, compatibility
between the filtrations of P and W and Lemma 5.6, using the identification
between gl(d) and W0/W1 given in [BDK2].

Proposition 5.8. The normalizer NP of Pp, p ≥ 0, in P is independent of p
and it equals k(1⊗H e) + P0.

Proof. This follows by Lemma 5.2 and [P0,Pp] ⊂ Pp that k(1⊗H e) +P0 ⊂ NP .
By (5.11) we have P = k(1⊗H e) + d∗⊗H e + P0. It remains to prove that
ti⊗H e 6∈ NP . This follows by point (a) of Lemma 5.5.

70



5.2.1 A central extension of d

Let {∂i} be a basis of d, {ti} be the corresponding dual basis of d∗.
We define a map d 3 ∂i 7→ ∂̂i = −ti⊗H e ∈ d∗⊗H e and we extend it by linearity
to a map from d to P.

Lemma 5.9. For any ∂ ∈ d, φ⊗H e ∈ P the map from d to P just defined
satisfies

(5.12) [∂̂, φ⊗H e] = ∂.(φ⊗H e).

Proof. It is sufficient to prove (5.12) for ∂̂i.

[∂̂i, φ⊗H e] = [−ti⊗H e, φ⊗H e] = −
∑
kj

rkj(ti∂k)(φ∂j)⊗H e

=
∑
j

rij(φ∂j)⊗H e = (
∑
j

rij∂jφ)⊗H e

= (∂iφ)⊗H e = ∂i.(φ⊗H e).

Let d̂ = spank{c = −1⊗H e, ∂̂i, i = 1, . . . , N}. Then we have the following

Proposition 5.10. d̂ is a Lie subalgebra of P. It is a central extension of d of
2-cocycle ω.

Proof. The fact that c is a central element follows by Lemma 5.2. The second
part of the statement follows by Lemma 5.9 and (5.3).

Remark 5.3. The Lie algebra P decomposes as a direct sum of vector spaces
P = d̂⊕ P0.

Let ι : d̂ −→ P be the canonical embedding of d̂ in P and π be the canonical
projection from d̂ to d. Let ∂̂ ∈ d̂ and φ⊗H e ∈ P. We can reformulate (5.12) as

[ι(∂̂), φ⊗H e] = π(∂̂).(φ⊗H e).

Corollary 5.11. Let M be a P-module. For any ∂ ∈ d, φ⊗H e ∈ P, m ∈ M
we have

(5.13) ∂̂.((φ⊗H e).m) = (∂.(φ⊗H e)).m+ (φ⊗H e).(∂̂.m).

Proof. Since M is a P-module we have

[∂̂, φ⊗H e].m = ∂̂.(φ⊗H e.m)− (φ⊗H e).(∂̂.m).

Then the statement immediately follows by Lemma 5.9.

5.3 Irreducible conformal modules over PN

In this section we show that the action of the Poisson algebra on an irreducible
conformal module M can be lifted to a pseudoaction with coefficients in Dλ of
H(d, 0, ω) on M .
Let P be the annihilation algebra of H(d, 0, ω), {Pp}p≥−2 be the decreasing
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filtration of P defined in (5.10) and M be a P-module.
We set

(5.14) kerpM = {m ∈M | Pp.m = 0}.

Recall that a P-module M is conformal if M =
⋃
p

kerpM and it is P0-locally

finite if any m ∈M is contained in a finite-dimensional P0-module.
Let M be a conformal P-module. Then kerpM is stable for the action of the
normalizer NP of Pp in P. Every kerpM , p ≥ 0, is therefore a NP/Pp-module.
In particular, since P0 ⊂ NP is a Lie subalgebra of P then any kerpM is a
P0/Pp-module.

Lemma 5.12. The subalgebra P1 ⊂ P0 acts trivially on any irreducible finite-
dimensional conformal P0-module R. Irreducible finite-dimensional conformal
P0-modules are in one-to-one correspondence with irreducible finite-dimensional
modules over the Lie algebra P0/P1 ' sp(d, ω).

Proof. A finite-dimensional vector space R is a conformal P0-module if and only
if it is a P0-module on which Pp acts trivially for some p ≥ 0. It means that
R is an irreducible P0/Pp-module, where g = P0/Pp is a finite-dimensional Lie
algebra. Let g0 = P0/P1 ' sp(d, ω) and r = P1/Pp. Note that r is a solvable
ideal of g so it is contained in Rad g. By Cartan-Jacobson’s Theorem r acts by
scalar multiplication on R. On the other hand since all Pi/Pi+1 are irreducible
g0-modules we can apply Lemma 2.23 to conclude that the adjoint action of g0

on r is surjective. Then r acts trivially on R.

Proposition 5.13. Let k be an uncountable field of characteristic zero. Let M
be an irreducible conformal P-module. Then M is at most countable dimensional
and any central element in P acts via scalar multiplication by λ ∈ k.

Proof. Since M is a conformal P-module there exists k such that kerpM =
Mp 6= 0. We know that Mp is a P0/Pp-module, where P0/Pp is a finite-
dimensional Lie algebra. Its universal enveloping algebra U(P0/Pp) is therefore
countable dimensional so that we can find a countable dimensional nonzero P0-
submodule R of Mp. Let us consider the induced representation U = IndPP0

R =
U(P)⊗U(P0)R and recall that P = d̂⊕ P0. This follows by PBW-theorem that
U(P) is a free U(P0)-module. Then we have

U(P) = U(d̂)U(P0).

The map
U(d̂)⊗ U(P0) −→ U(d̂)U(P0)

dI ⊗ pJ 7→ dIpJ

is an isomorphism of vector spaces. Therefore

U = U(P)⊗U(P0)R ' U(d̂)U(P0)⊗U(P0)R

' U(d̂)⊗ U(P0)⊗U(P0)R ' U(d̂)⊗R.

this proves that U is still countable dimensional. By irreducibility of M there
exists a surjective homomorphism from U to M , proving that M is countable
dimensional. The last part of the statement follows from a countable Schur
Lemma.
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Theorem 5.14. Let M be an irreducible conformal PN -module on which central
elements act via scalar multiplication. There exists λ ∈ k such that M can be
lifted to a H(d, 0, ω)-module with coefficients in Dλ.

Proof. We may use the embedding of d̂ in P to endow M with a U(d̂)-module
structure. We have seen in the proof of Proposition 5.13 that M is a quotient of
U(d̂)⊗R, where R is a countable dimensional P0-submodule. If c = −1⊗H e ∈ P
acts on M via multiplication by λ ∈ k then the left action of U(d̂) factors via
the quotient Dλ = U(d̂)/(c − λ)U(d̂). This proves that M has a structure of
a Dλ-module. The compatibility condition (4.34) of Theorem 4.27 between
the H-module structure of P and the Dλ-structure of M has been proved in
Corollary 5.11 for a set of algebra generators of Dλ.

Notice that if the central element c ∈ P acts trivially on M then we ob-
tain a correspondence between irreducible conformal P-modules and ordinary
H(d, 0, ω)-modules [BDK4].

Remark 5.4. In the statement of Theorem 5.14 we use the isomorphism be-
tween the Poisson algebra PN and the annihilation algebra P of H(d, 0, ω).

5.4 Singular vectors of finite H(d, 0, ω)-modules
with coefficients

In this section we show how the language of Lie pseudoalgebras with coefficients
in D simplifies the computation of singular vectors. To make this strategy
effective we need equalitiesH⊗D = (H⊗k)∆D(D) andH⊗D = (k⊗D)∆D(D).
We showed in Proposition 4.10 that the latter equality holds for the ring of
coefficients Dλ.

Lemma 5.15. Let M be a finite H(d, 0, ω)-module with coefficients in Dλ. If
p ≥ −1, then kerpM/ kerM is finite dimensional.

Proof. Let φe ∈ ChomDλ(M,M) the Dλ-pseudolinear map associated to the
action of the free generator e of H(d, 0, ω). Recall that Pp = Fp+1X⊗H e '
Fp+1X as a vector space. Then the statement follows by Proposition 4.24 as

kerp+1 φe = {m ∈M | φexm = 0, ∀x ∈ F p+1X} ' kerpM.

It follows by Lemma 5.15 that if M is irreducible then all kerpM are finite
dimensional P0-modules. In other way, M is a P0-locally finite P-module.

Proposition 5.16. Let M be a P0-locally finite irreducible conformal P-module
on which the central element acts via scalar multiplication. There exists λ ∈ k
such that M can be endowed with a structure of a finite H(d, 0, ω)-module with
coefficients in Dλ.

Proof. We know by Theorem 5.14 that M can be endowed with a structure of
H(d, 0, ω)-module with coefficients in Dλ. To prove that M is finite as a Dλ-
module it is sufficient to observe that under the locally finite assumption it is
possible to find a finite-dimensional irreducible P0-submodule R 6= 0. Then the
same argument used in the proof of Theorem 5.14 shows that M is a quotient
of the finite Dλ-module Dλ ⊗R.
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Let M be an H(d, 0, ω)-module with coefficients in Dλ. We will call each
nonzero element in singM = ker1M a singular vector of M . It follows by
Theorem 4.27 that m ∈M is a singular vector if and only if

e ∗m ∈ (F 2H ⊗ k)⊗Dλ M.

By Lemma 4.12 this condition is equivalent to

e ∗m ∈ (k⊗ F 2Dλ)⊗Dλ M.

Notice that kerM ⊂ singM and singM/ kerM is finite-dimensional if M is
finite. If M is irreducible then kerM = 0. Recall that singM is an sp(d, ω)-
module, via the isomorphism P0/P1 ' sp(d, ω) of Proposition 5.7. Let ρsing :
sp(d, ω) −→ gl singM be the corresponding representation. Then

ρsing(f ij)m =
1
2

(titj⊗H e).m, m ∈ singM.

Proposition 5.17. Let M be an H(d, 0, ω)-module with coefficients in Dλ. Let
m ∈ singM . Then

e ∗m =
N∑

i,j=1

(∂i∂j ⊗ 1)⊗Dλ ρsing(f ij)m

+
N∑
i=1

(∂i ⊗ 1)⊗Dλ (∂̂i.m)

−(1⊗ 1)⊗Dλ (λm).

Proof. Since m ∈ singM we have P1.m = 0. By Theorem 4.27 the action of
H(d, 0, ω) on m is

e ∗m =
N∑
i<j

(S(∂i∂j)⊗ 1)⊗Dλ ((titj⊗H e).m)

+
N∑
i=j

(S((∂i)
2
/2)⊗ 1)⊗Dλ (((ti)

2⊗H e).m)

+
N∑
i=1

(S(∂i)⊗ 1)⊗Dλ ((ti⊗H e).m)

+(S(1)⊗ 1)⊗Dλ ((1⊗H e).m)

=
N∑
i<j

(∂i∂j ⊗ 1)⊗Dλ (2ρsing(f ij)m)

+ 1
2 ((∂i)

2 ⊗ 1)⊗Dλ (2ρsing(f ii)m)

+
N∑
i=1

(∂i ⊗ 1)⊗Dλ (∂̂i.m)− (1⊗ 1)⊗Dλ (λm).

Since d is an abelian Lie algebra then we have ∂i∂j = 1
2∂i∂j + 1

2∂j∂i.

Corollary 5.18. Let M be an H(d, 0, ω)-module with coefficients in Dλ. Let R
be a nontrivial sp(d, ω)-submodule of singM . Denote by DλR the Dλ-submodule
of M generated by R. Then DλR is an H(d, 0, ω)-submodule of M .

Proof. By (5.17) we have H(d, 0, ω) ∗ R ⊂ (H ⊗ Dλ) ⊗Dλ DλR. Since ∗ is an
(H,Dλ)-linear map we have H(d, 0, ω) ∗DλR ⊂ (H ⊗Dλ)⊗Dλ DλR.
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Proposition 5.19. Let M be a nontrivial finite H(d, 0, ω)-module with coeffi-
cients in Dλ. Then singM 6= 0 and singM/ kerM is finite dimensional.

Proof. The second part of the statement is a special case of Lemma 5.14. We
can assume without loss of generality that kerM = 0.
M is a conformal P-module so that there exists p such that U = kerpM 6= 0.
By Lemma 5.15 U is a finite-dimensional P0-module. Let R be a minimal P0-
submodule of U . Then R is an irreducible P0-module. By Lemma 5.12 P1 acts
trivially on R. This proves that 0 6= R ⊂ singM .

5.4.1 Tensor modules for H(d, 0, ω)

In this section in analogy with [BDK2, BDK3, BDK4] we introduce a special
class of H(d, 0, ω)-module with coefficients in Dλ, that we call tensor modules.
We show that every irreducible finite H(d, 0, ω)-module with coefficients in Dλ

is an homomorphic image of a tensor module. We also explain how the study
of singular vectors of Dλ ⊗ R can be used in order to obtain a classification of
an important class of irreducible modules over PN .
Let M be a P0-locally finite conformal P-module on which central elements act
via scalar multiplication. Therefore M has a structure of a finite H(d, 0, ω)-
module with coefficients in Dλ, λ ∈ k. Let R ⊂ singM be an irreducible
sp(d, ω)-module with an action ρR. Then, since the central element c acts via
scalar multiplication by λ, we obtain a (P0-locally finite) conformal P-module
Dλ ⊗R. By Theorem 4.27 Dλ ⊗R can be endowed with a structure of a finite
H(d, 0, ω)-module with coefficients in Dλ. We call Dλ ⊗R a tensor module for
H(d, 0, ω). We now explicitly describe this structure.
Let Dλ ⊗ R be the free Dλ-module generated by R, where Dλ acts by a left
multiplication on the first tensor factor. Then for r ∈ R ⊂ singM we define a
pseudaction with coefficients in Dλ on Dλ ⊗R by setting:

(5.15)

e ∗ (1⊗ r) =
N∑

i,j=1

(∂i∂j ⊗ 1)⊗Dλ (1⊗ ρR(f ij)r)

+
N∑
i=1

(∂i ⊗ 1)⊗Dλ (δi ⊗ r)

−(1⊗ 1)⊗Dλ (1⊗ λr).

Extending (5.15) to all Dλ ⊗ R by (H ⊗ Dλ)-linearity endows Dλ ⊗ R with a
structure of a H(d, 0, ω)-module with coefficients in Dλ.

Remark 5.5. Using formulas (4.13) and (4.14) we can rewrite (5.15) as

(5.16)

e ∗ (1⊗ r) =
∑
ij

(1⊗ δiδj)⊗Dλ (1⊗ ρR(f ij)r)

+
∑
i

((1⊗ δi)⊗Dλ ((δi ⊗ r) +
∑
j

(2δj ⊗ ρR(f ij)r))

+(1⊗ 1)⊗Dλ ((n− 1)λ⊗ r).

Let
φ : Dλ ⊗R −→ M

d⊗ r 7→ d.ρR(r),

and denote by DλR the image of Dλ ⊗R in M .
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Proposition 5.20. Let M be an irreducible P0-locally finite conformal P-
module. Then M = DλR, where R is a finite-dimensional irreducible sp(d, ω)-
module.

Proof. By construction φ is a homomorphism of H(d, 0, ω)-modules with coef-
ficients in Dλ. Then DλR is a P-submodule of M . Irreducibility M of implies
the statement.

Corollary 5.21. Any P0-locally finite conformal P-module M is a homomor-
phic image of a tensor module Dλ ⊗R.

5.4.2 Irreducibility of tensor modules for H

As a consequence of Corollary 5.21 we have that any irreducible H(d, 0, ω)-
modules with coefficients in Dλ is a quotient of Dλ ⊗R.
For this reason it is important to study the irreducibility of tensor modules
Dλ⊗R. In this section we establish an irreducibility criterion for tensor modules.
We also determine explicit conditions which must be satisfied by nonconstant
singular vectors of tensor modules for tensor modules which not satisfy the
irreducibility criterion.

Lemma 5.22. Let Dλ ⊗ R be the H(d, 0, ω)-module with coefficients in Dλ

defined by (5.15). Then k⊗R ⊂ sing(Dλ ⊗R).

Proof. By construction we have e ∗ (1⊗ r) ∈ (F 2H ⊗ k)⊗Dλ (Dλ ⊗R) for any
r ∈ R.

Remark 5.6. We will call singular vectors u ∈ k⊗R constant singular vectors.

Proposition 5.23. Let N be a proper H(d, 0, ω)-submodule with coefficients in
Dλ of Dλ ⊗R. Then N ∩ (k⊗R) = 0.

Proof. N is a P-module and (k ⊗ R) is an sp(d, ω)-module. Their intersection
N ∩(k⊗R) is an sp(d, ω)-submodule. Since k⊗R ' R is an irreducible sp(d, ω)-
module we have the statement.

Remark 5.7. This follows by Proposition 5.23 that if Dλ ⊗ R is reducible it
must contain nonconstant singular vectors.

Corollary 5.24. Suppose that sing(Dλ ⊗ R) = k ⊗ R. Then Dλ ⊗ R is an
irreducible H(d, 0, ω)-module with coefficients in Dλ.

Proof. Assume that N is a proper H(d, 0, ω)-submodule with coefficients in Dλ.
N is finite so that singN 6= 0. On the other hand by Proposition 5.23 we have
N ∩ sing(Dλ ⊗R) = N ∩ (k⊗R) = 0.

Let u ∈ Dλ ⊗R. Then u can expressed as

(5.17) u =
∑
K

δ(K) ⊗ uK , uK ∈ R.

We will call each nonzero elements uI in (5.17) a coefficient of u ∈ Dλ ⊗R.
If U is a submodule of Dλ ⊗R we denote by coeff U the subspace of R linearly
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spanned by all coefficients of elements in U .
For any r ∈ R we set

ψ(r) =
N∑
kl=1

δkδl ⊗ ρR(fkl)r.

Remark 5.8. Notice that ψ(r) is an element of degree two in Dλ⊗R. Moreover
since fkl = f lk it can be written also as

(5.18) ψ(r) = 2
∑
k≤l

δ(εk+εl) ⊗ ρR(fkl)r,

where εk = (0, . . . , 1︸︷︷︸
k

, . . . , 0) and δεk = δk, k = 1, . . . , N .

Lemma 5.25. Let u =
∑
K

δ(K) ⊗ uK ∈ Dλ ⊗R. Then

e ∗ u =
∑
K

(1⊗ δ(K))⊗Dλ (ψ(uK))

+terms in (k⊗ δ(K))⊗Dλ (F 1Dλ ⊗ (k + ρR(sp(d, ω))).uK).

In particular the coefficients multiplying 1⊗δ(K) equals ψ(uK) modulo F 1Dλ⊗R.

Proof. This follows by (5.16) and (H ⊗Dλ)-linearity.

Proposition 5.26. Let U be a nontrivial proper submodule of Dλ ⊗ R. Then
coeff U = R.

Proof. Since U is a submodule of Dλ ⊗ R then we have H(d, 0, ω) ⊂ (H ⊗
Dλ) ⊗Dλ U . Let 0 6= u =

∑
K

δ(K) ⊗ uK ∈ U . Then by Lemma 5.25 we have

ψ(uK) ∈ U . This proves that coeff U is a nontrivial sp(d, ω)-submodule of R.
Since R is irreducible we have the statement.

Corollary 5.27. Let U be a nontrivial proper submodule of Dλ ⊗R. Then for
every r ∈ R there exists an element u ∈ U such that u = ψ(r) modulo F 1Dλ⊗R.

Proof. By Proposition 5.26 we have coeff U = R. It is sufficient to prove the
statement for the coefficients of elements u ∈ U . By Lemma 5.25 the coefficient
multiplying 1 ⊗ δ(K) coincides with ψ(uK) modulo F 1Dλ ⊗ R and it lies in U
since U is a submodule.

Proposition 5.28. Assume that Dλ ⊗R is a reducible H(d, 0, ω)-module with
coefficients in Dλ. Then the action of sp(d, ω) on R satisfies

(5.19)
∑

f ijfkl(r) = 0, r ∈ R,

for all 1 ≤ i, j, k, l ≤ N , where the sum is over all permutations of i, j, k, l.

Proof. Let U be a nontrivial proper submodule of Dλ ⊗ R. By Corollary 5.27
there exists u ∈ U such that u = ψ(r) modulo F 1Dλ ⊗R. If

u =
∑
ij

δkδl ⊗ ρR(fkl)r +
∑
k

δk ⊗ rk + 1⊗ r′,
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then by (5.16) and (H ⊗ Dλ)-linearity we have

e ∗ u =
∑
ijkl

(1⊗ δiδjδkδl)⊗Dλ (1⊗ ρR(f ij)ρR(fkl)r)

+terms in (k⊗ F 3Dλ)⊗Dλ (Dλ ⊗R).

Since the sum over all permutations of 1 ⊗ ρR(f ij)ρR(fkl) lies in k ⊗ R by
Proposition 5.23 these coefficients must cancel each other, giving (5.19).

Now we can provide a sufficient condition for irreducibility of Dλ ⊗R.

Theorem 5.29. Let U be a nontrivial proper submodule of Dλ⊗R. Then either
R is the trivial sp(d, ω)-module or it is isomorphic to one of the fundamental
representation R(πk), for some k = 1, . . . , n, of sp(d, ω).

Proof. R satisfies (5.19), then the claim follows from [BDK3, Theorem 7.1].

Corollary 5.30. If R is a nontrivial representation of sp(d, ω) which is not
isomorphic to R(πk), for any k = 1, . . . , n, then Dλ ⊗ R is irreducible for all
λ ∈ k.

5.4.3 Singular vectors of tensor modules

We are left with studying the irreducibility of Dλ⊗R when R is either the trivial
sp(d, ω)-representation or it is isomorphic to some of the irreducible sp(d, ω)-
modules R(πk). We have already seen that the presence of nontrivial submodule
of a tensor module Dλ⊗R implies the existence of nonconstant singular vectors.
A possible strategy is then an explicit computation of singular vectors of Dλ⊗R
whenever R is either the trivial or a fundamental representation of sp(d, ω). In
this section we list a few computations about singular vectors of tensor modules
Dλ ⊗ R and we omit the proof, which are obtained by computation totally
analogous to those in [BDK3].

Lemma 5.31. Let R be an irreducible nontrivial sp(d, ω)-module. If u ∈
sing(Dλ ⊗R) then u is of degree at most two, i.e., it is of the form

(5.20) u =
∑
kl

δkδl ⊗ ukl +
∑
k

δk ⊗ uk + 1⊗ u′.

Lemma 5.32. Let u = 1⊗ u′+
∑
k

δk⊗uk ∈ Dλ⊗R be a singular vector. Then∑
k

δk ⊗ uk is a singular vector.

Proposition 5.33. Let u =
∑
k

δk ⊗ uk ∈ Dλ ⊗ R. Then u ∈ sing(Dλ ⊗ R) if

and only if: ∑
ijk

(1⊗ ρR(f ik)uk) = 0,

where the sum is over all permutations of i, j, k.

Proposition 5.34. Let u = 1⊗ u′+
∑
k

δk ⊗uk +
∑
kl

δkδl⊗ukl ∈ sing(Dλ⊗R).

Then
∑
kl

δkδl ⊗ ukl ∈ sing(Dλ ⊗R).
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Corollary 5.35. Let u =
∑
kl

δkδl ⊗ ukl. Then u ∈ sing(Dλ ⊗R) if and only if:

∑
ijkl

(1⊗ ρR(f ij)ukl) = 0,∑
ijkl

(δj ⊗ ρR(f ij)ukl + δi ⊗ ρR(f ij)ukl) +
∑
ikl

δi ⊗ ukl = 0,

where the sum is over all permutations of i, j, k, l.

An investigation of the relations described in Proposition 5.33 and Corollary
5.35 can give an explicit description of singular vectors of degree one and of
degree two respectively. Notice that the same identities are obtained when
studying ordinary tensor modules of H(d, 0, ω) and K(d, θ) [BDK3, BDK4].
Finally we study the case when R is the trivial sp(d, ω)-module. In this case
formula (5.15) just becomes

e ∗ (1⊗ r) =
∑
i

(∂i ⊗ 1))⊗Dλ (δi ⊗ r)

−(1⊗ 1)⊗Dλ (1⊗ λr).

Proposition 5.36. If R is the trivial sp(d, ω)-module then sing(Dλ ⊗ R) =
F 1Dλ ⊗R.

79



Chapter 6

Extending scalars with
ordinary K(d, θ)-modules

We begin this chapter by recalling some results on ordinary representations of
the Lie pseudoalgebra K(d, θ). Later on we show that extending scalars in a
suitable way, one obtains from the exact contact pseudo de Rham complex in-
troduced in [BDK3] the exact symplectic pseudo de Rham complex described
in [BDK4]. Other ways of extending scalars produce, instead, new complexes of
representations of H(d̄, 0, ω̄) with coefficients in Dλ. We show that all such com-
plexes are exact and we use this information in order to study the irreducibility
of tensor modules Dλ ⊗ R for H(d̄, 0, ω̄), when R is the trivial sp(d̄, ω̄)-module
or it is isomorphic to R(πk), k = 1, . . . , n.

6.1 The Lie pseudoalgebra K(d, θ)

Let d be a Lie algebra of dimension 2n+ 1, {∂0, ∂1, . . . , ∂2n} be a basis of d and
H = U(d) be the corresponding universal enveloping algebra. Let L = He be a
free H-module of rank 1.
It is shown in [BDK1] that if r ∈ d ∧ d, s ∈ d satisfy the following system,

(6.1)
{

[r,∆(s)] = 0,
([r12, r13] + r12s3) + cyclic = 0,

then
[e ∗ e] = (r + s⊗ 1− 1⊗ s)⊗H e,

endows L with a Lie pseudoalgebra structure.

Example 6.1. Let d be an Heisenberg Lie algebra with basis {∂0, ∂1, . . . , ∂2n}
and only non zero commutation relations [∂i, ∂n+i] = −∂0. Then

(6.2) r =
n∑
i=1

(∂i ⊗ ∂n+i − ∂n+i ⊗ ∂i), s = ∂0,

is a solution of (6.1).
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Henceforth, d will be a Heisenberg Lie algebra with a basis {∂0, ∂1, . . . , ∂2n}
as in Example 6.1. Let θ ∈ d∗ be the contact form defined by

(6.3) θ(∂0) = −1, θ(∂i) = 0, for i = 1, . . . , 2n.

Then d̄ = ker θ = {∂ ∈ d | θ(∂) = 0} is a vector subspace of dimension 2n of d
linearly generated by ∂i, i = 1, . . . , 2n.
The Chevalley-Eilenberg differential d0 of the cohomology complex of d from d∗

to d∗ ∧ d∗ is explicitly given by

(6.4) (d0θ)(∂l ∧ ∂k) =
∑
l<k

(−1)l+k(θ[∂l, ∂k]).

We set ω = d0θ. We have:

ω(∂0 ∧ ∂k) = 0, ∀ k = 0, . . . , 2n,
ω(∂i ∧ ∂j) = 0, if j 6= n+ i,
ω(∂i ∧ ∂n+i) = −1, for i = 1, . . . , n.

For any ∂l ∈ d we define:

(ι∂lω)(∂k) = ω(∂l ∧ ∂k),

so that (ι∂lω) ∈ d∗.
By a direct computation we obtain:

(ι∂lω)(∂0) = 0, for any l = 0, . . . , 2n,
(ι∂iω)(∂j) = 0, if j 6= n+ i,
(ι∂iω)(∂n+i) = −1 for i = 1, . . . , n.

If we set kerω = {∂l ∈ d | ι∂lω = 0} then kerω is a 1-dimensional subspace
generated by ∂0, kerω = k∂0.
The following proposition is clear.

Proposition 6.2. Let d be the Heisenberg Lie algebra and {∂0, ∂1, . . . , ∂2n} be a
basis of d such that the only nonzero commutation relations are [∂i, ∂n+i] = −∂0.
Let θ ∈ d∗ be such that θ(∂0) = −1. θ(∂i) = 0, for i = 1, . . . , 2n and ω = d0θ ∈
d∗ ∧ d∗ is defined by (6.4). Then d = d̄⊕ k∂0, where d̄ = ker θ = 〈∂1, . . . , ∂2n〉.
Moreover, the restriction ω̄ to d̄ ∧ d̄ of ω is non degenerate, ι∂0ω = 0 and
[∂0, d̄] ⊂ d̄.

Proposition 6.2 shows that to the contact form θ defined in (6.3) corresponds
a solution (r, s) of (6.1), obtained choosing by r the unique element in d̄ ∧ d̄
determined by the symplectic form ω̄ and by s the unique element in d such
that θ(s) = −1. Conversely, if (r, s) is a solution of (6.3) like in (6.2) we can
define a contact form θ on d as follows. Let d̄ be the vector space linearly
generated by ∂i, i = 2n. Then r ∈ d̄ ∧ d̄ is an element of maximal rank which
defines a symplectic form ω̄ on d̄ given by ω̄(∂i ∧ ∂n+i) = −1, i = 1, . . . , n. We
extend ω̄ to a 2-form on d setting ι∂0 ω̄ = 0, which implies d0ω = 0. Then we can
define a contact form θ on d setting θ(∂0) = −1 and θ(∂i) = 0 for i = 1, . . . , n.
Let sp(d̄, ω̄) be the symplectic Lie algebra linearly generated by the elements

f ij = −1
2

(∂i ⊗ tj + ∂j ⊗ ti) ∈ d̄⊗ d̄∗ ⊂ gld̄.
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Let

I ′ = 2∂0 ⊗ t0 +
2n∑
i=1

∂i ⊗ ti ∈ gld.

Then csp(d̄, ω̄) = sp(d̄, ω̄)+kI ′ is a Lie subalgebra of gld. It is a (trivial) central
extension of sp(d̄, ω̄) by the ideal kI ′.
According to [BDK1] we denote the Lie pseudoalgebra over H corresponding to
the contact form θ on d in (6.3) by K(d, θ).

6.2 The annihilation algebra of K(d, θ)

Let K(d, θ) be the Lie pseudoalgebra over H = U(d) defined in the previous
section. Recall that U(d) is a graded associative algebra via the gradation
{G′pH} defined in (2.32). Notice that with respect to (2.32) we have deg(∂i) =
1, for all i = 1, . . . , 2n, and deg(∂0) = 2. We consider on X ' O2n+1 the
corresponding structure of a graded associative algebra given by (2.33).
Let K = A(K(d, θ)) = X⊗H (He) ' X⊗H e be the annihilation algebra of
K(d, θ). Due to (2.39), its Lie bracket is given by

(6.5) [φ⊗H e, ψ⊗H e] =
∑
i

(φ∂i)(ψ∂i)⊗H e+ (φ∂0)ψ⊗H e− φ(ψ∂0)⊗H e

We set:

(6.6) K′p = G′p+2X⊗H e, p ≥ −2.

Lemma 6.3. {K′p}p≥−2 defines a gradation on K which satisfies:

d̄.(K′p) ⊂ K′p−1,(6.7)
∂0.(K′p) ⊂ K′p−2(6.8)

[K′p,K′q] ⊂ K′p+q,(6.9)
(G′qH).(K′p) ⊂ K′p−q.(6.10)

Proof. The first two statements follow from (2.36) and (2.37).
Let φ ∈ K′p, ψ ∈ K′q. Then by (6.5), (6.7), (6.8) and (2.34) it follows that
[φ⊗H e, ψ⊗H e] ∈ G′p+q+2X⊗H e = K′p+q. The last statement follows from
(2.35).

We consider on K the filtration induced by (6.6) given by:

(6.11) K′p = FpK =
∏
q≥p

K′q = F ′p+1X⊗H e, p ≥ −2.

There exists an embedding of K(d, θ) in W (d) which induces a map from K to
W which we explicitly describe in the following

Lemma 6.4. The map

ι∗ : K = X⊗H e −→ W = X ⊗ d

φ⊗H e 7→ φ⊗ ∂0 −
2n∑
i=1

φ∂i ⊗ ∂i

is an injective homomorphism of Lie algebras.
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Remark 6.1. If d is as in Example 6.1 then the isomorphism between W and
W2n (see Remark 2.7) identifies K with the subalgebra K2n+1 ⊂ W2n+1 of all

formal vector fields preserving the standard contact form dt0 +
n∑
i=1

tidtn+i.

We introduce a prime filtration on W too by setting

W ′p = F ′pW = (F ′pX ⊗ d̄)⊕ (F ′p+1X ⊗ k∂0).

A proof of the following lemma can be found in [BDK3].

Lemma 6.5. The prime filtrations of K and W are compatible, i.e., one has
K′p = K ∩W ′p. In particular, [K′p,K′q] ⊂ K′p+q.

Remark 6.2. As usual, K′0 is a Lie subalgebra of K and each K′p, p ≥ 0, is an
ideal of K′0.

It is shown in [BDK3] that the filtration {K′p}p≥−2 of K defined in (6.11)
is such that K′0/K′1 ' csp(d̄, ω̄) = sp(d̄, ω̄) + kI ′. By an argument analogous
to that in [BDK2] the representation theory of a special class of K-modules is
proved to be equivalent to representation theory of ordinary K(d, θ)-modules.
Let M be an ordinary K(d, θ)-module. An element m ∈M is a singular vector
if K′1.m = 0. As usual, the space of all singular vectors of M is denoted by
singM . As a consequence of Theorem 4.27 a vector m ∈ M is singular if and
only if

e ∗m ∈ (F ′2H ⊗ 1)⊗HM.

6.3 Tensor modules for K(d, θ)

Let R be an irreducible csp(d̄, ω̄)-module with an action ρR. H ⊗ R is a free
H-module, where H acts by left multiplication on the first tensor factor. It is
possible to endow H⊗ R with a structure of ordinary K(d, θ)-module as follows
[BDK3]. For r ∈ R we set

(6.12)

e ∗ (1⊗ r) =
2n∑
i,j=1

(∂i∂j ⊗ 1)⊗H (1⊗ ρR(f ij)r)

+
2n∑
i=1

(∂i ⊗ 1)⊗H (∂i ⊗ r)

+ 1
2 (∂0 ⊗ 1)⊗H (1⊗ ρR(I ′)r)
−(1⊗ 1)⊗H (∂0 ⊗ r),

and we extend it to all of H ⊗ R by (H ⊗ H)-linearity.
We will call the K(d, θ)-module H ⊗ R a tensor module for K(d, θ) and we
denote it by V(R). If I ′ ∈ csp(d̄, ω̄) acts on R as multiplication by a scalar k ∈ k
we denote the corresponding tensor module by V(R, k).

Remark 6.3. The tensor module V(R, k) described above corresponds to V(k, R, k),
according to notations in [BDK3].
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6.3.1 Contact Pseudo de Rham complex

In order to study the reducibility of tensor modules V(R), where R is either
the trivial sp(d̄, ω̄)-module or one of the fundamental representations R(πk), a
pseudoalgebraic version of the Rumin complex [Ru], called contact pseudo de
Rham complex is introduced in [BDK3].
Let

Vk = V(R(πk), k),
V2n+2−k = V(R(πk), 2n+ 2− k), k = 0, 1, . . . , n.

The main result from [BDK3] (see Section 6 of this reference for the details) is
the following,

Theorem 6.6. There exists an exact complex of K(d, θ)-modules with all nonzero
homomorphisms
(6.13)

0 −→ V2n+2
d−→ V2n+1

d−→ · · · d−→ Vn+2
dR−→ Vn

d−→ · · · d−→ V1
d−→ V0.

For an explicit description of maps d, dR in (6.13) see [BDK3]. We just recall
that d is homogeneous of degree 1, whereas the Rumin map dR is homogeneous
of degree 2, with respect to the grading of K ' KN defined in (6.6). We denote
the exact complex in (6.13) by V•.

6.4 Extending scalars with ordinary K(d, θ)-modules

In this section we show that any ordinary K(d, θ)-module gives rise by an exten-
sion of scalars to an H(d̄, 0, ω̄)-module with coefficients in Dλ, for every λ ∈ k.
Recall that L = K(d, θ) is the free H-module He endowed with the following
Lie pseudobracket,

[e ∗ e] =

(
2n∑
i=1

(∂i ⊗ ∂n+i − ∂n+i ⊗ ∂i) + ∂0 ⊗ 1− 1⊗ ∂0

)
⊗H e.

Let H0 be the Hopf algebra structure described in Corollary 4.9, π0 : H −→ H0

be the Hopf homomorphism in (4.9). Extending scalars from H to H0 using
π0 we obtain a Lie H0-pseudoalgebra BCπ0(L) = L0. L0 isomorphic as an H0-
module to H0⊗H e, with H0 acting on the first tensor factor, and by (2.17) its
pseudobracket satisfies:

(6.14) [(1⊗H e) ∗ (1⊗H e)] =
2n∑
i=1

(∂i ⊗ ∂n+i − ∂n+i ⊗ ∂i)⊗H0 (1⊗H e),

where in (6.14) we use notations introduced in (4.11).
Recall that H0 = U(d0), where π0(d) = d0 is an abelian Lie algebra of dimension
2n. In other words, BCπ0(L) is isomorphic to the Lie pseudoalgebra H(d̄, 0, ω̄),
where d̄ = ker θ and ω̄ is the restriction to d̄ of ω.
Let M be an ordinary K(d, θ)-module. Since Ψλ = (π0, πλ) ∈Mor(H,Dλ), we
know that BCΨλ(M) is a BCπ0(L) = H(d̄, 0, ω̄)-module with coefficients in Dλ.
Explicitly, BCΨλ(M) is the Dλ-module Dλ ⊗H M with BCπ0(L)-action with
coefficients given by

(6.15) [(1⊗H e) ∗ (1⊗H m)] =
∑
i

(π0(hi)⊗ πλ(ki))⊗Dλ (1⊗H mi),
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if e ∗m =
∑
i

(hi ⊗ ki)⊗H mi.

Notice that for λ = 0 for any ordinary K(d, θ)-module M we obtain an ordinary
H(d̄, 0, ω̄)-module BCΨ0(M).
Extending scalars by Ψλ with M is particular useful when M = V(R) is a tensor
modules of K(d, θ).

Proposition 6.7. Let V(R) be a tensor module of K(d, θ). Then BCΨλ(V(R))
is isomorphic as an H(d̄, 0, ω̄)-module with coefficients to the tensor module
Dλ ⊗R of H(d̄, 0, ω̄).

Proof. First of all notice that R is an irreducible sp(d̄, 0, ω̄)-module too. More-
over, since V(R) = H ⊗ R we have BCΨλ(V(R)) = Dλ⊗H (H ⊗ R) ' Dλ ⊗R.
Now, applying (6.15) to (6.12) we obtain

(1⊗H e) ∗ (1⊗ r) =
2n∑
i,j=1

(∂i∂j ⊗ 1)⊗Dλ (1⊗ ρR(f ij)r)

+
2n∑
i=1

(∂i ⊗ 1)⊗Dλ (δi ⊗ r)

−(1⊗ 1)⊗Dλ (1⊗ λr),

which coincides with (5.15).

As a consequence of Proposition 6.7, applying BCΨλ to the exact complex
V• of K(d, θ) we obtain a complex of tensor modules of H(d̄, 0, ω̄). If we set
BCΨλ(Vk) = Vλk , BCΨλ(V2n+2−k) = Vλ2n+2−k, BCΨλ(d) = dλ and BCΨλ(dR) =
dRλ then:
(6.16)

0 −→ Vλ2n+2
dλ−→ Vλ2n+1

dλ−→ · · · dλ−→ Vλn+2

dRλ−→ Vλn
dλ−→ · · · dλ−→ Vλ1

dλ−→ Vλ0 .

We denote the complex in (6.16) by V•λ. This complex is studied in [BDK4] in
the special case λ = 0.

Theorem 6.8. [BDK4] The complex V•0 is an exact complex of tensor modules
of H(d̄, 0, ω̄).

Our main goal is to prove that the complex V•λ is exact for any λ ∈ k. Let
Dλ⊗R be a tensor module for H(d̄, 0, ω̄). By use of the filtration on Dλ defined
in (4.15) we can introduce an increasing filtration on Dλ ⊗R by setting

F p(Dλ ⊗R) = F pDλ ⊗R = DpλR, p = −1, 0, . . . ,

so that D−1
λ R = 0 and D0

λR = k⊗R.
Let

(6.17) gr(Dλ ⊗R) =
⊕
p≥0

DpλR/D
p−1
λ R,

be the associated graded space to the tensor module Dλ ⊗R.
Since gr(Dλ ⊗ R) = grDλ ⊗ R ' H0 ⊗ R, the associated graded space has a
structure of a left H0-module given by left multiplication on the first tensor
factor.
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Theorem 6.9. gr(Dλ ⊗ R) has a structure of an ordinary tensor module of
H(d̄, 0, ω̄).

We will prove Theorem 6.9 showing that it is possible to endow the H0-
module gr(Dλ⊗R) with a structure of a conformal module over the annihilation
algebra P = P2n of H(d̄, 0, ω̄), with a trivial action of central elements of P and
such that (4.34) is satisfied.
Let P the annihilation algebra of H(d̄, 0, ω̄) and {Pp}p≥−2 be the gradation of
P defined in (5.6). Notice that P−1 ⊕ P−2 = d̂ and that the structure of a
Dλ-module on Dλ ⊗R is induced by the action of d̂ on R.

Lemma 6.10. For every p ≥ −2 the action of Pp on D0
λR = k⊗R is such that

Pp.D0
λR ⊂ D

−p
λ R.

Proof. It can be proved by a direct computation. Since k⊗R ⊂ sing(Dλ⊗R) we
have Pp.D0

λR = 0 for every p ≥ 1. It remains to prove that P−2.D0
λR ⊂ D2

λR,
P−1.D0

λR ⊂ D1
λR and P0.D0

λR ⊂ D0
λR. They follow by (5.15).

Proposition 6.11. The action of Pp, p ≥ −2, on DqλR is such that Pp.DqλR ⊂
Dq−pλ R for every q.

Proof. We proceed by induction on p. Since the center of P acts via scalar
multiplication by λ this follows that P−2.DqλR ⊂ D

q
λ ⊂ D

q+2
λ R. Then the basis

of our induction holds. Now we proceed with our inductive assumption.
Suppose that Pp.DqλR ⊂ D

q−p
λ R for every q. We want to prove that Pp+1.DqλR ⊂

Dq−p−1
λ R for every q. We proceed by induction on q. The basis of our induc-

tion is proved in Lemma 6.10. Now we proceed with our inductive assumption.
We want to prove that Pp+1.Dq+1

λ R ⊂ Dq−pλ R. Since Dq+1
λ R is generated by

elements of the form δsδ
(Q), with |Q| = q, it is sufficient to prove the statement

for a such element.

Pp+1.(δsδ(Q)) = Pp+1.(∂̂s.δ(Q)) = ∂̂s.(Pp+1.δ(Q)) + [Pp+1, ∂̂s].δ(Q)

⊂ ∂̂s.Dq−p−1
λ R+ Pp.δ(Q) ⊂ Dq−pλ R.

As a consequence of Proposition 6.11 the action of P =
∏

p≥−2

Pp on gr(Dλ⊗

R) is graded.

Proposition 6.12. The center P−2 of P acts trivially on the P-module gr(Dλ⊗
R).

Proof. We know that P−2.(DqλR/D
q−1
λ R) ⊂ (Dq+2

λ R/Dq+1
λ R) by Proposition

6.11. On the other hand, since the action of P−2 is by scalar multiplication by
λ ∈ k, we have P−2.DqλR ⊂ D

q
λR ⊂ D

q+1
λ R.

Lemma 6.13. For every d̄ ∈ H0, x ∈ P, m ∈ gr(Dλ ⊗ R) the P-module
gr(Dλ ⊗R) satisfies

(6.18) d̄.(x.m) = (d̄(1)x).(d̄(2)m).

Proof. We know that the tensor module Dλ ⊗R satisfies (4.34). Let d ∈ F pDλ

and recall that ∆(d) ⊂
p∑
i=0

F iH0 ⊗ F p−iDλ. This proves (6.18).
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By Theorem 4.27 we can conclude that it is possible to endow the H0-module
gr(Dλ ⊗R) with a structure of an ordinary H(d̄, 0, ω̄)-module.

Proposition 6.14. The action of H(d̄, 0, ω̄) on gr(Dλ ⊗R) ' H0 ⊗R is given
by

(6.19)
(1⊗H e) ∗ (1⊗ r) =

2n∑
i,j=1

(∂i∂j ⊗ 1)⊗H0 (1⊗ ρR(f ij)r)

+
2n∑
i=1

(∂i ⊗ 1)⊗H0 (∂i ⊗ r).

Proof. This follows by (5.15) and Proposition 6.12.

It is shown in [BDK4] that (6.19) describes the action of H(d̄, 0, ω̄) on an
ordinary tensor module.

Theorem 6.15. For any λ ∈ k the graded complex gr(V•λ) associated to (V•λ) is
exact.

Proof. gr(V•λ) is isomorphic to the complex (V•0 ) which is exact by Theorem
6.8.

Corollary 6.16. For any λ ∈ k the complex (V•λ) is exact and any tensor
module in (6.16) is reducible.

Proof. The statement follows by the isomorphism between gr(V•λ) and (V•0 ) and
results in [BDK4], where it is shown that all the maps of the complex V•0 are
nonzero. As a consequence, the same holds for gr(V•λ) and then for (V•λ). This
proves that the image of the maps BCΨλ(d) and BCΨλ(dR) is always a nontrivial
proper submodule in the next tensor module.

Notice that we have not determined irreducible quotients of reducible tensor
modules of H(d̄, 0, ω̄). This is done in [BDK4].
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