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Introduction

This thesis is devoted to the study of a class of nonlinear parabolic initial boundary

value problems with measure data, in bounded domains. If Ω ⊆ RN , N ≥ 2, is a

bounded open set, let A(u) = −div(a(t, x,∇u)) be an operator acting from the space

Lp(0, T ;W 1,p
0 (Ω)) into its dual Lp′(0, T ;W−1,p′(Ω)), p > 1, and satisfying the Leray-

Lions assumptions (see (1.3.5)–(1.3.7) below) which imply appropriate coercivity and

monotonicity properties. We study, under suitable hypotheses, the existence and the

asymptotic behavior of solutions of initial boundary problems of the type

(1)


ut + A(u) = µ in (0, T )× Ω,

u(0, x) = u0(x) in Ω,

u(t, x) = 0 on (0, T )× ∂Ω,

where µ is a general bounded Radon measure on Q = (0, T ) × Ω, and u0 ∈ L1(Ω),

T > 0. To fix the ideas, one can consider, as a special example of (1), the p-Laplace

initial boundary value problem:

(2)


ut − div(|∇u|p−2∇u) = µ in (0, T )× Ω,

u(0, x) = u0(x) in Ω,

u(t, x) = 0 on (0, T )× ∂Ω.

If both A and µ do not depend on time, then A reduces to an elliptic pseudomonotone

operator satisfying the classical Leray-Lions assumptions acting from W 1,p
0 (Ω) into its

dual space W−1,p′(Ω); in this case we will investigate the asymptotic behavior of the

solutions of problem (1) as t goes to infinity, proving that it converges, in a suitable way,

to the stationary solution of the same problem, that is to the solution v of the elliptic

boundary value problem

(3)

{
−div(a(x,∇v)) = µ in Ω,

v = 0 on ∂Ω.

The difficulties in the study of such problems concern the possibly very singular right

hand side that forces the choice of a suitable formulation that ensures both existence

and uniqueness of the solution.
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4 INTRODUCTION

If µ ∈ W−1,p′(Ω), a unique solution of problem (3) exists in a variational sense

(see [LL]); on the other hand, if µ is a bounded Radon measure on Ω the question of

existence and uniqueness of solution for problem (3) was extensively studied, from the

work of G. Stampacchia in [S], for linear operators, and from [BG] in the nonlinear

case; the literature in this topic is wide and a full list of references can be found in [B6],

[BGO], and [DMOP]; indeed, the introduction of the notions of duality, entropy, and

renormalized solution allowed the authors to prove existence of solution and, in most

case, uniqueness.

On the other hand, in the parabolic case a similar approach was followed; if µ ∈
Lp′(Q) and u0 ∈ L2(Ω), (1) has a unique solution in a suitable energy space and in

C(0, T ;L2(Ω)) (see [L]). Moreover, if µ is a bounded Radon measure on Q that does

not charge the sets of zero parabolic p-capacity (see Definition 1.36 below), the so-called

soft measures or absolutely continuous measures with respect to the parabolic p-capacity,

the notion of both entropy and renormalized solution for problem (1) can be given to

ensure existence and uniqueness of solution (see [Pr2], [BM], [Po1] and [DPP] for the

general case); in [DP] the authors proved that these two notions of solution actually

turn out to coincide. Note that these solutions, as well as in the elliptic case, do not

belong to the energy space while, as a key property in this framework, their truncations

Tk(u) (where Tk(s) = max(−k,min(k, s))) do; that is Tk(u) ∈ Lp(0, T ;W 1,p
0 (Ω)).

If µ is a general, possibly singular, Radon measure on Q, then a distributional

solution of (1) was proved to exist in [BDGO]; unfortunately, as in the elliptic case,

this notion is too weak to ensure uniqueness as simple examples show; we will deal with

this question in Chapter 4.

In Chapter 1 we first recall some basic tools and preliminary results concerning

PDE theory and, in particular, we will state a generalized integration by parts formula,

a Simon type compactness result and a useful trace result contained in [Po1]; moreover,

we introduce the notation we will use throughout the thesis. Then, we give a brief

review of what has been done (up to now) in the theory of both elliptic and parabolic

differential problems with measure data.

Chapter 2 is devoted to the study of the asymptotic behavior, as T tends to infinity,

of the entropy solution of problem

(4)


ut + A(u) = µ in (0, T )× Ω

u(0, x) = u0(x) in Ω,

u(0, x) = 0 on (0, T )× ∂Ω,

where A is a pseudomonotone operator of Leray-Lions type, u0 ∈ L1(Ω) is a nonnegative

function, and µ is a nonnegative bounded Radon measure on Q not charging the sets of

parabolic zero p-capacity (we will denote by M0(Q) the space of such measures); here
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both a and µ are supposed to be independent on time. Note that the uniqueness of such

a solution allow us to deal with a unique function well defined for any T > 0. We first

characterize the measures we consider; indeed, it is easy to see that, if µ ∈M0(Q) does

not depend on time, the µ = f − div(G) with f ∈ L1(Ω) and G ∈ (Lp′(Ω))N that is,

thank to a result of [BGO], µ ∈ M0(Ω), the space of all bounded Radon measures on

Ω that do not charge the sets of zero elliptic p-capacity. The main result of this chapter

is the proof that, under suitable hypotheses, the entropy solution u(t, x) of problem (4)

converges to the stationary solution v of problem (3), at least in L1(Ω). The proof of

this fact is achieved in several steps: we first prove it in the easier case when u0 = 0

with the use of a comparison lemma which shows, in particular, that u(t, x) is monotone

nondecreasing in time. To deal with the general case, we prove an improved comparison

result, generalizing a result of [Pa] which dealt with elliptic problems, between entropy

sub and super solutions; this fact, together with standard compactness arguments, allows

us to conclude. Note that, to treat the general case, we also prove a technical lemma

that involves a homogenization argument and, in particular, a nonlinear G-compactness

theorem contained in [CDD]. In the last section we show how, in the linear case,

the same result can be obtained for a general, possibly singular, datum µ using the

framework of duality solutions that apply to the parabolic setting as well as to the

elliptic one. All these results are contained in [Pe1].

In Chapter 3, whose main issues are contained in a joint work with Tommaso Leonori1

(see [LP]), we give the same type of result for a rather different class of operators; in

fact, we study a quasilinear problem whose model is

(5)


ut −∆u+ g(u)|∇u|2 = f in (0, T )× Ω,

u(0, x) = u0(x) in Ω,

u(t, x) = 0 on (0, T )× ∂Ω,

where u0 ∈ L1(Ω) is nonnegative, g : R → R is a real function in C1(R) such that

(6) g(s)s ≥ 0, ∀s ∈ R,

(7) g′(s) > 0,∀s ∈ R,

and f(x) ∈ L1(Q) is a nonnegative function independent on time; in the literature, the

absorption term |∇u|2 is said to have a natural growth since it forces, in some sense, the

solution to belong to the energy space L2(0, T ;H1
0 (Ω)). These kind of equations, that

naturally arise from a class of variational problems, have been largely studied recently;

the assumptions on the nonlinearity g, namely (6) and (7), are rather standard since

they ensure, for instance, the uniqueness of the solution.

1Department of Mathematics, University of Tor Vergata, Rome.
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Actually, the asymptotic result is obtained via a suitable use of a comparison result

contained in [BaM], and then applying arguments similar to those of Chapter 2. We

first prove the result in the homogeneous case (proving that the solution is monotone

nondecreasing in t), then for special initial data (that is, for instance, taking u0 as

the solution of the stationary problem), and finally, in the general case, by a suitable

approximation argument.

As we said before, to apply arguments of Chapter 2 and 3 we need to impose a

restriction on the regularity of the datum µ which, essentially, has not to charge the sets

of zero parabolic p-capacity; if µ is a general, possibly singular, bounded Radon measure

(we say that µ ∈M(Q)) we need to prove that a solution exists in a sense which should

ensure uniqueness; this machinery was developed, in the elliptic case, with the use of

the notion of renormalized solution extending the one of entropy solution.

Chapter 4 of this thesis is devoted to the proof of the existence of a renormalized

solution for problem (1) and to the study of its main properties.

We first introduce our main assumptions on the operator a and on the data, recalling

a fundamental decomposition theorem for general measures in M(Q) proved in [DPP];

that is, if µ ∈M(Q) then we have

(8) µ = f − div(G) + gt + µs,

in the sense of distributions, for some f ∈ L1(Q), G ∈ (Lp′(Q))N , g ∈ Lp(0, T ;W 1,p
0 (Ω)),

and µs ⊥ p-capacity ; note that the decomposition of the absolutely continuous part

of µ is not uniquely determined. We denote by µ0 the absolutely continuous part of

the measure µ with respect of the p-capacity, that is, µ0 = f − div(G) + gt using the

notation of (8).

In Section 4.2 we give the definition of a renormalized solution for problem (1) and

we prove a basic estimate enjoyed by any of these solutions (see Proposition 4.3). If g

is as in (8), for the sake of simplicity, we will often refer to the renormalized solution u

as well as its regular translation v = u− g.

In our setting, let µ ∈ M(Q) and u0 ∈ L1(Ω). A measurable function u is a

renormalized solution of problem (1) if, there exists a decomposition (f,G, g) of µ0

such that v ∈ Lq(0, T ;W 1,q
0 (Ω)) ∩ L∞(0, T ;L1(Ω)) for every q < p − N

N+1
, Tk(v) ∈

Lp(0, T ;W 1,p
0 (Ω))∩L∞(0, T ;L1(Ω)) for every k > 0, and for every S ∈ W 2,∞(R) (S(0) =

0) such that S ′ has compact support on R, we have

(9)

−
∫

Ω

S(u0)ϕ(0) dx−
∫ T

0

〈ϕt, S(v)〉 dt+

∫
Q

S ′(v)a(t, x,∇u) · ∇ϕ dxdt

+

∫
Q

S ′′(v)a(t, x,∇u) · ∇v ϕ dxdt =

∫
Q

S ′(v)ϕ dµ̂0,
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for every ϕ ∈ Lp(0, T ;W 1,p
0 (Ω)) ∩ L∞(Q), ϕt ∈ Lp′(0, T ;W−1,p′(Ω)), with ϕ(T, x) = 0,

such that S ′(v)ϕ ∈ Lp(0, T ;W 1,p
0 (Ω)). Moreover, for every ψ ∈ C(Q) we have

(10) lim
n→+∞

1

n

∫
{n≤v<2n}

a(t, x,∇u) · ∇v ψ dxdt =

∫
Q

ψ dµ+
s ,

and

(11) lim
n→+∞

1

n

∫
{−2n<v≤−n}

a(t, x,∇u) · ∇v ψ dxdt =

∫
Q

ψ dµ−s ,

where µ+
s and µ−s are respectively the positive and the negative part of the singular part

µs of µ.

The feature of the definition of renormalized solution relies on the reconstruction

properties (10) and (11); they show that, in some sense, the energy of a renormalized

solution u, where it is large, goes to reconstruct the singular part of the measure µ.

The basic estimate enjoyed by any renormalized solution is

(12)

∫
Q

|∇Tk(v)|p dxdt ≤ C(k + 1),

for any k > 0, where C is a positive constant.

Section 4.3 is devoted to the proof that any renormalized solution, actually its regular

translation v, admits a capp-quasi continuous representative (i.e. continuous everywhere

but on a set of arbitrary small p-capacity) defined capp-almost everywhere (Theorem

4.11); to this aim, we use an estimate which allows us to conclude that any function in

the space

{u ∈ Lp(0, T ;W 1,p
0 (Ω)) ∩ L∞(Q);ut ∈ Lp′(0, T ;W−1,p′(Ω)) + L1(Q)},

admits a capp-quasi continuous representative defined capp-almost everywhere; this fact,

by proving that v is finite capp-almost everywhere, will prove Theorem 4.11. Notice that

this interesting property justifies, in some sense, the fact that we use S(v) against µ0

(the absolutely continuous part of µ) in the renormalized formulation (see Corollary

4.9), where S is a real bounded Lipschitz continuous function on R. In Section 4.4

we introduce the setting of the approximation argument which we shall use to prove

existence of a renormalized solution; in particular, we first discuss how the definition of

renormalized solution does not depend on the decomposition of µ0 we approximate, and

then we state a standard compactness result (Proposition 4.15) that will be central in

the rest of the chapter.

A key role to prove existence is the proof of Theorem 4.20 to which Section 4.5 is

devoted; that is, the strong convergence of the truncations Tk(v
ε) of the approximating

sequence. Here, following an idea of [DMOP] we construct suitable cut-off functions
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ψδ that allow us to work , separately, far from and near to the set E where the singular

part of the measure µ is concentrated.

In Section 4.6 we prove that a renormalized solution actually exists using the result

of Theorem 4.20; to do that we make use again of the cut-off functions ψδ to split the

proof into its easier part (far from E) and its harder part (near to E).

Finally, in Section 4.7 we try to emphasize the fact that, as in the elliptic case, the

notion of renormalized solution should be the right one to ensure uniqueness since we

prove that, in the linear case, this fact turns out to be true; indeed, if A is linear, we

show that the renormalized solution u turns out to be a solution in a duality sense

as so it is unique. In the last part of this section we also mention, as an interesting

application of properties (10) and (11), that an Inverse Maximum Principle (we use the

terminology introduced in [DuP] in the case of the Laplace operator) apply to general

parabolic pseudomonotone operators with singular measure data; that is, for instance:

nonnegative renormalized solutions arise from nonnegative singular measure data. All

the results of Chapter 4 are contained in [Pe2].
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CHAPTER 1

A review on some preliminary tools and basic results

1.1. Notations, functional spaces and basic tools

We set by RN the N -Euclidian space (simply R if N = 1) on which the standard

Lebesgue measure is considered, as defined on the σ-algebra of Lebesgue measurable

sets. The scalar product between two vectors a, b in RN will be denoted by a · b or

simply ab in most cases. Given a bounded open set Ω of RN , whose boundary will be

denoted by ∂Ω, and given a positive T , we shall consider the cylinder QT = (0, T )× Ω

(or simply Q where there is no possibility of confusion), setting by C0(Q) and C∞
0 (Q),

the space of continuous, respectively C∞, functions with compact support in Ω, while

C(Ω) will denote functions that are continuous in the whole closed set Ω; moreover we

will indicate by C∞
0 ([0, T ]×Ω) (resp. C∞

0 ([0, T )×Ω)) the set of all C∞ functions with

compact support on the set [0, T ]× Ω) (resp. on [0, T )× Ω).

For the sake of simplicity here we will denote by D any bounded open subset of RN

(that in the rest of this thesis would indicate Ω, (0, T )×Ω, Q, etc...). We will deal with

the space M(D) of Radon measures µ on D that, by means of Riesz’s representation

theorem, turns out to coincide with the dual space of C0(D) with the topology of locally

uniform convergence; we shall identify the element µ in M(D) with the real valued

additive set function associated, which is defined on the σ-algebra of Borel subsets of

D and is finite on compact subsets. Thus with µ+ and µ− we mean, respectively, the

positive and the negative variation of the Hahn decomposition of µ, that is µ = µ+−µ−,

while the total variation of µ will be denoted by |µ| = µ++µ−. Since we will always deal

with the subset of M(D) of the measures with bounded total variation on D, to simplify

the notation we will denote also by M(D) this subset. The restiction of a measure µ on

a subset E is denoted by µ E and is defined as follows:

µ E(B) = µ(E ∩B), for every Borel subset B ⊆ D.

If µ = µ E we wll say that µ is concentrated on E.

For 1 ≤ p ≤ ∞, we denote by Lp(D) the space of Lebesgue measurable functions

(in fact, equivalence classes, since almost everywhere equal functions are identified)

9



10 1. PRELIMINARY TOOLS AND BASIC RESULTS

u : D → R such that, if p <∞

‖u‖Lp(D) =

(∫
Ω

|u|p dx
) 1

p

<∞,

or which are essentially bounded (w.r.t Lebesgue measure) if p = ∞. For the definition,

the main properties and results on Lebesgue spaces we refer to [B]. For a function u in

a Lebesgue space we set by
∂u

∂xi

(or simply uxi
) its partial derivative in the direction xi

defined in the sense of distributions, that is

〈uxi
, ϕ〉 = −

∫
D

uϕxi
dx,

and we denote by ∇u = (ux1 , ..., uxN
) the gradient of u defined this way.

The Sobolev spaceW 1,p(D) with 1 ≤ p ≤ ∞, is the space of functions u in Lp(D) such

that∇u ∈ (Lp(D))N , endowed with its natural norm ‖u‖W 1,p(D) = ‖u‖Lp(D)+‖∇u‖Lp(D),

while W 1,p
0 (D) will indicate the closure of C∞

0 (D) with respect to this norm. We still

follow [B] for basic results on Sobolev spaces. Let us just recall that, for 1 < p < ∞,

the dual space of Lp(D) can be identified with Lp′(D), where p′ = p
p−1

is the Hölder

conjugate exponent of p, and that the dual space of W 1,p
0 (D) is denoted by W−1,p′(D).

By a well known result, any element of T ∈ W−1,p′(D) can be written in the form

T = −div(G) where G ∈ (Lp′(D))N .

For every 0 < p < ∞, we introduce the Marcinkiewicz space Mp(D) of measurable

functions f such that there exists c > 0, with

meas{x : |f(x)| ≥ k} ≤ c

kp
,

for every positive k; it turns out to be a Banach space endowed with the norm

‖f‖Mp(D) = inf
{
c > 0 : meas{x : |f(x)| ≥ k} ≤

( c
k

)p}
.

Let us recall that, since D is bounded, then for p > 1 we have the following continuous

embeddings

Lp(D) ↪→Mp(D) ↪→ Lp−ε(D),

for every ε ∈ (0, p− 1].

Finally, let us spend a few words on how positive constant will be denoted hereafter.

If no otherwise specified, we will write C to denote any positive constant (possibly

different) which only depends on the data, that is on quantities that are fixed in the

assumptions (N , Ω, Q, p, and so on...); in any case such constants never depend on the

different indexes having a limit we often introduce, for instance ε, δ, η that vanish or n, k

that go to infinity; here and in the rest of the thesis ω(ν, η, ε, n, h, k) will indicate any



1.1. NOTATIONS, FUNCTIONAL SPACES AND BASIC TOOLS 11

quantity that vanishes as the parameters go to their (obvious, if not explicitly stressed)

limit point with the same order in which they appear, that is, for example

lim
ν→0

lim sup
δ→0

lim sup
n→+∞

lim sup
ε→0

|ω(ε, n, δ, ν)| = 0.

Moreover, for the sake of simplicity, in what follows, the convergences, even if not

explicitly stressed, may be understood to be taken possibly up to a suitable subsequence

extraction.

We already said that we refer to [B] for most basic tools in Lebesgue theory and

Sobolev spaces; however, among them, let us recall explicitly some that will play a

crucial role in the methods we use.

(1) Generalized Young’s inequality: for 1 < p <∞, p′ = p
p−1

and any positive ε we

have:

ab ≤ εpa
p

p
+

1

εp′

bp
′

p′
, ∀a, b > 0.

(2) Hölder’s inequality: for 1 < p < ∞, p′ = p
p−1

, we have, for every f ∈ Lp(D)

and every g ∈ Lp′(D):∫
D

|fg| dx ≤
(∫

D

|f |p
) 1

p
(∫

D

|g|p′
) 1

p′

.

(3) Let 1 < p < ∞, p′ = p
p−1

, {fn} ⊂ Lp(D), {gn} ⊂ Lp′(D) be such that fn

strongly converges to f in Lp(D) and gn weakly converges to g in Lp′(D). Then

lim
n→∞

∫
D

fn gn dx =

∫
D

fg dx .

The same conclusion holds true if p = 1, p′ = ∞ and the weak convergence of

gn is replaced by the ∗-weak convergence in L∞(D). Moreover if fn strongly

converges to zero in Lp(D), and gn is bounded in Lp′(D), we also have

lim
n→∞

∫
D

fn gn dx = 0 .

(4) Let fn converge to f in measure and suppose that:

∃ C > 0, q > 1 : ‖fn‖Lq(D) ≤ C, ∀ n.

Then

fn −→ f strongly in Ls(D), for every 1 ≤ s < q.

(5) Fatou’s lemma: Let 1 ≤ p <∞, and let {fn} ⊂ Lp(D) be a sequence such that

fn → f a.e. in D and fn ≥ h(x) with h(x) ∈ L1(D), then∫
D

f dx ≤ lim inf
n→∞

∫
D

fn dx.
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(6) Generalized Lebesgue theorem: Let 1 ≤ p < ∞, and let {fn} ⊂ Lp(D) be a

sequence such that fn → f a.e. in D and |fn| ≤ gn with gn strongly convergent

in Lp(D), then f ∈ Lp(D) and fn strongly converges to f in Lp(D).

(7) Let {fn} ⊂ L1(D) and f ∈ L1(D) be such that, fn ≥ 0, fn → f a.e. in D, and

lim
n→∞

∫
D

fn dx =

∫
D

f dx,

then fn strongly converges to f in L1(D).

(8) Vitali’s theorem: Let 1 ≤ p < ∞, and let {fn} ⊂ Lp(D) be a sequence such

that fn → f a.e. in D and

(1.1.1) lim
meas(E)→0

sup
n

∫
E

|fn|p dx = 0.

Then f ∈ Lp(D) and fn strongly converges to f in Lp(D).

(9) Let {fn} ⊂ L1(D) and {gn} ⊂ L∞(D) be two sequences such that

fn −→ f weakly in L1(D),

gn −→ g a.e. in D and ∗-weakly in L∞(D).

Then

lim
n→∞

∫
D

fn gn dx =

∫
D

fg dx .

Remark 1.1. Property (1.1.1) is the so called equi-integrability property of the

sequence {|fn|p}. We recall that Dunford-Pettis theorem ensures that a sequence in

L1(D) is weakly convergent in L1(D) if and only if it is equi-integrable. Moreover,

results (4), (6) and (7) can be proven as an easy consequences of Vitali’s theorem and

so we will refer to them as Vitali’s theorem as well. For the same reason we will refer

to result (9) as Egorov theorem.

For functions in the Sobolev space W 1,p
0 (D) we will often use Sobolev’s theorem

stating that, if p < N , W 1,p
0 (D) continuously injects into Lp∗(D) with p∗ = Np

N−p
; if

p = N , W 1,p
0 (D) continuously injects into Lq(D) for every q < ∞, while, if p > N ,

W 1,p
0 (D) continuously injects into C(D). Let us also recall Rellich’s theorem stating

that, if p < N , the injection of W 1,p
0 (D) into Lq(D) is compact for every 1 ≤ q < p∗,

and Poincaré’s inequality, that is, there exists C > 0 such that

‖u‖Lp(D) ≤ C‖∇u‖(Lp(D))N ,

for every u ∈ W 1,p
0 (D), so that ‖∇u‖(Lp(D))N can be used as equivalent norm on W 1,p

0 (D).

We will often use the following result due to G. Stampacchia.
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Theorem 1.2. Let G : R → R be a Lipschitz function such that G(0) = 0. Then for

every u ∈ W 1,p
0 (D) we have G(u) ∈ W 1,p

0 (D) and ∇G(u) = G′(u)∇u almost everywhere

in D.

Proof. See [S]. �

Theorem 1.2 has an important consequence, that is

∇u = 0 a.e. in Fc = {x : u(x) = c},

for every c > 0. Hence, we are able to consider the composition of function in W 1,p
0 (D)

with some useful auxiliary function. One of the most used will be the truncation function

at level k > 0, that is Tk(s) = max(−k,min(k, s));

-

6

�
�

�
�

�
�

−k

k

k

−k

s

Tk(s)

thus, if u ∈ W 1,p
0 (D), we have that Tk(u) ∈ W 1,p

0 (D) and ∇Tk(u) = ∇uχ{u<k} a.e.

on D, for every k > 0.

If u is such that its truncation belongs to W 1,p
0 (D), then we can define an approxi-

mated gradient of u defined as the a.e. unique measurable function v : D → RN such

that

(1.1.2) v = ∇Tk(u)

almost everywhere on the set {|u| ≤ k}, for every k > 0 (see for instance [B6])

1.1.1. Spaces of functions with values in a Banach space. Now we want to

recall some feature about spaces of functions with values in a Banach space, that is one

of the most important tool to deal with evolution problems.

Given a real Banach space V , we will denote by C∞(R;V ) the space of functions

u : R → V which are infinitely many times differentiable (according to the definition

of Frechet differentiability in Banach space) and by C∞
0 (R;V ) the space of functions in

C∞(R;V ) having compact support. As we mentioned above, for a, b ∈ R, C∞
0 ([a, b];V )

will be the space of restrictions to [a, b] of functions of C∞
0 (R;V ), and C([a, b];V ) the

space of all continuous functions from [a, b] into V .

We recall that a function u : [a, b] → V is said to be Lebesgue measurable if there

exists a sequence {un} of step functions (i.e. un =
kn∑
j=1

an
j χAn

j
for a finite number kn
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of Borel subsets An
j ⊂ [a, b] and with an

j ∈ V ) converging to u almost everywhere with

respect to the Lebesgue measure in [a, b].

Then for 1 ≤ p <∞, Lp(a, b;V ) is the space of measurable functions u : [a, b] → V

such that

‖u‖Lp(a,b;V ) =

(∫ b

a

‖u‖p
V dt

) 1
p

<∞,

while L∞(a, b;V ) is the space of measurable functions such that:

‖u‖L∞(a,b;V ) = sup
[a,b]

‖u‖V <∞.

Of course both spaces are meant to be quotiented, as usual, with respect to the almost

everywhere equivalence. The reader can find a presentation of these topics in [DL].

Let us recall that, for 1 ≤ p ≤ ∞, Lp(a, b;V ) is a Banach space, moreover if for

1 ≤ p <∞ and V ′, the dual space of V , is separable, then the dual space of Lp(a, b;V )

can be identified with Lp′(a, b;V ′).

For our purpose V will mainly be either the Lebesgue space Lp(Ω) or the Sobolev

space W 1,p
0 (Ω), with 1 ≤ p <∞ and Ω is a bounded open set of RN . Since in this case V

is separable we have that Lp(a, b;Lp(Ω)) = Lp((a, b)× Ω), the ordinary Lebesgue space

defined in (a, b)×Ω and Lp(a, b;W 1,p
0 (Ω)) consists of all functions u : [a, b]×Ω → R which

belong to Lp((a, b)× Ω) and such that ∇u = (ux1 , ..., uxN
) belongs to (Lp((a, b)× Ω))N

(often, for simplicity, we will indicate this space only by Lp((a, b)× Ω)); moreover,(∫ b

a

∫
Ω

|∇u|p dxdt
) 1

p

defines an equivalent norm by Poincaré’s inequality.

Given a function in Lp(a, b;V ) it is possible to define a time derivative of u in the

space of vector valued distributions D′(a, b;V ) which is the space of linear continuous

functions from C∞
0 (a, b) into V (see [Sc]). In fact, the definition is the following:

〈ut, ψ〉 = −
∫ b

a

uψt dt , ∀ ψ ∈ C∞
0 (a, b),

where the equality is meant in V . If u ∈ C1(a, b;V ) this definition clearly coincides

with the Frechet derivative of u. In the following, when ut is said to belong to a

space Lq(a, b; Ṽ ) (Ṽ being a Banach space) this means that there exists a function

z ∈ Lq(a, b; Ṽ ) ∩ D′(a, b;V ) such that:

〈ut, ψ〉 = −
∫ b

a

uψt dt = 〈z, ψ〉 , ∀ ψ ∈ C∞
0 (a, b).
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In the following, we will also use sometimes the notation
∂u

∂t
instead of ut. We racall

the following classical embedding result

Theorem 1.3. Let H be an Hilbert space such that:

V ↪→
dense

H ↪→ V ′ .

Let u ∈ Lp(a, b;V ) be such that ut, defined as above in the distributional sense, belongs

to Lp′(a, b;V ′). Then u belongs to C([a, b];H).

Proof. [DL], Chapter XVIII, Section 2, Theorem 1. �

This result also allows us to deduce, for functions u and v enjoying these properties,

the integration by parts formula:

(1.1.3)

∫ b

a

〈v, ut〉 dt+

∫ b

a

〈u, vt〉 dt = (u(b), v(b))− (u(a), v(a)) ,

where 〈·, ·〉 is the duality between V and V ′ and (·, ·) the scalar product inH. Notice that

(1.1.3) makes sense thanks to Theorem 1.3. Its proof relies on the fact that C∞
0 (a, b;V )

is dense in the space of functions u ∈ Lp(a, b;V ) such that ut ∈ Lp′(a, b;V ′) endowed

with the norm ‖u‖ = ‖u‖Lp(a,b;V ) + ‖ut‖Lp′ (a,b;V ′), together with the fact that (1.1.3) is

true for u, v ∈ C∞
0 (a, b;V ) by the theory of integration and derivation in Banach spaces.

Note however that in this context (1.1.3) is subject to the verification of the hypotheses

of Theorem 1.3; if, for instance, V = W 1,p
0 (Ω), then

W 1,p
0 (Ω) ↪→

dense
L2(Ω) ↪→ W−1,p′(Ω)

only if p ≥ 2N
N+2

; for the sake of simplicity we will often work under this bound, that

actually turns out to be only technical.

1.1.2. Further useful results. Here we give some further results that will be very

useful in what follows; the first one contains a generalization of the integration by parts

formula (1.1.3) where the time derivative of a function is less regular than there, an its

proof can be found in [DP] (see also [CW]).

Lemma 1.4. Let f : R → R be a continuous piecewise C1 function such that f(0) = 0

and f ′ is zero away from a compact set of R; let us denote F (s) =
∫ s

0
f(r)dr. If

u ∈ Lp(0, T ;W 1,p
0 (Ω)) is such that ut ∈ Lp′(0, T ;W−1,p′(Ω)) +L1(Q) and if ψ ∈ C∞(Q),

then we have

(1.1.4)

∫ T

0

〈ut, f(u)ψ〉 dt =

∫
Ω

F (u(T ))ψ(T ) dx−
∫

Ω

F (u(0))ψ(0) dx−
∫

Q

ψt F (u) dxdt.
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Now we state three embedding theorems that will play a central role in our work;

the first one is an Aubin-Simon type result that we state in a form general enough

to our purpose, while the second one is a generalization of Theorem 1.3; the third

one is the well-known Gagliardo-Nirenberg embedding theorem followed by an important

consequence of it for the evolution case.

Theorem 1.5. Let un be a sequence bounded in Lq(0, T ;W 1,q
0 (Ω)) such that un

t is

bounded in L1(Q) + Ls′(0, T ;W−1,s′(Ω)) with q, s > 1, then un is relatively strongly

compact in L1(Q), that is, up to subsequences, un strongly converges in L1(Q) to some

function u ∈ L1(Q).

Proof. See [Si], Corollary 4. �

Let us define, for every p > 1, the space Sp as

(1.1.5) Sp = {u ∈ Lp(0, T ;W 1,p
0 (Ω));ut ∈ L1(Q) + Lp′(0, T ;W−1,p′(Ω))},

endowed with its natural norm ‖u‖Sp = ‖u‖Lp(0,T ;W 1,p
0 (Ω)) + ‖ut‖Lp′ (0,T ;W−1,p′ (Ω))+L1(Q).

We have the following trace result:

Theorem 1.6. Let p > 1, then we have the following continuous injection

Sp ↪→ C(0, T ;L1(Ω)).

Proof. See [Po1], Theorem 1.1. �

Theorem 1.7 (Gagliardo-Nirenberg). Let v be a function in W 1,p
0 (Ω) ∩ Lρ(Ω) with

q ≥ 1, ρ ≥ 1. Then there exists a positive constant C, depending on N , q and ρ, such

that

‖v‖Lγ(Ω) ≤ C‖∇v‖θ
(Lq(Ω))N‖v‖1−θ

Lρ(Ω) ,

for every θ and γ satisfying

0 ≤ θ ≤ 1, 1 ≤ γ ≤ +∞,
1

γ
= θ

(
1

q
− 1

N

)
+

1− θ

ρ
.

Proof. See [N], Lecture II. �

An immediate consequence of the previous result is the following embedding result:

Corollary 1.8. Let v ∈ Lq(0, T ;W 1,q
0 (Ω)) ∩ L∞(0, T ;Lρ(Ω)), with q ≥ 1, ρ ≥ 1.

Then v ∈ Lσ(Q) with σ = qN+ρ
N

and∫
Q

|v|σ dxdt ≤ C‖v‖
ρq
N

L∞(0,T ;Lρ(Ω))

∫
Q

|∇v|q dxdt .
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Proof. See [DiB], Proposition 3.1. �

Finally we want to recall some useful density results. Let us call V = W 1,p
0 (Ω)∩L2(Ω)

endowed with its natural norm ‖ · ‖W 1,p
0 (Ω) + ‖ · ‖L2(Ω) and

(1.1.6) W =
{
u ∈ Lp(0, T ;V ), ut ∈ Lp′(0, T ;V ′)

}
,

endowed with its natural norm ‖u‖W = ‖u‖Lp(0,T ;V ) + ‖ut‖Lp′ (0,T ;V ′). We have the

following

Theorem 1.9. Let 1 < p <∞, then C∞
0 ([0, T ]× Ω) is dense in W .

Proof. See [DPP], Theorem 2.11. �

Let us emphasize that, if u ∈ W ∩ L∞(Q), then the approximating sequence of

functions in C∞
0 ([0, T ] × Ω) that exists thanks to Theorem 1.9, can be chosen to be

bounded.

To conclude let us state a straightforward consequence of Corollary 2.3.2 in [Dr],

(where we suppose p ≥ 2N
N+2

just for simplicity).

Proposition 1.10. If u ∈ Sp ∩ L∞(Q) then there exists a sequence of uniformly

bounded functions un ∈ C∞([0, T ],W 1,p
0 (Ω)) that converges to u in Sp; that is, if ut =

v(1) + v(2) ∈ L1(Q) + Lp′(0, T ;W−1,p′(Ω)), then un converges to u in Lp(0, T ;W 1,p
0 (Ω)),

un
t = vn,(1) + vn,(2) with vn,(1) that converges to v(1) in L1(Q) and vn,(2) converges to v(2)

in Lp′(0, T ;W−1,p′(Ω)).

1.2. Elliptic case

Here we want to give a brief review on basic results concerning elliptic differential

problems with measure data. We shall begin by recalling the variational case and the

linear case with the definition of duality solution, then we will discuss the case of general

Leray-Lions type pseudomonotone operators with measures, and finally we will mention

the case of lower order terms with natural growth. Next section will be devoted to

discuss the parabolic case associated with these problems.

Let 1 < p < +∞ and Ω ⊆ RN a bounded open set and a : Ω × RN → RN

a Carathéodory function (i.e., a(·, ξ) is measurable for every ξ ∈ RN , and a(x, ·) is

continuous for a.e. x ∈ Ω) such that

(1.2.1) a(x, ξ) · ξ ≥ α|ξ|p,

for a.e. x ∈ Ω and for all ξ ∈ RN , with α a positive constant;

(1.2.2) |a(x, ξ)| ≤ β(b(x) + |ξ|p−1),
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for a.e. x ∈ Ω and for every ξ ∈ RN , with β a positive constant and b a nonnegative

function in Lp′(Ω);

(1.2.3) (a(x, ξ)− a(x, η)) · (ξ − η) > 0,

for a.e. x ∈ Ω and for every ξ, η ∈ RN , ξ 6= η.

Under these assumptions

A : u 7→ −div(a(x,∇u)),

turns out to be a continuous, coercive, pseudomonotone operator from W 1,p
0 (Ω) into its

dual space W−1,p′(Ω).

Remark 1.11. First of all observe that a(x, 0) = 0, for a.e. x ∈ Ω. In fact, from

(1.2.1), for t > 0 fixed, one has

a(x, tξ) · ξ ≥ αtp−1|ξ|p,

for a.e. x ∈ Ω and for all ξ ∈ RN ; so, using the fact that

a(x, tξ)
t→0+

−→ a(x, 0),

for any ξ ∈ RN and for a.e. x ∈ Ω (thanks to the continuity of a with respect to its

second argument), we obtain

a(x, 0) · ξ ≥ 0 ∀ξ ∈ RN ;

therefore, taking −ξ in the place of ξ, in the above inequality, we conclude a(x, 0) · ξ =

0 for a.e.x ∈ Ω and ∀ ξ ∈ RN and so a(x, 0) = 0 for a.e. x ∈ Ω.

We are interested in the study of the following problem:

(1.2.4)

{
−div(a(x,∇u)) = µ in Ω,

u = 0 on ∂Ω,

where µ ∈M(Ω); let us first focus on the case where µ ∈ W−1,p′(Ω).

1.2.1. Variational case. Observe that, if p > N , then, by Sobolev embedding

theorem, we have that M(Ω) ⊂ W−1,p′(Ω) and so we come back to this case.

Definition 1.12. Let 1 < p < +∞, then if f ∈ W−1,p′(Ω), u is a variational solution

of problem (1.2.4) if:

(1.2.5)

u ∈ W
1,p
0 (Ω),∫

Ω

a(x,∇u) · ∇ϕ dx = 〈f, ϕ〉W−1,p′ (Ω),W 1,p
0 (Ω), ∀ϕ ∈ W 1.p

0 (Ω).
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Remark 1.13. In the linear case, i.e. when a(x, ·) = A(x) with A(x) is an N × N

matrix with coefficients L∞(Ω) and p = 2, the existence of a variational solution u ∈
H1

0 (Ω) can be easily done via the use of Lax-Milgram theorem.

Let us state the existence theorem for variational solutions of problem (1.2.4), its

proof relies on an application of Schauder fixed point theorem.

Theorem 1.14. The operator A : W 1,p
0 (Ω) → W−1,p′(Ω) defined as A(u) = −div(a(·,∇u))

is surjective, and so, if f ∈ W−1,p′(Ω) then there exists u ∈ W 1,p
0 (Ω) such that A(u) = f

in W−1,p′(Ω), that is,∫
Ω

a(x,∇u) · ∇ϕ dx = 〈f, ϕ〉W−1,p′ (Ω),W 1,p
0 (Ω), ∀ϕ ∈ W 1,p

0 (Ω).

Proof. See [LL]. �

The variational solution of problem (1.2.4) is also unique, in fact we have the fol-

lowing

Theorem 1.15. The variational solution of problem (1.2.4) is unique, that is, if

f ∈ W−1,p′(Ω) then there exists a unique u ∈ W 1,p
0 (Ω) such that A(u) = f in W−1,p′(Ω).

Proof. Let u, v ∈ W 1,p
0 (Ω) such that A(u) = f and A(v) = f in W−1,p′(Ω). Using

(1.2.5) for both solutions and subtracting the one from he other we obtain∫
Ω

(a(x,∇u)− a(x,∇v)) · ∇ϕ dx = 0,

for all ϕ ∈ W 1,p
0 (Ω). So taking ϕ = u− v as test function, and using assumption (1.2.1),

we have easily conclude that u = v. �

Remark 1.16. The variational problem turns out to admit a solution even if a is

more general; for instance a could depend explicitly (and continuously) from u with

suitable change of assumption (1.2.2); however uniqueness is not guaranteed in general

unless in the case 1 < p ≤ 2 with a stronger assumption on a (see [BG2]).

1.2.2. Linear case. Let A(x) be a N × N matrix with entries ai,j(x) ∈ L∞(Ω)

satisfying assumption (1.2.1) (p = 2), and consider the linear problem

(1.2.6)

{
L(u) = µ in Ω,

u = 0 on ∂Ω.
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where L(ξ) = −div(A(x)ξ) and µ ∈ M(Ω). Let us consider L∗ as the adjoint operator

of L defined by L∗(u) = −div(A∗(x)∇u) for all u ∈ H1
0 (Ω), where A∗(x) is the transpose

matrix of A(x). If f ∈ W−1,p′(Ω), with p′ > N we can consider

(1.2.7)

{
L∗(v) = f in Ω,

v = 0 on ∂Ω.

Let v be the variational solution of problem (1.2.7); thanks to standard elliptic regularity

results we have that v ∈ C(Ω) and

(1.2.8) ‖v‖C(Ω) ≤ λ‖f‖W−1,p′ (Ω).

So, for every p′ > N , we can define

G∗
p′ : W−1,p′(Ω) −→ C(Ω),

as

G∗
p′(f) = v.

G∗
p′ turns out to be linear and continuous; thus we can define the Green operator as

G∗ :
⋃

p′>N

W−1,p′(Ω) −→ C0(Ω),

with

G∗ |W−1,p′ (Ω)= G∗
p′ .

This argument justifies the definition of duality solution given by G. Stampacchia in [S],

for the problem

(1.2.9)

{
L(u) = µ in Ω,

u = 0 on ∂Ω.

Definition 1.17. Let µ ∈M(Ω) we will say that u ∈ L1(Ω) is a duality solution of

problem (1.2.9) if

(1.2.10)

∫
Ω

ug dx =

∫
Ω

G∗(g) dµ,

for all g ∈ L∞(Ω).

A duality solution, easily, turns out to be a distributional solution of problem (1.2.9)

and, if it exists, is obviously unique as an easy consequence of its definition.

Theorem 1.18. Let µ ∈M(Ω), then there exists a unique duality solution of problem

(1.2.9). Moreover, u ∈ W 1,q
0 (Ω) with q < N

N−1
.

Proof. See [S]. �
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Remark 1.19. Notice that the regularity of the duality solution, that is u ∈ W 1,q
0 (Ω)

with q < N
N−1

, is sharp and cannot be, in general, improved; in fact one can think about

the fundamental solution of the Laplace operator in a ball. So, in general, we deal with

solutions that do not belong to the usual energy space; however notice that, as we will

see below, these infinity energy solutions turn out to have finite energy truncations at

any level.

1.2.3. Weak solutions for monotone operators with measure data. A whole

theory was recently developed about the Dirichlet problem

(1.2.11)

{
−div(a(x,∇u)) = µ in Ω,

u = 0 on ∂Ω,

where µ ∈ M(Ω) and a satisfies assumption (1.2.1)–(1.2.3). As we said before, the

interest in study problem (1.2.11) arises if p ≤ N , since, if p > N then M(Ω) ⊂
W−1,p′(Ω) and one can apply classical variational results (see Theorem 1.14 and Theorem

1.15). On the other hand, if p ≤ N the solution of problem (1.2.11) cannot be expected

to belong to W 1,p
0 (Ω), nor is clear in which sense the solution should be considered.

As we said before, in the linear case, the notion of duality solution provided the right

tool to get existence and uniqueness for such a problem with general measure data;

unfortunately this method does not apply in the case of general nonlinear operators.

In this case, the key point is to look for solutions of problem (1.2.11) as limit of an

approximating sequence of regular solutions. Henceforward, we will say that a sequence

{µn} ⊂ M(Ω) converges tightly (or, equivalently, in the narrow topology of measures)

to a measure µ if

lim
n→∞

∫
Ω

ϕ dµn =

∫
Ω

ϕ dµ, ∀ ϕ ∈ C(Ω).

Let us remark that µn converges tightly to µ if and only if µn converges to µ weak-∗
in M(Ω) and µn(Ω) converges to µ(Ω). Via a standard convolution argument one can

easily prove the following

Theorem 1.20. Let µ ∈ M(Ω). Then there exists a sequence {fn} ⊂ C∞(Ω) such

that

‖fn‖L1(Ω) ≤ |µ|M(Ω) ,

and

fn −→ µ tightly in M(Ω).

Thanks to Theorem 1.20 a method for solving problem (1.2.11) is to find a priori

estimates which only depend on the norm of the datum µ in M(Ω) and then look for

compactness results which allow to pass to the limit in the approximating problems.
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This method has been proved to work in [BG] and yields a function u that is a distri-

butional solution of (1.2.11). However, u only belongs to the space W 1,q
0 (Ω) for every

q < N(p−1)
N−1

and its regularity is optimal as shown by simple examples like, for instance,

the fundamental solution of the p-laplacian on a ball of RN . Since N(p−1)
N−1

> 1 if and

only if p > 2− 1
N

, for smaller values of p we cannot even use the framework of Sobolev

spaces to deal with (1.2.11), so that, this lower bound on p is required in [BG]. Even if

this bound can be overcome by a suitable use of the estimate of the truncations of the

approximating solution (see [B6]), we will often use, in the following, similar bounds to

avoid technicalities.

Anyway, for 1 < p < ∞, we can provide the definition of weak solution of problem

(1.2.11), where the gradient of u is understood to be the approximated gradient of u

defined in (1.1.2). For simplicity let us define

T 1,p
0 (Ω) =

{
u measurable : Tk(u) ∈ W 1,p

0 (Ω),∀ k > 0
}

;

notice that T 1,p
0 (Ω) is not a linear space as simple examples show; however, if u is in

T 1,p
0 (Ω) and ϕ is in W 1,p

0 (Ω) ∩ L∞(Ω) then u+ ϕ belongs to T 1,p
0 (Ω) (see [DMOP]).

Definition 1.21. A measurable function u ∈ T 1,p
0 (Ω), for every k > 0, is a weak

solution of problem (1.2.11) if a(x,∇u) belongs to (L1(Ω))N and the equation is satisfied

in the sense of distributions, that is∫
Ω

a(x,∇u) · ∇ϕ dx =

∫
Ω

ϕ dµ, ∀ ϕ ∈ C∞
0 (Ω) .

In [BG], for p > 2 − 1
N

, and in [B6] (see also [BGO]) in the general case, the

problem of existence of weak solutions of (1.2.11) is solved by using the following tools,

which we here recall being key results for the whole theory.

Lemma 1.22. Let C > 0 and let {un} ⊂ T 1,p
0 (Ω) be such that:∫

Ω

|∇Tk(u
n)|p dx ≤ C(k + 1) ∀ k > 0.

Then, if p < N , un is bounded in M
N(p−1)

N−p (Ω) and |∇un| is bounded in M
N(p−1)

N−1 (Ω);

if p = N , un is bounded in M q(Ω) for every q < ∞ and |∇un| is bounded in M r(Ω)

for every r < N . Moreover, there exists a measurable function u ∈ T 1,p
0 (Ω) and a

subsequence, not relabeled, such that:

un −→ u a.e. in Ω,

Tk(u
n) −→ Tk(u) weakly in W 1,p

0 (Ω) and a.e. in Ω for every k > 0.
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Proof. As far as the estimates are concerned, see [B6], Lemma 4.1 and Lemma 4.2

if p < N , while for the case p = N see [BPV], Lemma 2.5. The convergence results are

contained in Theorem 6.1 of [B6]. �

Lemma 1.23. Let un ∈ W 1,p
0 (Ω) a sequence of solutions of{

−div(a(x,∇un)) = fn − div(F n) inΩ,

un = 0 on ∂Ω,

where fn ∈ L∞(Ω) is such that ‖fn‖L1(Ω) ≤ C, and F n strongly converges in (Lp′(Ω))N .

Then there exists u ∈ T 1,p
0 (Ω) and a subsequence, not relabeled, such that:

un −→ u a.e. in Ω,

∇un −→ ∇u a.e. in Ω,

and

a(x,∇un) −→ a(x,∇u) strongly in (L1(Ω))N .

Proof. See [B6],[DV], [BGO] and [BPV]. �

Thanks to Lemma 1.22 and Lemma 1.23 one can easily prove the existence result

for problem (1.2.11).

Theorem 1.24. Assume (1.2.1)–(1.2.3), and let µ ∈ M(Ω). Then there exists a

weak solution u of problem (1.2.11) in T 1,p
0 (Ω). Moreover, if p < N , u belongs to

M
N(p−1)

N−p (Ω) and |∇u| belongs to M
N(p−1)

N−1 (Ω), while, if p = N , u belongs to M q(Ω) for

every q <∞ and |∇u| belongs to M r(Ω) for every r < N

Proof. See [B6], Theorem 6.1, for p < N , and [BPV], Theorem 2.6 for p = N . �

1.2.4. Serrin counterexample: lack of uniqueness. Nothing has been said

about uniqueness of weak solutions of (1.2.11), which is still open, even for linear

operator with smooth data. In fact, in [Se], J. Serrin shown that, if N = 2, and

Ω = {x ∈ R2 : |x| < 1} and for every fixed 0 < ε < 1, then there exists a matrix Aε,

such that

- aε
i,j are measurabe functions defined on Ω, ∀ i, j = 1, 2,

- aε
i,j ∈ L∞(Ω), ∀ i, j = 1, 2,

- Aε(x) ξ · ξ ≥ αε|ξ|2, for a.e. x ∈ Ω, and for any ξ ∈ R2, with α > 0,
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and

(1.2.12)

u ∈ W
1,q
0 (Ω), ∀ 1 ≤ q < 2

1+ε
,∫

Ω

Aε(x)∇u · ∇ϕ dx = 0, ∀ϕ ∈ C∞
0 (Ω),

admits at least two solutions.

The Serrin’s coefficients are

(1.2.13) ai,j =

(
1

ε2
− 1

)
xixj

r2
+ δi,j,

for i, j = 1, 2., where r =
√
x2

1 + x2
2 and δi,j stands for the Kronecker symbol; if v(x) is

the unique variational solution (see for instance [E]) of problem{
−div(Aε(x)∇v) = 0, in Ω,

v = x1 on ∂Ω,

then u = x1r
−N+1−ε − v(x) is a nontrivial (the trivial solution is obviously u = 0)

solution of problem (1.2.12). Let us notice that, this pathological solution found by

Serrin belongs to W 1,q
0 (Ω) for every q ∈ [1, 2

1+ε
), this is coherent with the uniqueness

result of Theorem 1.15.

In [Pr1], the author extended such a counterexample to the case N ≥ 3. For

instance, if N = 3 the matrix is:

Aε =

a11 a12 0
a21 a22 0
0 0 1


where ai,j are the same coefficients defined in (1.2.13).

However, since it is not been proved that such a solution belongs to T 1,p
0 (Ω), the

uniqueness of weak solution is still an open problem.

1.2.5. Elliptic p-capacity. The attempt to find a different formulation for (1.2.11)

which could allow to have both existence and uniqueness has been developed in [B6] and

in [DMOP] where the notions of entropy solution and renormalized solution have been

respectively introduced. Both these definitions, which have been proved to be equivalent

(see [DMOP]), ask for solutions in T 1,p
0 (Ω) and use a weak formulation of the equation

where nonlinear test functions depending on u are used to restrict the equation on the

subsets where u is bounded. Both these approaches are able to get uniqueness provided

µ belongs to L1(Ω) + W−1,p′(Ω). In terms of measures, this restriction has a straight

relationship with the notion of elliptic p-capacity, as it was proved in [BGO]. In order to

recall this result, we need first to introduce the notion of p-capacity (see also Section 2 in

[DMOP] and the references quoted therein, in particular [HKM] where fine properties

and estimates are presented).
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For p > 1, the elliptic p-capacity of a compact set K of Ω can be defined as follows:

(1.2.14) cape
p(K,Ω) = inf

ϕ∈C(K,Ω)

{∫
Ω

|∇ϕ|p dx
}
,

where C(K,Ω) = {ϕ ∈ C∞
0 (Ω) : ϕ ≥ χK}, and, as usual, we use the convention that

inf ∅ = +∞; then one can extend this definition by regularity to any Borel subset of Ω.

Let us also recall that a function u is said to be cape
p quasi continuous if for every

ε > 0 there exists a set E ⊆ Ω such that cape
p(E) ≤ ε and u is continuous in Ω\E. It

is well known that every function u ∈ W 1,p
0 (Ω) admits a unique cape

p quasi continuous

representative ũ ∈ W 1,p
0 (Ω), that is a function ũ which is equal to u almost everywhere

in Ω and is cape
p quasi continuous. Moreover the values of ũ are defined cape

p quasi

everywhere. Thanks to this fact it is also possible to prove the following: for any Borel

set B ⊆ Ω, we have

(1.2.15) cape
p(B,Ω) = inf

{∫
Ω

|∇v|p dx : 0 ≤ v ∈ W 1,p
0 (Ω), v = 1 cape

p-a.e. on B

}
.

Moreover, if u belongs to W 1,p
0 (Ω), and µ is a bounded Radon measure such that µ(E) =

0 for every E ⊂ Ω such that cape
p(E) = 0, we have that u is measurable with respect to µ

and, if u is also bounded, then u belongs to L∞(Ω, µ) (see Proposition 2.7 of [DMOP]).

Let us now recall some fundamental results on the link between p-capacity and Radon

measures.

Theorem 1.25. Let µ belong to M(Ω). Then µ(E) = 0 for every subset E ⊆ Ω such

that cape
p(E) = 0 if and only if µ belongs to L1(Ω) +W−1,p′(Ω).

Proof. See [BGO], Theorem 2.1. �

A further decomposition result for measures is the following.

Theorem 1.26. Let µ belong to M(Ω). Then there exists a unique couple of measures

(µ0, λ) such that µ0, λ ∈ M(Ω), µ0(B) = 0 for every subset B such that cape
p(B) = 0

while λ is concentrated on a subset E of zero p−capacity, and µ = µ0 + λ. By Theorem

1.25 we then have that there exist f ∈ L1(Ω), F ∈ (Lp′(Ω))N , such that:

µ = f − div(F ) + λ.

Moreover, if µ ≥ 0, we have µ0 ≥ 0, λ ≥ 0 and also f can be chosen nonnegative.

Proof. For the decomposition result, see [FST], Lemma 2.1, and again [BGO] for

the last part. �
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Let us remark that, since L1(Ω) ∩W−1,p′(Ω) 6= {0}, there is not a unique way (not

even a better way), in Theorem 1.25, to write µ0 = f − div(F ), with f ∈ L1(Ω) and

F ∈ (Lp′(Ω))N .

1.2.6. Entropy solutions. Thanks to Theorem 1.25 one can provide the definition

of entropy solution for problem (1.2.11) whose introduction is motivated by Theorem

1.29 below.

Definition 1.27. Let µ be a measure in L1(Ω) + W−1,p′(Ω). Then u ∈ T 1,p
0 (Ω) is

an entropy solution of problem (1.2.11), if, for any k > 0, it satisfies

(1.2.16)

∫
Ω

a(x,∇u) · ∇Tk(u− ϕ) dx ≤
∫

Ω

Tk(u− ϕ) dµ,

for every ϕ ∈ W 1,p
0 (Ω) ∩ L∞(Ω).

Remark 1.28. Let us observe that both terms in (1.2.16) are well defined ; in fact,

the left hand side of (1.2.16) can be rewritten as:∫
{|u|≤M}

a(x,∇TM(u)) · ∇Tk(u− ϕ) dx,

where M = k + ‖ϕ‖L∞(Ω), since ∇Tk(u − ϕ) = 0 a.e. on {|u| > M}; now, thanks to

(1.2.2), we have that a(x,∇TM(u)) ∈ (Lp′(Ω))N , while ∇Tk(u − ϕ) ∈ (Lp(Ω))N , since

(u − ϕ) ∈ T 1,p
0 (Ω); Theorem 1.25 gives sense to the right hand side of (1.2.16) and it

turns out to be independent on the different decompositions of µ.

Notice that this definition can not be extended directly to the general case of µ ∈
M(Ω) because of the possible lack of µ−measurability of the integrand on the right

hand side of (1.2.16).

Finally notice that such a solution turns out to be a distributional solution of problem

(1.2.11) (see [B6], [BGO]).

Now we can state the main result about entropy solution:

Theorem 1.29. Let µ be a measure in L1(Ω) + W−1,p′(Ω). Then there exists a

unique entropy solution of problem (1.2.11).

Proof. See [BGO], Theorem 3.2 and Theorem 3.3. �

Let us emphasize that in the proof of uniqueness of Theorem 1.29 in [BGO] the

authors used the following result on the behavior of the energy of the solution u on the

set where it is large, this kind of results will have a central role in our work.
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Lemma 1.30. Let u ∈ T 1,p
0 (Ω) be an entropy solution of problem (1.2.11), with µ a

measure in L1(Ω) +W−1,p′(Ω) and let us define Bh,k = {x ∈ Ω : h ≤ |u| ≤ h + k}, for

every h, k > 0; then

lim
h→+∞

∫
Bh,k

|∇u|p dx = 0.

1.2.7. Renormalized solutions. As we said before, the notion of entropy solution

can not be generalized directly to the case of a general, possibly singular, measure

in M(Ω). In [DMOP], the authors, by mean of the notion of renormalized solution

(introduced first in [DPL] for first order hyperbolic equations, and then developed in

many papers; see [BDGM], [M], [BM]), extended this concept to general measure

data. In this paper they give four definitions of renormalized solution that turn out to

be equivalent. If µ is a measure in M(Ω) we will denote with µ0 its absolutely continuous

part with respect to the p-capacity, and with µ+
s and µ−s , respectively, the positive and

the negative variation of the singular part of µ: moreover, we will say that a function

w ∈ W 1,p
0 (Ω)∩L∞(Ω) satisfies condition Pu if there exists k > 0 and two functions w+∞,

w−∞ ∈ C1
b (Ω), such that

(1.2.17)

{
w = w+∞ a.e. in {u > k},
w = w−∞ a.e. in {u < −k}.

Definition 1.31. Let µ ∈M(Ω). A function u ∈ T 1,p
0 (Ω) is a renormalized solution

of problem (1.2.11), if the following conditions hold:

(a) |∇u|p−1 ∈ Lq(Ω) ∀ q < N
N−1

;

(b) for any w ∈ W 1,p
0 (Ω) ∩ L∞(Ω) that satisfies condition Pu, then

(1.2.18)

∫
Ω

a(x,∇u) · ∇w dx =

∫
Ω

w dµ0 +

∫
Ω

w+∞ dµ+
s −

∫
Ω

w−∞ dµ−s .

Remark 1.32. Notice that all terms in (1.2.18) are well defined; in fact, as far as

the first term is concerned, it can be rewritten as

(1.2.19)

∫
{|u|≤k}

a(x,∇u) · ∇w dx+

∫
{|u|>k}

a(x,∇u) · ∇w dx;

for k > 0 and w ∈ W 1,p
0 (Ω) ∩ L∞(Ω) satisfying condition Pu; so,

(1.2.20)

∫
{|u|≤k}

a(x,∇u) · ∇w dx =

∫
{|u|≤k}

a(x,∇Tk(u)) · ∇w dx,

is well defined since, thanks to assumption (1.2.2), a(x,∇Tk(u)) ∈ (Lp′(Ω))N and ∇w ∈
(Lp(Ω))N . On the other hand, the second term of (1.2.20) makes sense since, w satisfy
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assumption Pu, and so ∇w ∈ L∞({|u| > k}), while a(x,∇u) ∈ (Lq(Ω))N for any

q < N
N−1

. The right hand side of (1.2.18) makes sense as well, since, using Theorem 1.25∫
Ω

w dµ0,

is well defined because of the fact that w ∈ W 1,p
0 (Ω)∩L∞(Ω), while there are no problem

to give sense at the last two terms of (1.2.18) , since w+∞ e w−∞ are two bounded and

continuous functions on Ω. Let us also observe that we can choose in (1.2.18) w ∈ C∞
0 (Ω)

(with w+∞ = w−∞ = w), and so a renormalized solution turns out to be a distributional

solution of problem (1.2.11).

As we mentioned above, a renormalized solution turns out to coincide with an entropy

solution if µ ∈M0(Ω); actually we can easily prove the following

Proposition 1.33. Let µ ∈ M0(Ω). Then, problem 1.2.11 has at most one renor-

malized solution.

Proof. Thanks to Theorem 1.29, it will be enough to prove that, if u is a renor-

malized solution of problem (1.2.11), then u is an entropy solution of the same problem.

For any h > 0, we can choose in (1.2.18), w = Th(u − ϕ), with ϕ ∈ W 1,p
0 (Ω) ∩ L∞(Ω);

in fact, we have

w = Th(Th+M(u)− ϕ),

where M = ‖ϕ‖L∞(Ω), and so w ∈ W 1,p
0 (Ω) ∩ L∞(Ω); moreover, w satisfy condition Pu

since we can choose w+∞ = h, w−∞ = −h and k = h+M . Hence, using w = Th(u−ϕ)

in (1.2.18) one can readily check that u is an entropy solution (with equality sing) being

µ+
s = µ−s = 0. �

The main result in [DMOP] is the following:

Theorem 1.34. Let µ ∈M(Ω). Then there exists a renormalized solution of problem

(1.2.11).

The proof of the above result basically relies on the proof of the strong convergence

in W 1,p
0 (Ω) of the truncates of approximating sequence of solutions.

Let us give another definition of renormalized solution (equivalent to the one given in

Definition 1.31, Theorem 2.33 in [DMOP]); this definition emphasizes a reconstruction

property of renormalized solutions that we will try to adapt to the parabolic case in

Chapter 4.

Definition 1.35. Let µ ∈M(Ω). A function u ∈ T 1,p
0 (Ω) is a renormalized solution

of problem (1.2.11), if condition (a) of Definition 1.31 is satisfied and if the following

conditions hold:
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(b) for any ϕ ∈ C(Ω) we have

(1.2.21) lim
n→∞

1

n

∫
{n≤u<2n}

a(x,∇u) · ∇uϕ dx =

∫
Ω

ϕ dµ+
s ,

and

(1.2.22) lim
n→∞

1

n

∫
{−2n<u<≤−n}

a(x,∇u) · ∇uϕ dx =

∫
Ω

ϕ dµ−s ;

(c) for every S in W 1,∞(R) with compact support in R we have

(1.2.23)

∫
Ω

a(x,∇u) · ∇uS ′(u) dx+

∫
Ω

a(x,∇u) · ∇ϕS(u) dx =

∫
Ω

S(u)ϕ dµ0 ,

for every ϕ ∈ W 1,p(Ω) ∩ L∞(Ω) such that S(u)ϕ ∈ W 1,p
0 (Ω).

In [DMOP] the authors also proved some interesting partial uniqueness results;

for instance, under slightly stronger assumptions on a, if the difference between two

renormalized solutions is bounded then these turn out to coincide. This type of results,

as well as Definition 1.35 itself, suggest that a key role in the notion of renormalized

solution is played by the behavior of the energy of the solution on the set where it turns

out to be large. Finally notice that, in the linear case, the renormalized solution is

unique for any measure in M(Ω), since it turns out to coincide with a duality solution

of the same problem (see [DMOP], Theorem 10.1).

1.2.8. Lower order terms with natural growth. A large number of papers was

devoted to the study of both elliptic and parabolic problems with nonlinear absorption

terms with natural growth in the gradient whose model is

(1.2.24)

{
−∆u+ g(u)|∇u|2 = f in (0, T )× Ω,

u(x) = 0 on ∂Ω.

These type of problems has, even in the more general case of superlinear growth with

respect to the gradient, an interesting variational meaning; actually, if we consider a

functional on W 1,p
0 (Ω) as

J(v) =
1

p

∫
Ω

a(x, v)|∇v|p −
∫

Ω

fv ,

with f ∈ Lp′(Ω) e 0 < α ≤ a(x, s) ≤ β α, β > 0. Then J(v) is convex with respect

to ∇v and weakly lower semicontinuous, and so there exists u ∈ W 1,p
0 (Ω) such that

J(u) ≤ J(v), for any v ∈ W 1,p
0 (Ω). Let us formally write down the Euler equation for

u; we readily obtain

(1.2.25)

∫
Ω

a(x, u)|∇u|p−2∇u · ∇ϕ+
1

p

∫
Ω

as(x, u)|∇u|pϕ =

∫
Ω

fϕ dx ,
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for any ϕ ∈ W 1,p
0 (Ω) ∩ L∞(Ω); the weak form of problem (1.2.25), that is

(1.2.26)


−div(a(x, u)|∇u|p−2∇u) +

1

p
as(x, u)|∇u|p = f in Ω,

u ∈ W 1,p
0 (Ω) , f ∈ Lp′(Ω).

For an exhaustive review on this topic we refer to [Po2], and references therein;

actually, we will focus our attention on the quasilinear case (1.2.24) with natural growth

(that is p = 2 in (1.2.25)); here g : R → R is a real function in C1(R) such that

g(s)s ≥ 0, ∀s ∈ R,

g′(s) > 0,∀s ∈ R
and f(x) ∈ L1(Ω). In a more general context, in [BGO2], it was proved that (1.2.24)

admits a weak solution, that is a function u ∈ H1
0 (Ω) such that g(u)|∇u|2 ∈ L1(Ω)

satisfies ∫
Ω

∇u · ∇ϕ+

∫
Ω

g(u)|∇u|2ϕ =

∫
Ω

fϕ ,

for every ϕ ∈ H1
0 (Ω) ∩ L∞(Ω).

1.3. Parabolic case

Following the line of the previous section for elliptic problems, here we want to give

some basic knowledge on what has been done, up to now, about partial differential

equations of parabolic type with measures as data. We will first introduce the notion of

parabolic p-capacity and then we shall deal with initial boundary value problems related

to parabolic operators of Leray-Lions type.

1.3.1. Parabolic p-capacity. We recall the notion of parabolic p-capacity associ-

ated to our problem (for further details see [P], [DPP]).

Definition 1.36. Let Q = QT = (0, T ) × Ω for any fixed T > 0, and let us recall

that V = W 1,p
0 (Ω) ∩ L2(Ω), endowed with its natural norm ‖ · ‖W 1,p

0 (Ω) + ‖ · ‖L2(Ω) and

(1.3.1) W =
{
u ∈ Lp(0, T ;V ), ut ∈ Lp′(0, T ;V ′)

}
,

endowed with its natural norm ‖u‖W = ‖u‖Lp(0,T ;V ) + ‖ut‖Lp′ (0,T ;V ′). So, if U ⊆ Q is an

open set, we define the parabolic p-capacity of U as

capp(U) = inf{‖u‖W : u ∈ W,u ≥ χU a.e. in Q},

where as usual we set inf ∅ = +∞, then for any Borel set B ⊆ Q we define

capp(B) = inf{capp(U), U open set of Q,B ⊆ U}.
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As we mentioned above, we will denote withM(Q) the set of all Radon measures with

bounded variation on Q, while M0(Q) will denote the set of all measures with bounded

variation over Q that do not charge the sets of zero p-capacity, that is if µ ∈ M0(Q),

then µ(E) = 0, for all E ⊆ Q such that capp(E) = 0.

In [DPP] the authors give another notion of parabolic capacity, equivalent to the

one given here as far as sets of zero capacity are concerned; this definition of capacity

can be alternatively given starting from the compact sets in Q, as follows. As we said,

we denote C∞
0 ([0, T ]×Ω) the space of restrictions to Q of smooth functions in R×RN

with compact support in R× Ω.

Definition 1.37. Let K be a compact subset of Q. The capacity of K is defined

as:

CAP(K) = inf {‖u‖W : u ∈ C∞
c ([0, T ]× Ω), u ≥ χK} .

The capacity of any open subset U of Q is then defined by:

CAP(U) = sup {CAP(K), K compact, K ⊂ U} ,

and the capacity of any Borel set B ⊂ Q by

CAP(B) = inf {CAP(U), U open subset of Q, B ⊂ U} .

This second definition of capacity, that enjoys the subadditivity property as well as

the first we gave, given for compact subsets is used in [DPP] to prove Theorem 1.9

above, and it will turn out to be very useful to our aim since it allows to extend the

notion of parabolic capacity to sets with respect to any open set contained in Q.

Proposition 1.38. Let B be a Borel subset of Q. Then one has CAP(B) = 0 if

and only if capp(B) = 0.

Proof. See [DPP], Proposition 2.14. �

In [DPP] the authors also proved the following decomposition theorem:

Theorem 1.39. Let µ be a bounded measure on Q. If µ ∈ M0(Q) then there exist

h ∈ Lp′(0, T ;W−1,p′(Ω)), g ∈ Lp(0, T ;W 1,p
0 (Ω) ∩ L2(Ω)) and f ∈ L1(Q), such that

(1.3.2)

∫
Q

ϕ dµ =

∫ T

0

〈h, ϕ〉 dt−
∫ T

0

〈ϕt, g〉 dt+

∫
Q

fϕ dxdt,

for any ϕ ∈ C∞
c ([0, T ]× Ω), where 〈·, ·〉 denotes the duality between (W 1,p

0 (Ω) ∩ L2(Ω))′

and W 1,p
0 (Ω) ∩ L2(Ω).

Proof. See [DPP], Theorem 1.1. �



32 1. PRELIMINARY TOOLS AND BASIC RESULTS

So, if µ is in M(Q), thanks to a well known decomposition result (see for instance

[FST]), we can split it into a sum (uniquely determined) of its absolutely continuous

part µ0 with respect to p-capacity and its singular part µs (that is µs is concentrated

on a set of zero p-capacity). Hence, if µ ∈M(Q), by Theorem 1.39, we have

(1.3.3) µ = f − div(G) + gt + µs,

in the sense of distributions, for some f ∈ L1(Q), G ∈ (Lp′(Q))N , g ∈ Lp(0, T ;W 1,p
0 (Ω)),

and µs ⊥ p-capacity; note that the decomposition of the absolutely continuous part of

µ in Theorem 1.39 is not uniquely determined.

Let us state some further results about parabolic p-capacity; the first two are char-

acterizations of the relationship between sets of zero parabolic capacity and sections of

the parabolic cylinder with both zero LN measure sets and zero elliptic p-capacity sets,

while the third one shows that any function in W admits a capp-quasi continuous repre-

sentative. Let us recall that a function u is called cap–quasi continuous if for every ε > 0

there exists an open set Fε, with capp(Fε) ≤ ε, and such that u|Q\Fε (the restriction of

u to Q \Fε) is continuous in Q \Fε. As usual, a property will be said to hold cap–quasi

everywhere if it holds everywhere except on a set of zero capacity.

Theorem 1.40. Let B be a Borel set in Ω. Let t0 ∈ (0, T ). One has

capp({t0} ×B) = 0 if and only if meas Ω(B) = 0.

Proof. See [DPP], Theorem 2.15. �

Notice that, by virtue of Theorem 1.40, if a measure is concentrated on a section

{t0} × Ω, it does not charge sets of zero parabolic capacity if and only if it belongs to

L1(Ω).

Theorem 1.41. Let B ⊂ Ω be a Borel set, and 0 ≤ t0 < t1 ≤ T . Then we have

capp((t0, t1)×B) = 0 if and only if cape
p(B) = 0.

Proof. See [DPP], Theorem 2.16. �

Theorem 1.42. Any element v of W has a cap–quasi continuous representative

ṽ which is cap–quasi everywhere unique, in the sense that two cap–quasi continuous

representatives of v are equal except on a set of zero capacity.

Proof. See [DPP], Lemma 2.20. �
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1.3.2. Parabolic problems with measure data. As before, let Ω be a bounded,

open subset of RN , T a positive number and Q = (0, T ) × Ω. Here, as well as for

the elliptic case, we want to give a brief review on results concerning parabolic initial

boundary value problem

(1.3.4)


ut + A(u) = µ in (0, T )× Ω,

u(0, x) = u0(x) in Ω,

u(t, x) = 0 on (0, T )× ∂Ω,

where A is a nonlinear pseudomonotone and coercive operator in divergence form which

acts from the space Lp(0, T ;W 1,p
0 (Ω)) into its dual Lp′(0, T ;W−1,p′(Ω)).

Let a : (0, T )×Ω×RN → RN be a Carathéodory function (i.e., a(·, ·, ξ) is measurable

on Q for every ξ in RN , and a(t, x, ·) is continuous on RN for almost every (t, x) in Q),

such that the following holds:

(1.3.5) a(t, x, ξ) · ξ ≥ α |ξ|p , p > 1 ,

(1.3.6) |a(t, x, ξ)| ≤ β [b(t, x) + |ξ|p−1] ,

(1.3.7) [a(t, x, ξ)− a(t, x, η)](ξ − η) > 0 ,

for almost every (t, x) in Q, for every ξ, η in RN , with ξ 6= η, where α and β are two

positive constants, and b is a nonnegative function in Lp′(Q).

We define the differential operator

A(u) = −div(a(t, x,∇u)) , u ∈ Lp(0, T ;W 1,p
0 (Ω)) .

Under assumptions (1.3.5), (1.3.6) and (1.3.7), A is a coercive and pseudomonotone

operator acting from the space Lp(0, T ;W 1,p
0 (Ω)) into its dual Lp′(0, T ;W−1,p′(Ω)).

As a model example, problem (1.3.4) includes the p-Laplace evolution problem:

(1.3.8)


ut − div(|∇u|p−2∇u) = µ in (0, T )× Ω,

u(0, x) = u0(x) in Ω,

u(t, x) = 0 on (0, T )× ∂Ω,

We are interested in the study of problem (1.3.4) in presence of measure data µ and

u0. If µ ∈ Lp′(Q) and u0 ∈ L2(Ω), (1.3.4) has a unique solution in W ∩ C(0, T ;L2(Ω))

(where W was defined in (1.1.6)) in the weak sense, that is

−
∫

Ω

u0 ϕ(0) dx−
∫ T

0

〈ϕt, u〉 dt+
∫

Q

a(t, x,∇u) ·∇ϕ dxdt =

∫ T

0

〈f, ϕ〉W−1,p′ (Ω),W 1,p
0 (Ω) dt,

for all ϕ ∈ W such that ϕ(T ) = 0 (see [L]).
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Under the general assumption that µ and u0 are bounded measures, the existence of a

distributional solution was proved in [BDGO], by approximating (1.3.4) with problems

having regular data and using compactness arguments.

Unfortunately, as in the elliptic case, due to the lack of regularity of the solutions,

the distributional formulation is not strong enough to provide uniqueness, as it can be

proved by adapting to the parabolic case the counterexample of J. Serrin cited above

for the stationary problem (see (1.2.13)).

In case of linear operators the difficulty can be overcome again by defining the

solution in a duality sense, by adapting the techniques of the stationary case; in fact,

for simplicty, let us consider the linear parabolic problem

(1.3.9)


ut + L(u) = f in (0, T )× Ω,

u(0) = 0, in Ω,

u = 0 on (0, T )× ∂Ω,

with f ∈ L1(Q), where L(u) = −div(M(t, x)∇u), and M is a matrix with bounded,

measurable entries, and satisfying the ellipticity assumption (1.3.5) (p = 2).

One can say that u ∈ L1(Q) is a duality solution of problem (1.3.9) if∫
Q

u g dxdt =

∫
Q

f w dxdt ,

for every g ∈ L∞(Q), and w is the solution of the retrograde problem

(1.3.10)


−wt − div(M∗(t, x)∇w) = g in (0, T )× Ω,

w(T, x) = 0 in Ω,

w(t, x) = 0 on (0, T )× ∂Ω,

where M∗(t, x) is the transposed matrix of M(t, x). In fact, let us fix r, q ∈ R such that

r, q > 1,
N

q
+

2

r
< 2 ,

and let us consider g ∈ Lr(0, T ;Lq(Ω)) ∩ L∞(Q). Let w be the solution of problem

(1.3.10); standard parabolic regularity results say that

‖w‖L∞(Q) ≤ C‖g‖Lr(0,T ;Lq(Ω)),

and so the linear and continuous functional

Λ : Lr(0, T ;Lq(Ω)) 7→ R,

defined by

Λ(g) =

∫
Q

f w dxdt,
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is well defined, since

|Λ(g)| ≤ ‖f‖L1(Q)‖w‖L∞(Q) ≤ C‖f‖L1(Q)‖g‖Lr(0,T ;Lq(Ω)).

So, by Riesz’s representation theorem there exists a unique u ∈ Lr′(0, T ;Lq′(Ω)) such

that

Λ(g) =

∫
Q

u g dxdt,

for any g ∈ Lr(0, T ;Lq(Ω)).

This easily implies

Theorem 1.43. If f ∈ L1(Q), then there exists a unique duality solution of problem

(1.3.9).

With slightly modification on the proof one can prove that a unique solution in a

duality sense also exists for linear problems with a smooth initial data.

A standard approximation argument shows that a unique solution even exists for

problem

(1.3.11)


ut + L(u) = µ in (0, T )× Ω,

u(0) = u0 in Ω,

u = 0 on (0, T )× ∂Ω,

for any µ ∈M(Q) and u0 ∈ L1(Ω). In this case one can prove that there exists a unique

u ∈ L1(Q) such that

(1.3.12) −
∫

Ω

u0w(0) dx+

∫
Q

u g dxdt =

∫
Q

w dµ,

for every g ∈ C∞
0 (Q); notice that all terms in the above formulation are well defined

thanks to standard parabolic regularity results (see [LSU], [E]).

However, for nonlinear operators a new concept of solution needs to be defined to

get a well–posed problem. In case of problem (1.3.4) with L1 data, this was done inde-

pendently in [BM] and in [Pr2] (see also [AMST]), where the notions of renormalized

solution, and of entropy solution, respectively, were introduced. Both these approaches

allow to obtain existence and uniqueness of solutions if µ ∈ L1(Q) and u0 ∈ L1(Ω).

Let us give the notion of entropy solution for parabolic problem (1.3.4) with a general

µ ∈M0(Q), recalling that

Sp = {u ∈ Lp(0, T ;W 1,p
0 (Ω));ut ∈ Lp′(0, T ;W−1,p′(Ω)) + L1(Q)},

and denoting, for k > 0, by

Θk(z) =

∫ z

0

Tk(s) ds,

the primitive function of the truncation function.
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Definition 1.44. Let µ ∈ M0(Q), (f, g,−div(G)) a decomposition of µ and u0 ∈
L1(Ω). A measurable function u is an entropy solution of (1.3.4) if

(1.3.13) Tk(u− g) ∈ Lp(0, T ;W 1,p
0 (Ω)) for every k > 0,

(1.3.14) t ∈ [0, T ] 7→
∫

Ω

Θk(u− g − ϕ)(t, x) dx

is a continuous function for all k ≥ 0 and all ϕ ∈ Sp ∩ L∞(Q), and moreover

(1.3.15)

∫
Ω

Θk(u− g − ϕ)(T, x) dx−
∫

Ω

Θk(u− g − ϕ)(0, x) dx

+

∫ T

0

〈ϕt, u− g − ϕ〉 dt+

∫
Q

a(t, x,∇u) · ∇Tk(u− g − ϕ) dxdt

≤
∫

Q

fTk(u− g − ϕ) dxdt+

∫
Q

G · ∇Tk(u− g − ϕ) dxdt,

for all k ≥ 0 and all ϕ ∈ Sp ∩ L∞(Q).

In [DPP] the authors extend the result of existence and uniqueness to a larger

class of measures which includes the L1 case. Precisely, they prove (in the framework

of renormalized solutions) that problem (1.3.4) has a unique solution for every u0 in

L1(Ω) and for every measure µ which does not charge the sets of zero capacity, that is

µ ∈M0(Q).

As we have seen before, the importance of the measures not charging sets of zero

capacity was first observed in the stationary case in [BGO].

In order to use a similar approach in the evolution case, in [DPP] is developed the

theory of capacity related to the parabolic operator ut +A(u) and then investigated the

relationships between time–space dependent measures and capacity (see Theorems 1.39,

1.40 and 1.41 above).

As far as the initial datum is concerned, considering measure data which do not

charge sets of zero parabolic capacity leads to take u0 in L1(Ω), so that no improvement

can be obtained with respect to previous results. In fact, in virtue of Theorem 1.40, if a

measure is concentrated on a section {t0} ×Ω, it does not charge sets of zero parabolic

capacity if and only if it belongs to L1(Ω). Here we introduced the capacity on subsets

of the open set Q, but a different choice could also be done to compute the capacity of

subsets of [0, T ]× Ω. In this latter context one could take t0 = 0 in Theorem 1.40 and

regard u0 as a measure concentrated at t = 0, which explains why we take u0 ∈ L1(Ω).

However, this argument also suggest that there is no real need to define the capacity up

to t = 0.
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Thanks to the decomposition result of Theorem 1.39, if µ is absolutely continuous

with respect to capacity (these are called soft measures) we can still set our problem

(1.3.4) in the framework of renormalized solutions. The idea is that, since µ can be

splitted as in (1.3.3), problem (1.3.4) can be formally rewritten as (u − g)t + A(u) =

f − div(G), and the renormalization argument can be applied to the difference u − g.

Let us introduce the definition of renormalized solution of (1.3.4) given in [DPP].

Definition 1.45. Let µ ∈ M0(Q), (f, g,−div(G)) a decomposition of µ and u0 ∈
L1(Ω). A measurable function u is a renormalized solution of (1.3.4) if

(1.3.16) u− g ∈ L∞(0, T ;L1(Ω)) , Tk(u− g) ∈ Lp(0, T ;W 1,p
0 (Ω)) for every k > 0,

(1.3.17) lim
n→∞

∫
{n≤|u−g|≤n+1}

|∇u|p dxdt = 0 ;

moreover, for every S ∈ W 2,∞(R) such that S ′ has compact support,

(1.3.18)
(S(u− g))t − div(a(t, x,∇u)S ′(u− g)) + S ′′(u− g)a(t, x,∇u)∇(u− g)

= S ′(u− g)f + S ′′(u− g)G · ∇(u− g)− div(GS ′(u− g))

in the sense of distributions, and

(1.3.19) S(u− g)(0) = S(u0) in L1(Ω).

Theorem 1.46. Let µ be a bounded measure on Q which does not charge the subsets

of Q of zero capacity, and let u0 ∈ L1(Ω). Then there exists a unique renormalized

solution u of (1.3.4). Moreover u satisfies the additional regularity: u ∈ L∞(0, T ;L1(Ω))

and Tk(u) ∈ Lp(0, T ;W 1,p
0 (Ω)), for every k > 0.

Proof. See [DPP], Theorem 1.3. �

Notice that the notion of renormalized solution and entropy solution for parabolic

problem (1.3.4) turn out to be equivalent as proved in [DP]; in Chapter 4 we extend

the notion of renormalized solution for general measure data µ ∈M(Q) and so, thanks

to this result, this notion will turn out to be coherent with all definitions of solution

given before for problem (1.3.4).

To conclude this section, let us just mention the case of quasilinear parabolic equation

with absorption term in relation with the stationary case (1.2.24); as in this case, to our



38 1. PRELIMINARY TOOLS AND BASIC RESULTS

purpose is enough to deal with the model case

(1.3.20)


ut −∆u+ g(u)|∇u|2 = f in (0, T )× Ω,

u(0, x) = u0(x) in Ω,

u(t, x) = 0 on (0, T )× ∂Ω,

where Ω ⊂ RN is a bounded open set, N ≥ 2, u0 ∈ L1(Ω), and g : R → R is a real

function in C1(R) such that

(1.3.21) g(s)s ≥ 0, ∀s ∈ R,

(1.3.22) g′(s) > 0,∀s ∈ R,

and f(x) ∈ L1(Q).

For a solution of problem (1.3.20) we mean a function u ∈ L2(0, T ;H1
0 (Ω)) which

satisfies

(1.3.23)

∫ T

0

〈ut, ϕ〉+

∫
Q

∇u · ∇ϕ+

∫
Q

g(u)|∇u|2ϕ =

∫
Q

fϕ,

for any ϕ ∈ L2(0, T ;H1
0 (Ω)) ∩ L∞(Q) and such that g(u)|∇u|2 belongs to L1(Q). Here

the symbol 〈·, ·〉 denote the duality between functions of L2(0, T ;H−1(Ω)) + L1(Q) and

functions in L2(0, T ;H1
0 (Ω)) ∩ L∞(Q); in fact, such a solutions turns out to have time

derivative in L2(0, T ;H−1(Ω)) + L1(Q), and in particular, thanks to Theorem 1.6, they

belong to C(0, T ;L1(Ω)), and so we mean that the initial datum is achieved in the sense

of L1(Ω).

Problem (1.3.20) has a solution in the sense of (1.3.23) as proved in [DO2] (see also

[Po1], and [BP], and references therein for improvements to more general cases).



CHAPTER 2

Asymptotic behavior of solutions for parabolic operators of
Leray-Lions type and measure data

A large number of papers was devoted to the study of asymptotic behavior for

solution of parabolic problems under various assumptions and in different contexts: for

a review on classical results see [F], [A], [Sp], and references therein. More recently

in [G] the same problem was studied for bounded data and a class of operators rather

different to the one we will discuss.

Let Ω ⊆ RN be a bounded open set, N ≥ 2, and let p > 1; we are interested in

the asymptotic behavior with respect to the time variable t of the entropy solution of

parabolic problems whose model is

(2.0.1)


ut(t, x)−∆pu(t, x) = µ in (0, T )× Ω,

u(0, x) = u0(x) in Ω,

u(t, x) = 0 on (0, T )× ∂Ω,

where T > 0 is any positive constant, u0 ∈ L1(Ω) is a nonnegative function, and

µ ∈M0(Q) is a nonnegative measure with bounded variation over Q = (0, T )×Ω which

does not charge the sets of zero p-capacity in accordance with Definition 1.36; moreover

we suppose that µ does not depend on the time variable t (i.e. there exists a bounded

Radon measure ν on Ω such that, for any Borel set B ⊆ Ω, and 0 < t0, t1 < T , we

have µ(B × (t0, t1)) = (t1 − t0)ν(B)). Actually we shall investigate the limit as T tends

to infinity of the solution u(T, x) of the problem (2.0.1). Observe that by virtue of

uniqueness results concerning entropy solutions of (2.0.1) we have uT (t, x) = uT ′(t, x)

a.e. in Ω, for all T > T ′ and t ∈ (0, T ′), where the index T and T ′ indicate that we

deal with the solution of problem (2.0.1) respectively on QT and QT ′ ; so the function

u(t, x) = uT (t, x), T > t is well defined for all t > 0; we are interested in the asymptotic

behavior of u(t, x) as t tends to infinity. Actually, for a larger class of problem than

(2.0.1), we shall prove that, as t tends to infinity, u(t, x) converges in L1(Ω) to v(x), the

entropy solution of the corresponding elliptic problem

(2.0.2)

−∆pv(x) = µ in Ω,

v(x) = 0 on ∂Ω.

39
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2.1. General assumptions and main result

For the sake of exposition we recall our assumption on the operator; let a : Ω×RN →
RN be a Carathéodory function (i.e. a(·, ξ) is measurable on Ω, ∀ξ ∈ RN , and a(x, ·) is

continuous on RN for a.e. x ∈ Ω) such that the following holds:

(2.1.1) a(x, ξ) · ξ ≥ α|ξ|p,

(2.1.2) |a(x, ξ)| ≤ β[b(x) + |ξ|p−1],

(2.1.3) (a(x, ξ)− a(x, η)) · (ξ − η) > 0,

for almost every x ∈ Ω, for all ξ, η ∈ RN with ξ 6= η, where p > 1 and α, β are positive

constants and b is a nonnegative function in Lp′(Ω). We shall deal with the solutions of

the initial boundary value problem

(2.1.4)


ut + A(u) = µ in (0, T )× Ω,

u(0, x) = u0(x) in Ω,

u(t, x) = 0 on (0, T )× ∂Ω,

where A(u) = −div(a(x,∇u)), µ is a nonnegative measure with bounded variation over

Q that does not depend on time, and u0 ∈ L1(Ω).

Recall that M0(Ω) is the set of all measures with bounded variation over Ω that do

not charge the sets of zero elliptic p-capacity, that is if µ ∈ M0(Ω), then µ(E) = 0, for

all E ∈ Ω such that cape
p(E) = 0; analogously we denote M0(Q) the set of all measures

with bounded variation over Q that does not charge the sets of zero parabolic p-capacity,

that is if µ ∈M0(Q) then µ(E) = 0, for all E ∈ Q such that capp(E) = 0.

As we said before, in [B6] (for more details see also [BGO]) the concept of entropy

solution of the elliptic boundary value problem associated to (2.1.4) was introduced: let

µ ∈M0(Ω) be a measure with bounded variation over Ω which does not charge the sets

of zero elliptic p-capacity; we know that v is an entropy solution for the boundary value

problem

(2.1.5)

{
A(v) = µ in Ω,

v = 0 on ∂Ω,

if v is finite a.e., its truncated function Tk(v) ∈ W 1,p
0 (Ω), for all k > 0, and it holds

(2.1.6)

∫
Ω

a(x,∇v) · ∇Tk(v − ϕ) dx ≤
∫

Ω

Tk(v − ϕ) dµ,

for all ϕ ∈ W 1,p
0 (Ω) ∩ L∞(Ω), for all k > 0; observe that the gradient of such a solution

v is not in general well defined in the sense of distributions, anyway it is possible to give

a sense to (2.1.6), using the notion of approximated gradient of v, defined as the a.e.
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unique measurable function that coincides a.e. with ∇Tk(v), over the set where |v| ≤ k,

for every k > 0 (see Section 1.1). Such a solution exists and is unique for all measures

in M0(Ω) (see Theorem 1.29), and turns out to be a distributional solution of problem

(2.1.5); moreover such a solution satisfies (2.1.6) with the equality sign (see [DMOP]).

We finally remind the analogous definition given in the parabolic case in [Pr2] (see also

[DP]). Let k > 0 and define

Θk(z) =

∫ z

0

Tk(s) ds,

as the primitive function of the truncation function; let µ ∈ M0(Q) and u0 ∈ L1(Ω),

then we say that u(t, x) ∈ C(0, T ;L1(Ω)) is an entropy solution of the problem

(2.1.7)


ut + A(u) = µ in (0, T )× Ω,

u(0, x) = u0(x) in Ω,

u(t, x) = 0, on (0, T )× ∂Ω,

if, for all k > 0, we have that Tk(u) ∈ Lp(0, T ;W 1,p
0 (Ω)), and it holds

(2.1.8)

∫
Ω

Θk(u− ϕ)(T ) dx−
∫

Ω

Θk(u0 − ϕ(0)) dx

+

∫ T

0

〈ϕt, Tk(u− ϕ)〉W−1,p′ (Ω),W 1,p
0 (Ω) dt

+

∫
Q

a(x,∇u) · ∇Tk(u− ϕ) dxdt ≤
∫

Q

Tk(u− ϕ) dµ,

for any ϕ ∈ Lp(0, T ;W 1,p
0 (Ω))∩L∞(Q)∩C([0, T ];L1(Ω)) with ϕt ∈ Lp′(0, T ;W−1,p′(Ω)).

Remark 2.1. The entropy solution u of the problem (2.1.7) exists and is unique

(see Theorem 1.46) and is such that |a(x,∇u)| ∈ Lq(Q) for all q < 1 +
1

(N + 1)(p− 1)
,

even if its approximated gradient may not belong to any Lebesgue space.

Finally observe that, if p > 2N+1
N+1

, the solution is regular enough to be continuous

with values L1(Ω); in fact such a solution, as we will explain below, turns out to belong

to Ls(0, T ;W 1,s
0 (Ω)), with ut ∈ L1(Q) + Ls′(0, T ;W−1,s′(Ω)), for suitable s > 1, and so

u ∈ C(0, T ;L1(Ω)) thanks to the trace result of Theorem 1.6.

Using Theorem 1.41 we derive that measures of M0(Q) which do not depend on time

can actually be identified with a measure in M0(Ω); recall that, in [BGO] is proved

that, if µ ∈M0(Ω), then it may be decomposed as µ = f −div(g), where f ∈ L1(Ω) and

g ∈ (Lp′(Ω))N . So, if µ is a measure of M0(Q) which does not depend on time and B is

a Borel set in Ω of zero elliptic p-capacity, then thanks to Theorem 1.41 we deduce that
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capp(B × (0, T )) = 0 and so µ(B × (0, T )) = 0; since µ is supposed to be independent

on time, we have

0 = µ(B × (0, T )) = Tν(B),

with ν ∈M(Ω), and so ν(B) = 0, thus ν ∈M0(Ω). Hence, from now on, we shall always

identify µ and ν.

Moreover, notice that, if µ ≥ 0 is a measure in M0(Ω), then f can be chosen to be

nonnegative its decomposition as proved in Theorem 1.26.

Before passing to the statement and the proof of our main result let us state some

interesting results about the entropy solution v of the elliptic problem (2.1.5); first of

all, let us suppose p > 2N
N+1

, and observe that, in this case, such a solution actually turns

out to be an entropy solution of the initial boundary value problem (2.1.7) with initial

datum u0(x) = v(x), for all T > 0, since we have∫
Ω

Θk(v − ϕ)(T ) dx−
∫

Ω

Θk(v − ϕ)(0) dx

=

∫
Q

d

dt
Θk(v − ϕ) dxdt =

∫ T

0

∫
Ω

Tk(v − ϕ)(v − ϕ)t dxdt

= −
∫ T

0

〈ϕt, Tk(v − ϕ)〉W−1,p′ (Ω),W 1,p
0 (Ω) dt

that can be cancelled out with the analogous term in (2.1.8) getting the right formulation

(2.1.6) for v.

As we said before, for technical reasons we shall use the stronger assumption that

p > 2N+1
N+1

throughout this chapter; notice that, in this case, the gradient of the entropy

solution v (that coincides with the distributional one) actually belong to some Lebesgue

space.

Moreover, observe that, if µ ∈M0(Ω), and µ ≥ 0 then the entropy solution v of the

elliptic problem is nonnegative; indeed, choosing in (2.1.6) as test function ϕ = Th(v
+),

we get

(2.1.9)

∫
Ω

a(x,∇v) · ∇Tk(v − Th(v
+)) dx ≤

∫
Ω

Tk(v − Th(v
+)) dµ;

now, as we can write µ = f−div(g) ∈ L1(Ω)+W−1,p′(Ω), and Tk(v−Th(v
+)) converges,

as h tends to infinity, to Tk(−v−) almost everywhere, ∗-weakly in L∞(Ω), and weakly

in W 1,p
0 (Ω) (see for instance [BGO]), we have

lim
h→+∞

∫
Ω

Tk(v − Th(v
+)) dµ =

∫
Ω

Tk(−v−) dµ ≤ 0;
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On the other hand, observing that, for 0 ≤ v ≤ h we have Tk(v−Th(v
+)) = Tk(−v−) = 0,

we can split the left hand side of (2.1.9) into three terms:∫
Ω

a(x,∇v) · ∇Tk(v − Th(v
+)) dx =

∫
{v≤0}

a(x,∇v) · ∇Tk(v) dx

+

∫
{h<v≤h+k}

a(x,∇v) · ∇(v − h) dx+

∫
{v>h+k}

a(x,∇v) · ∇h dx,

and the last term is obviously zero, while, using hypothesis (2.1.3), the second term is

positive and we can drop it; therefore, passing to the limit on h in the right hand side

of (2.1.9), and using hypothesis (2.1.1), we obtain

α

∫
Ω

|∇Tk(v
−)|p dx = α

∫
{v≤0}

|∇Tk(v
−)|p dx

≤
∫

Ω

a(x,∇v) · ∇Tk(v − Th(v
+)) dx ≤ 0,

and so v ≥ 0 a.e. in Ω. Arguing analogously, with the use of a standard Landes

regularization argument, one can prove that the entropy solution u(t, x) of problem

(2.1.4) turns out to be nonnegative if µ ≥ 0.

Now, we can state our main result for the homogeneous case, that is for problem

(2.1.4); Section 2.2 will be devoted to the proof of this result, while in Section 2.3 we

shall prove the same result for the nonhomogeneus problem with nonnegative initial

data in L1(Ω). Finally in Section 2.4, we will prove that the same result hold true also

for general, possibly singular, measure data in the linear case.

Theorem 2.2. Let µ ∈ M0(Q) be independent on the variable t, p > 2N+1
N+1

, and let

µ ≥ 0; let u(t, x) be the entropy solution of problem (2.1.4) with u0 = 0, and v(x) the

entropy solution of the corresponding elliptic problem (2.1.5). Then

lim
t→+∞

u(t, x) = v(x),

in L1(Ω).

2.2. Homogeneous case

First of all, let us state and prove a comparison result that plays a key role in the proof

of our main result. In the proof of this result and in what follows we will use several facts

proved in [Pr2] for L1 data and whose generalization to data in L1(Q)+Lp(0, T ;W 1,p
0 (Ω))

is quite simple; in particular, we will use the fact that the approximating sequences of

variational solutions are strongly compacts in C(0, T ;L1(Ω)).
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Lemma 2.3. Let u0, v0 ∈ L1(Ω), such that 0 ≤ u0 ≤ v0, and let µ ∈M0(Ω); if u and

v are, respectively, the entropy solutions of the problems

(2.2.1)


ut + A(u) = µ in (0, T )× Ω,

u(0, x) = u0 in Ω,

u(t, x) = 0 on (0, T )× ∂Ω,

and

(2.2.2)


vt + A(v) = µ in (0, T )× Ω,

v(0, x) = v0 in Ω,

v(t, x) = 0 on (0, T )× ∂Ω,

then u ≤ v a.e. in Ω, for all t ∈ (0, T ).

Proof. First of all, let us suppose u0, v0 ∈ L2(Ω); we will use an approximation ar-

gument. Consider the entropy solutions of the same problems with datum F ∈ W−1,p′(Ω)

instead of µ; let us call also these solutions u and v. These solutions coincide with the

variational ones with this kind of data. Therefore we can use the variational formula-

tion of problems (2.2.1) and (2.2.2), integrating between 0 and t, for any t ≤ T . Using

ϕ = (u− v)+ as test function, and then subtracting, we get

0 =

∫
Qt

(u− v)t(u− v)+ dxdt

+

∫
Qt

(a(x,∇u)− a(x,∇v)) · ∇(u− v)+ dxdt

=
1

2

∫
Ω

∫ t

0

d

dt
[(u− v)+]2 dxdt

+

∫
Qt

(a(x,∇u)− a(x,∇v)) · ∇(u− v)+ dxdt

=
1

2

∫
Ω

[(u− v)+]2(t) dx− 1

2

∫
Ω

[(u− v)+]2(0) dx

+

∫
Qt

(a(x,∇u)− a(x,∇v)) · ∇(u− v)+ dxdt.

Since the last term is positive we can drop it, while the second one is zero as u0 ≤ v0.

Therefore we have, for all t ∈ (0, T )

(u− v)+ = 0 a.e. in Ω,
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so u ≤ v a.e. in Ω, for all t ∈ (0, T ).

Now, let us consider u and v as the entropy solutions of problems (2.2.1) and (2.2.2)

with nonnegative data in M0(Ω), and u0, v0 in L1(Ω) as initial data; as we can write µ =

f − div(g) ∈ L1(Ω) +W−1,p′(Ω), we can approximate the L1 term f with a sequence fn

of nonnegative regular functions that converges to f in L1(Ω) and such that ‖fn‖L1(Ω) ≤
‖f‖L1(Ω); moreover, let us consider two sequences of smooth functions u0,n and v0,n such

that u0,n converges to u0, and v0,n converges to v0 in L1(Ω), with 0 ≤ u0,n ≤ v0,n.

So, we can apply the result proved above finding two sequence of solutions un and

vn of problems (2.2.1) and (2.2.2) with data fn−div(g) and u0,n, v0,n as initial data, for

which the comparison result holds true; so un ≤ vn for all t ∈ (0, T ), a.e. in Ω. Now, as

we said before, the solutions of (2.2.1) and (2.2.2) obtained as limits of un and vn are

unique and coincide with the unique entropy solution of the limit problem with datum

µ, and initial datum, respectively, u0 and v0; then we have that the sequences un and

vn converge, respectively, to u and v a.e. in Ω, for all fixed t ∈ (0, T ). So u ≤ v a.e. in

Ω, for all fixed t ∈ (0, T ). �

Now, we are able to prove Theorem 2.2.

Proof of Theorem 2.2. For the sake of simplicity here we will denote by Q the

parabolic cylinder (0, 1)×Ω; let n ∈ N∪{0}, and define un(t, x) as the entropy solution

of the initial boundary value problem

(2.2.3)


un

t + A(un) = µ in (0, 1)× Ω,

un(0, x) = u(n, x) in Ω,

un(t, x) = 0 on (0, 1)× ∂Ω,

Recall that, since u ∈ C(0, T ;L1(Ω)), then u(n, x) ∈ L1(Ω) is well defined; more-

over, observe that, by virtue of uniqueness of entropy solution and the definition of un,

recalling that u(0, x) = 0, we have that u(n, x) = un−1(1, x) a.e. in Ω, for n ≥ 1. Now,

applying Lemma 2.3, and recalling that v, the entropy solution of problem (2.1.5), is

also an entropy solution of problem (2.1.7) with v ≥ 0 itself as initial datum, we get

immediately that

(2.2.4) u(t, x) ≤ v(x), for all t ∈ (0, T ), a.e. in Ω,

being u(t, x) solution of the same problem with u(0, x) = 0 as initial datum. Moreover,

applying again Lemma 2.3, we get that, for every n ≥ 0

(2.2.5) un(t, x) ≤ v(x), for all t ∈ (0, 1), a.e. in Ω,

Finally, if we consider a parameter s > 0 we have that both u(t, x) and us(t, x) ≡
u(t+ s, x) are solutions of problem (2.1.7) with, respectively, 0 and u(s, x) ≥ 0 as initial

datum; so, again from Lemma 2.3 we deduce that u(t+ s, x) ≥ u(t, x) for t, s > 0, and
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so u is a monotone nondecreasing function in t. In particular u(n, x) ≤ u(m,x) for all

n,m ∈ N with n < m, and so we have

un(t, x) ≤ un+1(t, x),

for all n ≥ 0 and t > 0.

Therefore, from the monotonicity of un, it follows that exists a function ũ such that,

un(t, x) converges to ũ(t, x) a.e. on Q as n tends to infinity.

Now, let us look for some a priori estimates concerning the sequence un.

Let us fix n and take ϕ = 0 in the entropy formulation for un; we get

(2.2.6)

∫
Ω

Θk(u
n)(1) + α

∫
Q

|∇Tk(u
n)|p dxdt

≤ k(|µ|M0(Q) + ‖u(n, x)‖L1(Ω))

≤ k(|µ|M0(Q) + ‖v‖L1(Ω)) = Ck.

Therefore, for every fixed k > 0, from the first term on the left hand side of (2.2.6),

recalling that un(t, x) is monotone nondecreasing in t, we get, arguing as in [BDGO],

that un is uniformly bounded in L∞(0, 1;L1(Ω)), while from the second one we have

that Tk(u
n) is uniformly bounded in Lp(0, 1;W 1,p

0 (Ω)).

We can improve this kind of estimate by using the Gagliardo-Nirenberg Corollary

1.8. Indeed, this way, we get

(2.2.7)

∫
Q

|Tk(u
n)|p+ p

N dxdt ≤ Ck

and so, we can write

kp+ p
N meas{|un| ≥ k} ≤

∫
{|un|≥k}

|Tk(u
n)|p+ p

N dxdt ≤
∫

Q

|Tk(u
n)|p+ p

N dxdt ≤ Ck;

then,

(2.2.8) meas{|un| ≥ k} ≤ C

kp−1+ p
N

.

Therefore, the sequence un is uniformly bounded in the Marcinkiewicz spaceMp−1+ p
N (Q);

that implies, since in particular p > 2N
N+1

, that un is uniformly bounded in Lm(Q) for all

1 ≤ m < p− 1 + p
N

.

We are interested about a similar estimate on the gradients of functions un; let us

emphasize that these estimate hold true for all functions satisfying (2.2.6), so we will

not write the index n. First of all, observe that

(2.2.9) meas{|∇u| ≥ λ} ≤ meas{|∇u| ≥ λ; |u| ≤ k}+ meas{|∇u| ≥ λ; |u| > k}.
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With regard to the first term to the right hand side of (2.2.9) we have

(2.2.10)

meas{|∇u| ≥ λ; |u| ≤ k} ≤ 1

λp

∫
{|∇u|≥λ;|u|≤k}

|∇u|p dx

=
1

λp

∫
{|u|≤k}

|∇u|p dx =
1

λp

∫
Q

|∇Tk(u)|p dx ≤
Ck

λp
;

while for the last term in (2.2.9), thanks to (2.2.8), we can write

meas{|∇u| ≥ λ; |u| > k} ≤ meas{|u| ≥ k} ≤ C

kσ
,

with σ = p− 1 + p
N

. So, finally, we get

meas{|∇u| ≥ λ} ≤ C

kσ
+
Ck

λp
,

and we can have a better estimate by taking the minimum over k of the right hand side;

the minimum is achieved for the value

k0 =

(
σC

C

) 1
σ+1

λ
p

σ+1 ,

and so we get the desired estimate

(2.2.11) meas{|∇u| ≥ λ} ≤ Cλ−γ

with γ = p( σ
σ+1

) = Np+p−N
N+1

= p− N
N+1

; this estimate is the same obtained in [BG].

Then, coming back to our case, we have found that, for every n ≥ 0, |∇un| is equi-

bounded in Mγ(Q), with γ = p − N
N+1

, and so, since p > 2N+1
N+1

, |∇un| is uniformly

bounded in Ls(Q) with 1 ≤ s < p− N
N+1

.

Now, we shall use the above estimates to prove some compactness results that will

be useful to pass to the limit in the entropy formulation for un. Indeed, thanks to

these estimates, we can say that there exists a function u ∈ Lq(0, 1;W 1,q
0 (Ω)), for all

q < p − N
N+1

, such that un converges to u weakly in Lq(0, 1;W 1,q
0 (Ω)). Observe that,

obviously, we have u = ũ a.e. in Q. On the other hand from the equation we deduce

that un
t ∈ L1(Q) + Ls′(0, 1;W−1,s′(Ω)) uniformly with respect to n, where s′ = q

p−1
, for

all q < p− N
N+1

, and so, thanks to the Aubin-Simon type result of Theorem 1.5, we have

that un actually converges to u in L1(Q). Moreover, using the estimate (2.2.6) on the

truncations of un, we deduce, from the boundedness and continuity of Tk(s), that, for

every k > 0
Tk(u

n) ⇀ Tk(u), weakly in Lp(0, 1;W 1,p
0 (Ω)),

Tk(u
n) → Tk(u), strongly in Lp(Q).
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Finally, the sequence un satisfies the hypotheses of Theorem 3.3 in [BDGO], and so

we get

∇un → ∇u a.e. in Ω.

All these results allow us to pass to the limit in the entropy formulation of un; indeed,

for all k > 0, un satisfies

(2.2.12)

∫
Ω

Θk(u
n − ϕ)(1) dx

(2.2.13) −
∫

Ω

Θk(u
n(0, x)− ϕ(0)) dx

(2.2.14) +

∫ 1

0

〈ϕt, Tk(u
n − ϕ)〉W−1,p′ (Ω),W 1,p

0 (Ω) dt

(2.2.15) +

∫
Q

a(x,∇un) · ∇Tk(u
n − ϕ) dxdt

(2.2.16) ≤
∫

Q

Tk(u
n − ϕ) dµ,

for all ϕ ∈ Lp(0, T ;W 1,p
0 (Ω)) ∩ L∞(Q) ∩C([0, T ];L1(Ω)) with ϕt ∈ Lp′(0, T ;W−1,p′(Ω)).

Let us analyze this inequality term by term: since Tk(u
n −ϕ) converges to Tk(u−ϕ) ∗-

weakly in L∞(Q), and Tk(u
n−ϕ) converges to Tk(u−ϕ) also weakly in Lp(0, 1;W 1,p

0 (Ω)),

we have ∫
Q

Tk(u
n − ϕ) dµ

n−→
∫

Q

Tk(u− ϕ) dµ;

moreover, we can write

(2.2.17)

(2.2.15) =

∫
Q

(a(x,∇un)− a(x,∇ϕ)) · ∇Tk(u
n − ϕ) dxdt

+

∫
Q

a(x,∇ϕ) · ∇Tk(u
n − ϕ) dxdt,

and the second term to the right hand side of (2.2.17) converges, as n tends to infinity,

to ∫
Q

a(x,∇ϕ) · ∇Tk(u− ϕ) dxdt,
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while to deal with the nonnegative first term of the right hand side of (2.2.17), we must

use the a.e. convergence of the gradients; then, applying Fatou’s lemma, we get∫
Q

(a(x,∇u)− a(x,∇ϕ)) · ∇Tk(u− ϕ) dxdt

≤ lim inf
n

∫
Q

(a(x,∇un)− a(x,∇ϕ)) · ∇Tk(u
n − ϕ) dxdt.

Our goal is to prove that u = v almost everywhere in Ω; to do that, it is enough to

prove that u does not depend on time, and that (2.2.12)+(2.2.13)+(2.2.14) converges

to zero as n tends to infinity; indeed, if that holds true, we obtain that u satisfies the

entropy formulation for the elliptic problem (2.1.5), and so, since the entropy solution

is unique, we get that u = v a.e. in Ω.

Let us prove first that u does not depend on time; let us denote by w(x) the almost

everywhere limit of the monotone nondecreasing sequence un(0, x) = u(n, x), hence,

using the comparison Lemma 2.3, we have that, for fixed t ∈ (0, 1)

un(0, x) ≤ un(t, x) = u(n+ t, x) ≤ u(n+ 1, x) = un+1(0, x),

and, since both un and un+1 converge to w(x) that does not depend on time, such

happens also for the a.e. limit of un(t, x) that is u = w.

Now, using the monotone convergence theorem, we get

lim
n

[(2.2.12) + (2.2.13)] =

∫
Ω

Θk(u− ϕ)(1) dx−
∫

Ω

Θk(w(x)− ϕ(0)) dx

=

∫
Ω

∫ 1

0

d

dt
Θ(u− ϕ) dtdx =

∫ 1

0

〈(u− ϕ)t, Tk(u− ϕ)〉W−1,p′ (Ω),W 1,p
0 (Ω) dt,

while, since Tk(u
n − ϕ) converges to Tk(u− ϕ) weakly in Lp(0, 1;W 1,p

0 (Ω)), we have

(2.2.14)
n−→
∫ 1

0

〈ϕt, Tk(u− ϕ)〉W−1,p′ (Ω),W 1,p
0 (Ω) dt.

Finally we can sum all these terms and, since u does not depend on time, we find

lim
n

[(2.2.12) + (2.2.13) + (2.2.14)] =

∫ 1

0

〈ut, Tk(u− ϕ)〉W−1,p′ (Ω),W 1,p
0 (Ω) dt = 0;

and, as we mentioned above, this is enough to prove that u(t, x) = v(x). �
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2.3. Nonhomogeneous case

Now we deal with the general case of problem (2.1.4) with a nonhomogeneous initial

datum u0, that is

(2.3.1)


ut + A(u) = µ in (0, T )× Ω,

u(0, x) = u0(x) in Ω,

u(t, x) = 0 on (0, T )× ∂Ω,

with µ ∈ M0(Q) satisfying the usual hypotheses used throughout this chapter, and u0

a nonnegative function in L1(Ω). We shall prove the following result:

Theorem 2.4. Let µ ∈ M0(Q) be independent of the variable t, p > 2N+1
N+1

, u0 ∈
L1(Ω), and let µ, u0 ≥ 0; moreover, let u(t, x) be the entropy solution of problem (2.3.1),

and v the entropy solution of the corresponding elliptic problem (2.1.5). Then

lim
t→+∞

u(t, x) = v(x),

in L1(Ω).

Most part of our work will be concerned with comparison between suitable entropy

subsolutions and supersolutions of problem (2.1.4). The notion of entropy subsolution

and supersolution for the parabolic problem will be given as a natural extension of the

one for the elliptic case (see [Pa]).

Definition 2.5. A function u(t, x) ∈ C([0, T ];L1(Ω)) is an entropy subsolution of

problem (2.3.1) if, for all k > 0, we have that Tk(u) ∈ Lp(0, T ;W 1,p
0 (Ω)) , and holds

(2.3.2)

∫
Ω

Θk(u− ϕ)+(T ) dx−
∫

Ω

Θk(u0 − ϕ(0))+ dx

+

∫ T

0

〈ϕt, Tk(u− ϕ)+〉W−1,p′ (Ω),W 1,p
0 (Ω) dt

+

∫
Q

a(x,∇u) · ∇Tk(u− ϕ)+ dxdt ≤
∫

Q

Tk(u− ϕ)+ dµ,

for all ϕ ∈ Lp(0, T ;W 1,p
0 (Ω)) ∩ L∞(Q) ∩ C([0, T ];L1(Ω)) with ϕt ∈ Lp′(0, T ;W−1,p′(Ω))

and u(0, x) ≡ u0(x) ≤ u0 almost everywhere on Ω with u0 ∈ L1(Ω).
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On the other hand, u(t, x) ∈ C([0, T ];L1(Ω)) is an entropy supersolution of problem

(2.3.1) if, for all k > 0, we have that Tk(u) ∈ Lp(0, T ;W 1,p
0 (Ω)) , and holds

(2.3.3)

∫
Ω

Θk(u− ϕ)−(T ) dx−
∫

Ω

Θk(u0 − ϕ(0))− dx

+

∫ T

0

〈ϕt, Tk(u− ϕ)−〉W−1,p′ (Ω),W 1,p
0 (Ω) dt

+

∫
Q

a(x,∇u) · ∇Tk(u− ϕ)− dxdt ≥
∫

Q

Tk(u− ϕ)− dµ,

for all ϕ ∈ Lp(0, T ;W 1,p
0 (Ω)) ∩ L∞(Q) ∩ C([0, T ];L1(Ω)) with ϕt ∈ Lp′(0, T ;W−1,p′(Ω))

and u(0, x) ≡ u0(x) ≤ u0 almost everywhere on Ω with u0 ∈ L1(Ω).

Observe that, an entropy solution of problem (2.3.1) turns out to be both an entropy

subsolution and an entropy supersolution of the same problem as an easy approximation

argument shows. Thanks to Definition 2.5 it is possible to improve straightforwardly

the comparison Lemma 2.3, by comparing both subsolution and supersolution with

the unique entropy solution of problem (2.3.1) using a similar approximation argument;

actually, we shall state this result in a simpler case that will be enough to prove Theorem

2.4.

Lemma 2.6. Let µ ∈M0(Ω), and let u and u be, respectively, an entropy subsolution

and an entropy supersolution of problem (2.3.1), and let u be the unique entropy solution

of the same problem. Then u ≤ u ≤ u.

Proof. Let us prove only that u ≤ u being the other case analogous. We know that

the entropy solution u is found as limit of regular functions un solutions of approximating

problems with smooth data. So, if µ = f −div(g) with f ∈ L1(Ω) and g ∈ (Lp′(Ω))N we

can choose a sequence of smooth functions fn that converges to f in L1(Ω); let us call

µn = fn − div(g). Moreover, let u0,n be a sequence of regular functions that converges

to u0 in L1(Ω); so, we call un the variational solution of problem

(2.3.4)


(un)t + A(un) = µn in (0, T )× Ω,

un(0, x) = ũ0,n in Ω,

un(t, x) = 0 on (0, T )× ∂Ω,

where ũ0,n = min(u0,n, u(0)); notice that also ũ0,n converges to u(0) in L1(Ω).
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Now, we can choose Tk(u− un)+ as test function obtaining∫ T

0

〈(un)t, Tk(u− un)+〉 dt+

∫
Q

a(x,∇un) · ∇Tk(u− un)+ dxdt

=

∫
Q

µnTk(u− un)+ dxdt;

On the other hand being u a subsolution we have∫
Ω

Θk(u− un)+(T ) dx−
∫

Ω

Θk(u− un)+(0) dx

+

∫ T

0

〈(un)t, Tk(u− un)+〉 dt

+

∫
Q

a(x,∇u) · ∇Tk(u− un)+ dxdt ≤
∫

Q

Tk(u− un)+ dµdt.

So, we can subtract this relation from the previous one, recalling that (u−un)+(0) =

0, to obtain∫
Ω

Θk(u− un)+(T ) dx+

∫
Q

(a(x,∇u)− a(x,∇un)) · ∇Tk(u− un)+ dxdt

≤
∫

Q

Tk(u− un)+ dµdt−
∫

Q

µnTk(u− un)+ dxdt+

∫
Ω

Θk(u(0)− ũn,0)
+(0) dx.

Finally, the monotonicity assumption on a, and Fatou’s lemma, yield that u ≤ u,

since, using again the stability result cited above we deduce that the left hand side of

the above inequality tends to zero as n goes to infinity. Observe that, we actually proved

that, for every fixed T > 0, a.e. on Ω, we have u(T, x) ≤ u(T, x). �

Proof of Theorem 2.4. If v is the entropy solution of problem (2.1.5), we proved

that v is also an entropy solution of the initial boundary value problem (2.1.4) with v

itself as initial datum. Therefore, by comparison Lemma 2.6, if 0 ≤ u0 ≤ v, we have

that the solution u(t, x) of (2.1.4) converges to v in L1(Ω) as t tends to infinity; in fact,

we proved it for the entropy solution with homogeneous inital datum in Theorem 2.2

while v is a stationary entropy solution.

Now, let us take û(t, x) the solution of problem (2.3.1) with u0 = vτ as initial datum

for some τ > 1, where vτ is the entropy solution of the elliptic problem (2.1.5) with µτ
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as datum instead of µ = f − div(g) (f ≥ 0 in L1(Ω), g ∈ (Lp′(Ω))N), where

µτ =

{
τµ if f = 0,

τf − div(g) if f 6= 0.

Observe that, since τ > 1, by virtue of comparison results we have immediately v ≤ vτ .

Hence, since vτ does not depend on time, we have that it is a supersolution of the

parabolic problem (2.3.1), and, recalling that v is a subsolution of the same problem

(being v ≤ vτ as initial data), we can apply the comparison lemma again finding that

v(x) ≤ û(t, x) ≤ vτ (x) a.e. in Ω, for all positive t.

Now, thanks to the fact that the datum µ does not depend on time, we can apply

the comparison result also between û(x, t + s) solution with u0 = û(x, s), with s a

positive parameter, and û(t, x), the solution with u0 = vτ as initial datum; so we obtain

û(x, t + s) ≤ û(t, x) for all t, s > 0, a.e. in Ω. So, by virtue of this monotonicity result

we have that there exists a function v ≥ v such that û(t, x) converges to v a.e. in Ω as t

tends to infinity. Clearly v does not depend on t and we can develop the same argument

used for the homogeneous case, starting from the analogous estimate

(2.3.5)

∫
Ω

Θk(û
n)(t) + α

∫
Q

|∇Tk(û
n)|p dxdt ≤ k(|µ|M0(Q) + ‖u0‖L1(Ω)) = Ck,

to prove that we can pass to the limit in the entropy formulation, and so, by uniqueness

result, we can obtain that v = v. So, we have proved that the result holds for the

solution starting from u0 = vτ as initial datum, with τ > 1. Since we proved before that

the result holds true also for the solution starting from u0 = 0, then, again applying a

comparison argument, we can conclude in the same way that this result holds true for

solution starting from u0 such that 0 ≤ u0 ≤ vτ as initial datum, for fixed τ > 1.

Finally let us consider the general case of a solution u(t, x) with initial datum u0 ∈
L1(Ω) and let suppose first that µ 6= 0; let us define the monotone nondecreasing (in τ)

family of functions

u0,τ = min(u0, v
τ ).

As we have shown above, for every fixed τ > 1, uτ (t, x), the entropy solution of

problem (2.3.1) with u0,τ as initial datum, converges to v a.e. in Ω, as t tends to

infinity. Moreover, we also have that Tk(uτ (t, x)) converges to Tk(v) weakly in W 1,p
0 (Ω)

as t diverges, for every fixed k > 0.

Now, let us state the following lemma, that will be useful in the sequel: we shall

prove it below, when the proof of Theorem 2.4 will be completed.
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Lemma 2.7. Let µ 6= 0 be a nonnegative measure in M0(Ω), and τ > 0. Moreover,

let vτ be the entropy solution of problem

(2.3.6)

{
A(vτ ) = µτ in Ω,

vτ = 0 on ∂Ω,

then, we have

lim
τ→∞

vτ (x) = +∞

almost everywhere on Ω.

So, thanks to Lebesgue theorem, and Lemma 2.7, we can easily check that u0,τ con-

verges to u0 in L1(Ω) as τ tends to infinity. Therefore, using a stability result of entropy

solution (see for instance [Po1]) we obtain that Tk(uτ (t, x)) converges to Tk(u(t, x))

strongly in Lp(0, T ;W 1,p
0 (Ω)) as τ tends to infinity.

Now, making the same calculations used in [Pr2] to prove the uniqueness of entropy

solutions applied to u and uτ , where uτ is considered as the solution obtained as limit

of approximating solutions with smooth data, we can easly find, for any fixed τ > 1,

the following estimate∫
Ω

Θk(u− uτ )(t) dx ≤
∫

Ω

Θk(u0 − u0,τ ) dx,

for every k, t > 0. Then, let us divide the above inequality by k, and let us pass to the

limit as k tends to 0; we obtain

(2.3.7) ‖u(t, x)− uτ (t, x)‖L1(Ω) ≤ ‖u0(x)− u0,τ (x)‖L1(Ω),

for every t > 0. Hence, we have

‖u(t, x)− v(x)‖L1(Ω) ≤ ‖u(t, x)− uτ (t, x)‖L1(Ω) + ‖uτ (t, x)− v(x)‖L1(Ω);

then, thanks to the fact that the estimate in (2.3.7) is uniform in t, for every fixed ε,

we can choose τ̄ large enough such that

‖u(t, x)− uτ̄ (t, x)‖L1(Ω) ≤
ε

2
,

for every t > 0; on the other hand, thanks to the result proved above, there exists t̄ such

that

‖uτ̄ (t, x)− v(x)‖L1(Ω) ≤
ε

2
,

for every t > t̄, and this proves our result if µ 6= 0.

If µ = 0 we can consider, for every ε > 0, the solution uε of problem

(2.3.8)


uε

t + A(uε) = ε in (0, T )× Ω,

uε(0, x) = u0 in Ω,

uε(t, x) = 0 on (0, T )× ∂Ω;
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thanks to Lemma 2.6 we get that

(2.3.9) u(t, x) ≤ uε(t, x),

for every fixed t ∈ (0, T ), and almost every x ∈ Ω, by the previous result we obtain

lim
T→∞

uε(T, x) = vε(x),

where vε is the entropy solution of the elliptic problem associated to (2.3.8), and, more-

over, by virtue of the stability result for this problem, we know that vε(x) converges to

0 as ε tends to 0; so, almost everywhere on Ω, using (2.3.9), we have

0 ≤ lim sup
T→∞

u(T, x) ≤ vε(x),

and, since ε is arbitrary, we can conclude using Vitali’s Theorem and (2.3.9). �

Proof of Lemma 2.7. Let us first suppose that µ ∈ W−1,p′(Ω), so that we have

µ = −div(g) with g ∈ (Lp′(Ω))N ; vτ then solves

(2.3.10)

∫
Ω

a(x,∇vτ ) · ∇ϕ dx = τ

∫
Ω

g · ∇ϕ dx,

for every ϕ ∈ W 1,p
0 (Ω); let us take ϕ = vτ as test function in (2.3.10); so, using assump-

tion (2.1.1), we get

α

∫
Ω

|∇vτ |p dx ≤ τ‖g‖(Lp′ (Ω))N‖vτ‖W 1,p
0 (Ω);

now, since vτ 6= 0, we can divide the above expression by τ‖vτ‖W 1,p
0 (Ω), getting

1

τ

(∫
Ω

|∇vτ |p dx
) p−1

p

=

(∫
Ω

∣∣∣∣∇( vτ

τ
1

p−1

)∣∣∣∣p dx

) p−1
p

≤ ‖g‖(Lp′ (Ω))N .

Therefore, we have that
vτ

τ
1

p−1

is bounded in W 1,p
0 (Ω), and so there exists a function

v ∈ W 1,p
0 (Ω) and a subsequence, such that

vτ

τ
1

p−1

weakly converges in W 1,p
0 (Ω) (and then

a.e.) to v as τ tends to infinity. So, it is enough to prove that v > 0 almost everywhere

on Ω to conclude our proof.

To this aim, for every τ > 0, let us define

aτ (x, ξ) =
1

τ
a(x, τ

1
p−1 ξ);

we can easily check that such an operator satisfies assumptions (2.1.1), (2.1.2) and

(2.1.3), with the same constants α and β. Notice that in the model case of the p-

laplacian, thanks to its homogeneity property, we have aτ ≡ a. Now,
vτ

τ
1

p−1

satisfies the
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elliptic problem

(2.3.11)


−div(aτ (x,∇

vτ

τ
1

p−1

)) = µ in Ω,

vτ

τ
1

p−1

= 0 on ∂Ω,

in a variational sense; indeed, for every ϕ ∈ W 1,p
0 (Ω), we have

(2.3.12)

∫
Ω

aτ (x,∇
(

vτ

τ
1

p−1

)
) · ∇ϕ dx =

1

τ

∫
Ω

a(x,∇vτ ) · ∇ϕ dx =

∫
Ω

g · ∇ϕ dx.

Moreover, thanks to Theorem 4.1 in [CDD], we have that the family of operators

{aτ} has a G-limit in the class of Leray-Lions type operators; that is, there exists

a Carathéodory function a satisfying assumptions (2.1.1), (2.1.2) and (2.1.3), and a

sequence of indices τ(k) (called τ again), such that

aτ
G−→ a;

so, because of that, being v the weak limit of
vτ

τ
1

p−1

in W 1,p
0 (Ω), we get that

a(x,∇
(

vτ

τ
1

p−1

)
)

τ→∞−→ a(x,∇v),

weakly in (Lp′(Ω))N . Therefore, using this result in (2.3.12) we have∫
Ω

a(x,∇v) · ϕ dx =

∫
Ω

g · ∇ϕ dx,

for every ϕ ∈ W 1,p
0 (Ω); and so, v is a variational solution of problem{

−div(a(x,∇v)) = µ in Ω,

v = 0 on ∂Ω.

Then, recalling that µ 6= 0 and using a suitable Harnack type inequality (see for instance

[T]), we deduce that v > 0 almost everywhere on Ω.

Now, if µ ∈ M0(Ω), we have µτ = τf − div(g), with f 6= 0 a nonnegative function

in L1(Ω); we can suppose, without loss of generality, that µτ = τχE − div(g) for a

suitable set E ⊆ Ω of positive measure; indeed, f , being nonidentically zero, it turns

out to be strictly bounded away from zero on a suitable E ⊆ Ω, and so there exists a

constant c such that f ≥ cχE, and then, once we proved our result for such a µτ , we can

easily prove the statement by applying again a comparison argument. Now, reasoning
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analogously as above we deduce that
vτ

τ
1

p−1

solves the elliptic problem

(2.3.13)


aτ (x, (

vτ

τ
1

p−1

)) = χB −
1

τ
div(g) in Ω,

vτ

τ
1

p−1

= 0 on ∂Ω.

Moreover,

χB −
1

τ
div(g) −→ χB,

strongly in W−1,p′(Ω) as τ tends to infinity. Therefore, since G-convergence is stable

under such type a of convergence of data, we have, that the weak limit v of
vτ

τ
1

p−1

in

W 1,p
0 (Ω), solves {

−div(a(x,∇v)) = χB in Ω,

v = 0 on ∂Ω,

and so we may conclude, as above, that v > 0 almost everywhere on Ω, that implies

that vτ goes to infinity as τ tends to infinity. �

Remark 2.8. Let us observe that the results of Theorem 2.2 and Theorem 2.4 can

be improved depending on the regularity of the data, and so of the solution of the elliptic

problem (see for instance (2.2.4)), for such regularity results we refer to standard elliptic

regularity results and to [BGO].

2.4. General measure data: linear case

If µ is a general measure in M(Q) that does not depend on time we can use the

concept of duality solution as defined in Section 1.3 to prove the asymptotic result for

linear problems. Let us consider the linear problem

(2.4.1)


ut − div(M(x)∇u) = µ in (0, T )× Ω,

u(0) = u0 in Ω,

u = 0 on (0, T )× ∂Ω,

with M a bounded matrix satisfying assumption (2.1.1) (p = 2), µ a nonnegative mea-

sure not depending on time, and u0 ∈ L1(Ω) nonnegative.

Let us prove the following preliminary result:
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Proposition 2.9. Let µ ∈ M(Q) that does not depend on time and let v be the

duality solution of elliptic problem

(2.4.2)

{
−div(M(x)∇v) = µ in Ω,

v = 0, on ∂Ω.

Then v is the unique solution of the parabolic problem

(2.4.3)

{
vt − div(M(x)∇v) = µ in (0, T )× Ω,

v(0) = v(x), in Ω,

in the duality sense introduced in (1.3.12), for any fixed T > 0.

Proof. We have to check that v is a solution of problem (2.4.3), to do that let us

multiply (1.3.10) by Tk(v) and integrate on Q; we obtain

−
∫ T

0

〈wt, Tk(v)〉 dt+

∫
Q

M∗(x)∇w · ∇Tk(v) dxdt

=

∫
Q

Tk(v) g dxdt.

Now, integrating by parts we have

−
∫ T

0

〈wt, Tk(v)〉 dt =

∫
Ω

w(0)v(x) + ω(k),

while ∫
Q

Tk(v) g dxdt =

∫
Q

v g dxdt+ ω(k).

Finally, thanks to a result of [DMOP] we have∫
Q

M∗(x)∇w · ∇Tk(v) dxdt =

∫
Q

M(x)∇Tk(v) · ∇w dxdt =

∫ T

0

∫
Ω

w dλk(x) dt,

where λk are measures in M0(Ω) that converge to µ tightly; thus, recalling that w is

bounded, and using dominated convergence theorem, we have∫
Q

M∗(x)∇w · ∇Tk(v) dxdt =

∫
Q

w dµ+ ω(k);

gathering together all these facts we have that v is a duality solution of (2.4.1) with

itself as initial datum. �
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Proposition 2.9 allows us to deduce that the duality solution of problem (2.4.1) u

belongs to C(0, T ;L1(Ω)) for any fixed T > 0; indeed z = v−u uniquely solves problem

(2.4.4)


zt − div(M(x)∇z) = 0 in (0, T )× Ω,

z(0) = v − u0 in Ω,

z = 0 on (0, T )× ∂Ω,

in the duality sense, and so z ∈ C(0, T ;L1(Ω)) thanks to Theorem 1.6, since z turns out

to be an entropy solution in the sense of Definition 1.44.

So, we have that that u satisfies

(2.4.5)

∫
Q

u g dxdt =

∫
Q

w dµ+

∫
Ω

u0w(0) dx,

for any g ∈ L∞(Q) and w is the unique solution of the retrograde problem

(2.4.6)


−wt − div(M∗(x)∇w) = g in (0, T )× Ω,

w(T, x) = 0 in Ω,

w(t, x) = 0 on (0, T )× ∂Ω.

This way, for fixed µ and g ∈ L∞(Q) one can uniquely determine u and w, solution

of the above problems, defined for any time T > 0. Moreover, recalling that through the

change of variable s = T − t, w turns out to solve a linear parabolic problem, if g ≥ 0,

by classical comparison result, one has that w(t, x) is decreasing in time, for any T > 0.

Moreover, let us give the following definition:

Definition 2.10. A function u ∈ L1(Q) is a duality supersolution of problem (2.4.1)

if ∫
Q

u g dxdt ≥
∫

Q

w dµ+

∫
Ω

u0w(0) dx,

for any bounded g ≥ 0, and w solution of (2.4.6), while u is a duality subsolution if −u
is a duality supersolution.

Lemma 2.11. Let u and u be respectively a duality supersolution and a duality sub-

solution for problem (2.4.1). Then u ≤ u.

Proof. Actually, simply subtract the two formulations one from the other to obtain∫
Q

(u− u)g dxdt ≤ 0,

for any g ≥ 0, and so u ≤ u. �

Now we can state our asymptotic result where as usual, thanks to the uniqueness

result, we can think to the solution of problem (2.4.1) as defined for any t > 0.
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Theorem 2.12. Let u be a duality solution of problem (2.4.1), and v be the duality

solution of elliptic problem

(2.4.7)

{
−div(M(x)∇v) = µ in Ω,

v = 0, on ∂Ω.

Then u(t, x) converges to v(x) in L1(Ω) as t diverges.

Proof. Let us first suppose u0 = 0. Thanks to the result of Lemma 2.11, arguing as

in the proof of Theorem 2.2, we have that u(t, x) is increasing in time and it converges

to ṽ(x) almost everywhere and in L1(Ω) since u(t, x) ≤ v(x).

Now, recalling that u is obtained as limit of regular solutions with smooth data µτ ,

we can define un
τ (t, x) as the solution of

(2.4.8)


(un

τ )t − div(M(x)∇un
τ ) = µτ in (0, 1)× Ω,

un
τ (0) = uτ (n, x) in Ω

un
τ = 0 on (0, 1)× ∂Ω.

On the other hand, if g ≥ 0, we define wn(t, x) as

(2.4.9)


−wn

t − div(M∗(x)∇wn) = g in (0, 1)× Ω,

wn(1, x) = w(n+ 1, x) in Ω,

wn = 0 on (0, 1)× ∂Ω.

Therefore, by comparison principle, we have that wn is increasing with respect to n and,

arguing as in the proof of Theorem 2.2, its limit w̃ does not depend on time and is the

solution of

(2.4.10)

{
−div(M∗(x)∇w̃) = g in Ω,

w̃(x) = 0 on ∂Ω;

so that, using un
τ (2.4.9) and wn in (2.4.8), integrating by parts and subtracting we

obtain∫ 1

0

∫
Ω

un g −
∫ 1

0

∫
Ω

wn dµ+

∫
Ω

un(0)wn(0) dx−
∫

Ω

un(1)wn(1) dx+ ω(τ) = 0.

Hence, we can pass to the limit on n using monotone convergence theorem obtaining

(2.4.11)

∫
Ω

ṽ g −
∫

Ω

w̃ dµ dx = 0,

and so v = ṽ.

If g has no sign we can reason separately with g+ and g− obtaining (2.4.11) and then

using the linearity of (2.4.5) to conclude.
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Finally, if u0 ∈ L1(Ω) we can reason, with many simplifications, as in the proof of

Theorem 2.4, considering vτ ≡ τv and recalling that, if µ 6= 0, then v > 0. �





CHAPTER 3

Asymptotic behavior of solutions for parabolic equations with
natural growth terms and irregular data

We are interested at the asymptotic behavior as t tends to +∞ of solutions u ∈
L2(0, T ;H1

0 (Ω)) of the problem

(3.0.1)


ut −∆u+ g(u)|∇u|2 = f in (0, T )× Ω,

u(0, x) = u0(x) in Ω,

u(t, x) = 0 on (0, T )× ∂Ω,

where Ω ⊂ RN is a bounded open set, N ≥ 3, u0 ∈ L1(Ω) nonnegative, while g : R → R
is a real function in C1(R) such that

(3.0.2) g(s)s ≥ 0, ∀s ∈ R,

(3.0.3) g′(s) > 0,∀s ∈ R

and f(x) ∈ L1((0, T )×Ω) is a nonnegative function independent on time; in what follows

we will often use the notation Q = QT = Ω× (0, T ).

As we mentioned above, this kind of problem has been largely studied in different

context: in particular, for g ≡ 1 and with any power-like nonlinearity with respect to

|∇u| (the so called Viscous Hamilton-Jacobi equation) a certain number of papers has

been devoted to the study of large time behavior of solution under suitable assumptions

(see for instance [BKL] and references therein). Let us emphasize that for a purely

PDE approach to this problem the main tool in order to obtain such kind of results

is strictly related to the proof of some comparison principle. In our problem the main

difficulty relies on the dependence on both u and its gradient of the nonlinear term.

Let us remind that, for a solution we mean a function u ∈ L2(0, T ;H1
0 (Ω)) which

satisfies

(3.0.4)

∫ T

0

〈ut, ϕ〉+

∫
Q

∇u · ∇ϕ+

∫
Q

g(u)|∇u|2ϕ =

∫
Q

fϕ,

for any ϕ ∈ L2(0, T ;H1
0 (Ω)) ∩ L∞(Q) and such that g(u)|∇u|2 belongs to L1(Q).

As we said before, here the symbol
∫ T

0
〈·, ·〉 denote the duality between elements of

63
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L2(0, T ;H−1(Ω)) +L1(Q) and functions in L2(0, T ;H1
0 (Ω))∩L∞(Q); in fact, such a so-

lutions turns out to have time derivative in L2(0, T ;H−1(Ω))+L1(Q), and in particular,

thanks to Theorem 1.6, they belong to C(0, T ;L1(Ω)), and so we recall that the initial

datum is achieved in the sense of L1(Ω). For such a duality there exists a generalized

integration by parts formula (see Lemma 1.4 ) that we will use.

As we will see (Lemma 3.4 and Lemma 3.5 below) the solution of problem (3.0.1) is

unique and so if we consider T ′ > T , we have uT (x, t) ≡ uT ′(t, x), ∀t < T and for almost

every x ∈ Ω; thus we can look at u(t, x) as the unique solution of (3.0.1) defined ∀t > 0.

We want to prove that u(t, x) converges, for t that tends to +∞, to v(x) which is

the unique solution of the elliptic problem

(3.0.5)

{
−∆v + g(v)|∇v|2 = f in Ω ,

v(x) = 0 on ∂Ω ,

such that g(v)|∇v|2 ∈ L1(Ω); in other words v(x) satisfies

(3.0.6)

∫
Ω

∇v · ∇ϕ+

∫
Ω

g(v)|∇v|2ϕ =

∫
Ω

fϕ ,

for every ϕ ∈ H1
0 (Ω) ∩ L∞(Ω).

Our main result concerning the asymptotic behavior of solutions is the following:

Theorem 3.1. ‘ Let f , u0 ∈ L1(Ω) be nonnegative functions and let u(t, x) be the

weak solution of the problem (3.0.1). Then

lim
t→+∞

u(t, x) = v(x) in L1(Ω).

In order to prove Theorem 3.1 we will use several comparison results, and Section

3.1 is devoted to the statement and the proof of them, while in Section 3.2 we will

prove Theorem 3.1. Actually we will see that the convergence of solution u(t, x) to v(x)

could be stronger that the one obtained under the general assumptions of Theorem 3.1

provided that the data are more regular.

Remark 3.2. Observe that v(x) is solution of the problem (3.0.1) with itself as

initial datum, being v(x) independent from t.

Finally, thanks to the sign condition on f and g we have that both u(t, x) and v(x) are

nonnegative. Indeed, for any k > 0, consider Tk(u
−) (where Tk(s) = max(−k,min(k, s))

is the usual truncation function) as test function in (3.0.1); we have∫ T

0

〈ut, Tk(u
−)〉H−1,H1

0
+

∫
Q

∇u · ∇Tk(u
−) +

∫
Q

g(u)|∇u|2Tk(u
−) =

∫
Q

fTk(u
−) .
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Then, from the sign condition on g(s) we deduce that g(u)|∇u|2Tk(u
−) ≤ 0, so∫

Q

Θ−
k (u)t dx−

∫
Q

|∇Tk(u
−)|2 dxdt ≥ 0 ,

where Θ−
k (s) =

∫ s

0
Tk(r

−)dr; thus, recalling that u0 ≥ 0, we obtain u−(t, x) ≡ 0 a.e. in

Q; the same holds for v using (3.0.6).

3.1. Comparison results

As we said before, the most important tool in order to prove the above result relies

in some comparison result between subsolutions and supersolutions of problem (3.0.1);

let us introduce the following definition:

Definition 3.3. We say that z ∈ L2(0, T ;H1(Ω)) is a subsolution of problem (3.0.1)

if g(z)|∇z|2 ∈ L1(Q) and

(3.1.1)


zt(t, x)−∆z(t, x) + g(z)|∇z|2 ≤ f in (0, T )× Ω,

z(0, x) ≤ u0(x) in Ω,

z(t, x) ≤ 0 on (0, T )× ∂Ω .

On the other hand w ∈ L2(0, T ;H1(Ω)) is a supersolution of problem (3.0.1) if g(z)|∇z|2 ∈
L1(Q) and

(3.1.2)


wt −∆w(t, x) + g(w)|∇w|2 ≥ f in (0, T )× Ω,

w(0, x) ≥ u0(x) in Ω,

w(t, x) ≥ 0 on (0, T )× ∂Ω,

where first equation both in (3.1.1) and (3.1.2) are understood in their weak sense; i.e.

z(t, x) satisfies

(3.1.3)

∫ T

0

〈zt, ϕ〉+

∫
Q

∇z · ∇ϕ+

∫
Q

g(z)|∇z|2ϕ ≤
∫

Q

fϕ ,

∀ϕ ∈ L2(0, T ;H1
0 (Ω)) ∩ L∞(Q) , ϕ ≥ 0 a.e. in Q,

and w(t, x) satisfies

(3.1.4)

∫ T

0

〈wt, ϕ〉+

∫
Q

∇w · ∇ϕ+

∫
Q

g(w)|∇w|2ϕ ≥
∫

Q

fϕ ,

∀ϕ ∈ L2(0, T ;H1
0 (Ω)) ∩ L∞(Q) , ϕ ≥ 0 a.e. in Q.
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Now we are able to state and prove two comparison lemmas that will play the key role

in the proof of our main result. The first one concerns the elliptic case for unbounded

sub and supersolutions with no restrictions on the sign of the datum, while in Lemma

3.5 we prove the same result in the parabolic case with general nonnegative data; these

calculations are inspired by [BaM].

Moreover, observe that the following comparison results between sub and supersolu-

tions easily imply the uniqueness of solution for the corresponding problem; this result

simply follows by observing that any solution turns out to be both a subsolution and a

supersolution for the problem.

Lemma 3.4. Let v1(x) and v2(x) be respectively a subsolution and a supersolution of

the elliptic problem (3.0.5) with f ∈ L1(Ω) and g satisfying (3.0.2) and (3.0.3). Then

v1(x) ≤ v2(x) a.e. in Ω.

Proof. Let us define the following change of variable:

(3.1.5) Ψ(t) =

∫ t

0

e−2G(s)ds, where G(s) =

∫ s

0

g(σ)dσ .

Consider now the function

ϕ(s) = Ψ−1(s)

which is a function ϕ : R −→ R, ϕ ∈ C2(R), such that ϕ′(s) > 0, ∀s ∈ R, and let us

consider

v = ϕ(u), v1 = ϕ(u1) and v2 = ϕ(u2) .

Since v1 and v2 are respectively a subsolution and a supersolution of problem (3.0.5),

then u1 and u2 satisfy the following inequalities:

−div (ϕ′(u1)∇u1) + g(ϕ(u1))ϕ
′(u1)

2|∇u1|2 ≤ f

and

−div (ϕ′(u2)∇u2) + g(ϕ(u2))ϕ
′(u2)

2|∇u2|2 ≥ f .

Hence, by subtracting the first from the second in their weak sense (i.e. with nonnegative

test functions η that belong to H1
0 (Ω) ∩ L∞(Ω)), we obtain∫

Ω

[ϕ′(u1)∇u1 − ϕ′(u2)∇u2] · ∇η dx

+

∫
Ω

[
g(ϕ(u1))ϕ

′(u1)
2|∇u1|2 − g(ϕ(u2))ϕ

′(u2)
2|∇u2|2

]
η dx ≤ 0 .

Now, applying the fundamental theorem of calculus both to first and second term and

defining

w = u1 − u2 ,
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we have, recalling that thanks to the assumptions (3.0.2), (3.0.3) and the definition of

Ψ, w belongs to L∞(Ω),∫
Ω

∫ 1

0

[ϕ′′(u)w∇u+ ϕ′(u)∇w] · ∇η dτdx

+

∫
Ω

∫ 1

0

[
g′(ϕ(u))ϕ′(u)3w|∇u|2 + 2g(ϕ(u))ϕ′(u)ϕ′′(u)w|∇u|2

+ 2g(ϕ(u))ϕ′(u)2∇u · ∇w
]
η dτdx ≤ 0 ,

where u = τu1 + (1 − τ)u2. Let us choose η = w+ as test function in the previous

inequality, so we have:∫
Ω

∫ 1

0

ϕ′′(u)w∇u · ∇w+ + ϕ′(u)|∇w|2 dτdx

+

∫
Ω

∫ 1

0

[g′(ϕ(u))ϕ′(u)3(w+)2|∇u|2 + 2g(ϕ(u))ϕ′(u)ϕ′′(u)(w+)2|∇u|2

+2g(ϕ(u))ϕ′(u)2w∇u · ∇w+]dτdx ≤ 0 .

Thanks to Young’s inequality, we have:∣∣ϕ′′(u)w∇u · ∇w+
∣∣ ≤ 1

2
ϕ′(u)|∇w|2 +

1

2

ϕ′′(u)2

ϕ′(u)
(w+)2|∇u|2 ,

∣∣2g(ϕ(u))ϕ′(u)2w∇u · ∇w+
∣∣ ≤ 1

2
ϕ′(u)|∇w|2 + 2g(ϕ(u))2ϕ′(u)3(w+)2|∇u|2 ,

and so ∫
Ω

∫ 1

0

g′(ϕ(u))ϕ′(u)3(w+)2|∇u|2 + 2g(ϕ(u))ϕ′(u)ϕ′′(u)(w+)2|∇u|2

−2g(ϕ(u))2ϕ′(u)3(w+)2|∇u|2 − 1

2

ϕ′′(u)2

ϕ′(u)
(w+)2|∇u|2 dxdτ ≤ 0 ,

that implies

(3.1.6)

∫
Ω

|w+|2
∫ 1

0

|∇u|2ϕ′(u)3

[
g′(u) + 2g(ϕ(u))

ϕ′′(u)

ϕ′(u)2

−2g(ϕ(u))2 − 1

2

ϕ′′(u)2

ϕ′(u)4

]
dxdτ ≤ 0 .

Now observe that

ϕ(Ψ(t)) = t, ϕ′(Ψ(t))Ψ′(t) = 1

and

ϕ′′(Ψ(t))Ψ′(t)2 + ϕ′(Ψ(t))Ψ′′(t) = 0 .
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Recalling the definition of Ψ in (3.1.5) we have:

Ψ′(t) = e−2G(t), Ψ′′(t) = −2g(t)Ψ′(t) .

Then

ϕ′′(Ψ(t))Ψ′(t)2 = 2g(t)ϕ′(Ψ(t))Ψ′(t),

and so
ϕ′′

ϕ′2
= 2g .

By replacing the last expression in (3.1.6), we obtain∫
Ω

|w+|2
∫ 1

0

|∇u|2ϕ′(u)3[g′(u) + 4(g(ϕ(u)))2

−2g(ϕ(u))2 − 1
2
4g(ϕ(u))2] dxdτ ≤ 0 ,

that implies w+(x) ≡ 0; thus u1(x) ≤ u2(x) a.e. in Ω; this concludes the proof since

ϕ′(s) > 0. �

Lemma 3.5. Let f ≥ 0 in L1(Q), g satisfying (3.0.2) and (3.0.3) and let u1, u2 be,

respectively, a subsolution and a supersolution of problem (3.0.1). Then u1 ≤ u2 a.e. in

Q.

Proof. Consider, as in the previous proof,

w = Ψ(u) =

∫ u

0

e−G(s)ds where G(s) =

∫ s

0

g(t)dt .

Thanks to the structure of the change of variable we can easily check that w satisfies

the following differential equation:

wt −∆w = fe−G(φ(w)) where φ = Ψ−1 .

We remind that, since g is increasing, then g 6∈ L1(R), and so

e−G(s) ∈ L1(R); hence

Ψ : L2(0, T ;H1
0 (Ω)) → L2(0, T ;H1

0 (Ω)) ∩ L∞(Q) .

Moreover Ψ(s) is an increasing function. Therefore let us consider

w1 = Ψ(u1) and w2 = Ψ(u2) .
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Now let us take ϕ = (w1 −w2)
+ as test function in the weak formulation of sub and

supersolution for u1 and u2; then taking the difference we obtain∫ T

0

〈(w1 − w2)t, (w1 − w2)
+〉+

∫
Q

∇(w1 − w2) · ∇(w1 − w2)
+

≤
∫

Q

f(e−G(φ(w1)) − e−G(φ(w2)))(w1 − w2)
+ .

Let us observe that the function η(τ) = eG(φ(τ)) is monotone nonincreasing, so we deduce

that

(3.1.7)

∫
Ω

|(w1 − w2)
+|2(T ) +

∫
Q

|∇(w1 − w2)
+|2 ≤

∫
Ω

|(w1 − w2)
+|2(0) ,

and so, since (w1 − w2)
+(0) ≡ 0, it follows that

w1(t, x) ≤ w2(t, x) a.e. in Q ,

that easily implies that u1(t, x) ≤ u2(t, x) a.e. in Q. Notice that, by (3.1.7), the result

hold true also for every fixed 0 ≤ t ≤ T , a.e. on Ω. �

Remark 3.6. We would like to emphasize a general fact that we will often use

in what follows: the solution of problem (3.0.1) actually belongs to L∞(Ω × (t∗, T )),

∀t∗ ∈ (0, T ), if the initial datum u0 ∈ L1(Ω) and f is regular. Indeed, consider the heat

potential u(t, x) in RN × (0, T ) associated to our problem, that is the solution of

(3.1.8)

{
ut(t, x)−∆u(t, x) = f(x) in RN × (0, T ),

u(0, x) = u0(x) in RN ,

provided that u(t, x) vanishes for |x| that diverges, and u0 is the trivial extension of u0

at 0 outside Ω; due to the sign assumption on g, u(t, x), restricted to Ω, turns out to be

a supersolution of problem (3.0.1), and so

0 ≤ u(t, x) ≤ u(t, x), a.e. on (0, T )× Ω .

Now, thanks to classical results in potential theory we have, under suitable hypotheses

on the data (see for instance [DiB2]) that u ∈ L∞(RN × (0, T )) and so also u turns out

to be bounded. For our aim it is enough to observe that the previous result holds true

if u0 ∈ L1(Ω) and f ∈ L∞(Q) (for further details and sharp hypotheses on the data see

again [DiB2]).



70 3. ASYMPTOTIC BEHAVIOR, PARABOLIC EQUATIONS, NATURAL GROWTH

3.2. Asymptotic behavior

In this section we will first state and prove our asymptotic preliminary results and

then we will deal with the proof of Theorem 3.1; let us recall that 2∗ denotes the Sobolev

conjugate exponent of 2, that is 2∗ = 2N
N−2

. From now on we will denote by v(x) the

unique solution of problem (3.0.5).

Theorem 3.7. Let f ∈ L1(Ω) be a nonnegative function, g satisfying (3.0.2) and

(3.0.3) and let u(t, x) be the solution of the problem

(3.2.1)


ut −∆u+ g(u)|∇u|2 = f in Ω× (0, T ) ,

u(0, x) = 0 in Ω ,

u(t, x) = 0 on ∂Ω× (0, T ) ,

Then

lim
t→+∞

u(t, x) = v(x) in L2∗(Ω).

Proof. Let us introduce for any τ > 1 the sequence of functions in Q1 = Ω× (0, 1)

defined by

uτ (t, x) = u(τ + t, x) .

Since u(t, x) is the solution of problem (3.2.1), and recalling that f does not depend on

time, we deduce that uτ solves

(3.2.2)


uτ

t −∆uτ + g(uτ )|∇uτ |2 = f in (0, 1)× Ω,

uτ (0, x) = u(τ, x) in Ω,

uτ (t, x) = 0 on (0, 1)× ∂Ω .

Moreover from Lemma 3.5, since v(x) is a supersolution of both (3.2.1) and (3.2.2), we

obtain the following estimates:

u(t, x) ≤ v(x), ∀t ∈ R , a.e. in Ω

and

(3.2.3) uτ (t, x) ≤ v(x), ∀t ∈ (0, 1) , ∀τ ∈ N a.e. in Ω .

Now we can compare u(t, x) with us(t, x) = u(s + t, x), s > 0. Since f(x) does not

depend on t, then both u(t, x) and us(t, x) solve (3.2.1) with respectively u01 ≡ 0 and

u02 = u(s, x) ≥ 0 as initial datum. Using again Lemma 3.5 we deduce that u(t, x) ≤
u(t + s, x) , ∀s ∈ R. Thus u(t, x) is a monotone nondecreasing function with respect

to the variable t: this fact implies that also uτ (t, x), by its definition, is a monotone

nondecreasing sequence with respect to the parameter τ , that is:

uτ (t, x) ≤ uτ+1(t, x) ∀t ∈ (0, 1) , a.e. in Ω .
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Therefore there exists a function ũ(t, x) such that uτ (t, x) converges a.e. in Q1 to ũ(t, x)

as τ tends to +∞. Moreover, thanks to (3.2.3) we have, using the dominated convergence

theorem, that

uτ (t, x) −→ ũ(t, x) in L2(Q1) .

On the other hand, using the monotonicity of u(t, x) with respect to t and (3.2.3), there

exists a function u(x) ∈ L2(Ω) such that u(t, x) converges to u(x) in L2(Ω). So, in

particular, uτ (0, x) converges to the same function as τ diverges. Thus, stability results

for such type of equation (see for instance [DO], [Po1]) imply that uτ converges to ũ

strongly in L2(0, 1;H1
0 (Ω)), and g(uτ )|∇uτ |2 converges to g(ũ)|∇ũ|2 strongly in L1(Q1).

Observe that the function ũ(t, x) does not depend on time, in fact

uτ (0, x) ≤ ũ = u(x, t+ τ) ≤ u(τ + 1, x) = uτ+1(0, x) ;

so, being the limit of uτ (0, x) and uτ+1(0, x) as τ diverges the same, we deduce that

ũ(t, x) ≡ ũ(x). Moreover, the above calculation easily implies that ũ(x) ≡ u(x) a.e. in

Ω.

To conclude let us prove that u(x) solves the elliptic problem (3.0.5). Consider the

weak formulation of (3.2.2) and choose Ψ(x) ∈ H1
0 (Ω) ∩ L∞(Ω) as test function; we

obtain ∫ 1

0

〈uτ
t ,Ψ(x)〉+

∫
Ω×(0,1)

∇uτ · ∇Ψ(x)

+

∫
Ω×(0,1)

g(uτ )|∇uτ |2Ψ(x) =

∫
Ω×(0,1)

fΨ(x) .

Thanks to the stability result cited above, integrating by parts, the last expression tends

to ∫
Ω

∇u(x) · ∇Ψ(x) +

∫
Ω

g(u(x))|∇u(x)|2Ψ(x) =

∫
Ω

fΨ(x)

and then

u(x) = ũ(x) = v(x) ,

where v(x) is the unique solution of problem (3.0.5). Finally, let us observe that, thanks

to (3.2.3) and Sobolev embedding theorem, u(t, x) actually converges to v(x) in L2∗(Ω).

�

Theorem 3.8. Let f ∈ L∞(Ω), u0(x) ∈ L1(Ω) two nonnegative functions and let

u(t, x) be the solution of the problem

(3.2.4)


ut −∆u+ g(u)|∇u|2 = f in Ω× (0, T )

u(0, x) = u0(x) in Ω

u(t, x) = 0 on ∂Ω× (0, T ) .
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Then

lim
t→+∞

u(t, x) = v(x) in Lp(Ω) ,

for every p ≥ 1.

Proof. We divide the proof in few steps.

Step 1. Suppose that u is the solution of the following problem:

(3.2.5)


ut −∆u+ g(u)|∇u|2 = f in Ω× (0, T )

u(0, x) = τv(x) + h in Ω

u(t, x) = 0 on ∂Ω× (0, T ) ,

where τ > 1 and h ≥ 0.

Observe that τv(x)+h is a supersolution for (3.2.4): in fact, using the monotonicity

of g(s),
d

dt
(τv(x) + h)−∆(τv(x) + h) + g(τv(x) + h)|∇τv(x) + h|2

≥ −∆v + g(v)|∇v|2 = f ,

τv(x) + h ≥ v(x) a.e. in Ω ,

and

τv(x) + h ≥ 0 on ∂Ω× (0, T ) .

So, by the comparison lemma we proved above,

(3.2.6) v(x) ≤ u(t, x) ≤ τv(x) + h a.e. in Q

Moreover we can compare u(t, x) with u(t + s, x), s ∈ R+: in fact we have that u(t, x)

is the solution of the problem (3.0.1) that for t = 0 achieves the value τv(x) + h while

u(t+ s, x)|t=0 = u(s, x). Since τv(x)+h is a supersolution and again by the comparison

lemma we deduce, being τv(x) + h ≥ u(s, x), that u(t, x) ≥ u(t + s, x) a.e. on Q. Let

us consider now the sequence of problems

(3.2.7)


uτ

t −∆uτ + g(uτ )|∇uτ |2 = f in Ω× (0, 1),

uτ (0, x) = u(τ, x) in Ω′

uτ (t, x) = 0 on ∂Ω× (0, 1) ,

for any τ ∈ N. Thanks to stability result (see again [DO], [Po1]), we have that uτ (t, x)

converges in L2(0, 1;H1
0 (Ω)) to a function u(t, x) and thanks to monotonicity with re-

spect to t variable we have that u does not depend on t. So we can pass to the limit in

the weak formulation of problem (3.0.1) and conclude that u(x) is a stationary solution

of (3.0.1), and by virtue of uniqueness result for the elliptic problem (3.2.7), u(x) ≡ v(x).
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Observe that from (3.2.6), the a.e. convergence of u(t, x) to v(x) and the boundedness

of v(x) actually u(t, x) converges to v(x) in Lp(Ω), ∀p ≥ 1.

Step 2. Now let us consider an initial datum u0(x) such that 0 ≤ u0(x) ≤ τv(x) + h

for some τ ≥ 1 and h > 0. Let u1(t, x) be the solution of
u1t −∆u1 + g(u1)|∇u1|2 = f in Ω× (0, T )

u1(0, x) = 0 in Ω

u1(t, x) = 0 on ∂Ω× (0, T ) ,

and u2(t, x) the solution of
u2t −∆u2 + g(u2)|∇u2|2 = f in Ω× (0, T )

u2(0, x) = τv(x) + h in Ω

u2(t, x) = 0 on ∂Ω× (0, T ) ;

finally let us consider the solution u(t, x) of
ut −∆u+ g(u)|∇u|2 = f in Ω× (0, T )

u(0, x) = u0(x) in Ω

u(t, x) = 0 on ∂Ω× (0, T ) .

Thanks to the comparison lemma we have that

u1(t, x) ≤ u(t, x) ≤ u2(t, x) a.e. in Q .

So, passing to the limit with respect to the t variable, we have that

v(x) = lim
t→+∞

u1(t, x) ≤ lim inf
t→∞

u(t, x) ≤ lim sup
t→∞

u(t, x) ≤ lim
t→+∞

u2(t, x) = v(x) .

Then the limit with respect to the t variable of u(t, x) exists, coincides with v(x) and

the convergence is in Lp(Ω).

Observe that in the last case if we choose as initial datum any u0(x) ∈ L∞(Ω), we

can always find τ and h such that we go back to the previous case (in particular the

choice can be h = ‖u0‖L∞(Ω) and any τ > 1).

Step 3. Finally, let us consider a general nonnegative initial datum u0 ∈ L1(Ω): thanks

to Remark 3.6 we have that any solution u(t, x) of (3.0.1) with f ∈ L∞(Ω) is such that

u(t∗, x) ∈ L∞(Ω), for some 0 < t∗ < T . So, thanks to uniqueness of solution we can
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consider the problem
ut −∆u+ g(u)|∇u|2 = f in Ω× (t∗, T )

u(t∗, x) = u(t∗, x) in Ω

u(t, x) = 0 on ∂Ω× (t∗, T ) .

Now u(t∗, x) ∈ L∞(Ω) and so again we come back to the previous case. �

The difficulty to generalize our result to the case where both f and u0 are in L1(Ω)

(Theorem 3.1) relies on the lack of some continuous dependence of the solutions from

their initial data uniformly with respect to the variable t. To avoid this fact in the

proof of our main result we will use a change of variable, shifting the problem to a more

regular one (as in the proof of Lemma 3.5). However, if u0 is more regular we can prove

the following partial result:

Theorem 3.9. Let f ∈ L1(Ω), u0(x) ∈ L∞(Ω) be two nonnegative functions and let

u(t, x) be the solution of the problem
ut −∆u+ g(u)|∇u|2 = f in Ω× (0, T )

u(0, x) = u0(x) in Ω

u(t, x) = 0 on ∂Ω× (0, T ) .

Then

lim
t→+∞

u(t, x) = v(x) in L2∗(Ω).

Proof. Let us consider un the solution of the problem
(un)t(t, x)−∆un(t, x) + g(un)|∇un|2 = fn in (0, T )× Ω,

un(0, x) = u0(x) in Ω,

un(t, x) = 0 on (0, T )× ∂Ω,

where fn is a monotone nondecreasing sequence of regular approximating functions such

that

fn → f strongly in L1(Ω) .

Moreover, let us define ũ the solution of problem

(3.2.8)


ũt −∆ũ+ g(ũ)|∇ũ|2 = f in Ω× (0, T )

ũ(0, x) = v(x) + h in Ω

ũ(t, x) = 0 on ∂Ω× (0, T ) ,



3.2. ASYMPTOTIC BEHAVIOR 75

where as before we can choose h = ‖u0‖L∞(Ω), and let us call ũn the solution of problem

(3.2.8) with fn instead of f as datum. So, thanks to the monotonicity assumptions on

fn and the comparison result proved we easily obtain

un(t, x) ≤ u(t, x),

and

un(t, x) ≤ ũn(t, x);

so, passing to the limit over n in the last inequality and using again the stability result

cited above, we actually have

un(t, x) ≤ u(t, x) ≤ ũ(t, x)

a.e. on QT , for all T > 0. So we can pass to the limit over t obtaining

vn(x) ≤ lim inf
t→∞

u(t, x) ≤ lim sup
t→∞

u(t, x) ≤ v(x) a.e. in Ω .

once we proved that the convergence result holds true for ũ. Notice that the above

estimate allows us to conclude using again stability results for elliptic problems and

the dominated convergence theorem. So, let us prove that ũ(t, x) converges to v(x);

applying the comparison lemma to ũn and reasoning as in the proof of Theorem 3.8 we

easily see that

ũn(t, x) ≤ ũn(t+ s, x)

a.e. in Ω, t, s > 0. So, by stability, this monotonicity property with respect to t still

holds true for the limit ũ(t, x) that decreases, as t diverges, to some function u(x), that

turns out to be v(x) reasoning exactly as in the proof of Theorem 3.8 with the use of

functions uτ . �

Remark 3.10. Notice that, in view of Lemma 3.5 we can make the same calculation

as in the proof of Theorem 3.8 to see that the result of Theorem 3.9 holds true even if

the initial datum u0 ≤ nv(x), with n ∈ N. We will use this fact in the sequel.

Now we are able to prove our main result.

Proof of Theorem 3.1. Consider our parabolic problem (3.0.1) and its associ-

ated problem 
wt −∆w = fe−G(φ(w)) in Ω× (0, T ) ,

w(0, x) = Ψ(u0) in Ω ,

w(t, x) = 0 on ∂Ω× (0, T ),

through the change of variable

w = Ψ(u) =

∫ u

0

e−G(s)ds where G(s) =

∫ s

0

g(t)dt and ϕ(s) = Ψ−1(s) .
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Let us define the following sequences {un} and {wn} of solutions of problems

(3.2.9)


(un)t(t, x)−∆un(t, x) + g(un)|∇un|2 = f in (0, T )× Ω ,

un(0, x) = un,0(x) = min(nv(x), u0) in Ω ,

un(t, x) = 0 on (0, T )× ∂Ω ,

and

(3.2.10)


(wn)t −∆wn = fe−G(φ(wn)) in Ω× (0, T ) ,

wn(0, x) = Ψ(un,0) in Ω ,

w(t, x) = 0 on ∂Ω× (0, T ) .

From previous results we know that un(t, x) converges for t that tends to +∞ to v(x)

in L2∗(Ω) and, thanks to the fact that Ψ is Lipschitz continuous, we also deduce that

(3.2.11) lim
t→∞

Ψ(un(t, x)) = Ψ(v(x))

in L2∗(Ω). So, up to subsequences the almost everywhere limit of wn(t, x) with respect

to the time variable is Ψ(v(x)).

Now, since un(t, x) ≤ u(t, x) and so wn(t, x) ≤ w(t, x), arguing as in the proof of Lemma

3.5 with ϕ = (w − wn) as test function we can obtain an estimate as (3.1.7), that is

∀t > 0 ∫
Ω

|(w − wn)|2(t) ≤
∫

Ω

|(w0 − wn,0)|2(0) .

Let us choose a positive ε: thanks to the above estimate we can choose n large enough,

such that

‖w − wn‖L2(Ω) ≤
ε

2
.

We can deduce from the above inequality and (3.2.11):

‖w −Ψ(v(x))‖L2(Ω) ≤
ε

2
+ ‖Ψ(un)−Ψ(v(x))‖L2(Ω) ≤ ε ,

provided t is large enough. Hence, once again up to subsequences, Ψ(un) converges

almost everywhere to Ψ(v(x)) and thanks to continuity of ϕ, un converges a.e. to v(x)

too. So the a.e. limit of u(t, x) with respect to the time variable actually coincides with

v(x). Thus to conclude it is enough to prove that this convergence is in L1(Ω). In order

to do it let us recall (see Remark 3.6) that our solution is always dominated by the

solution ũ of the heat equation with the same data. We know (see Theorem 2.4) that

this solution converges in L1(Ω) to the entropy solution of{
−∆ṽ = f in Ω ,

ṽ = 0 on ∂Ω .
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Since

u(t, x) ≤ ũ(t, x)
L1(Ω)−→ ṽ(x)

we can conclude, thanks to Vitali’s lemma, that

u(t, x) −→ v(x) in L1(Ω) .

�





CHAPTER 4

Renormalized solutions of nonlinear parabolic equations with
general measure data

Let Ω ⊆ RN a bounded open set, N ≥ 2, and let p > 1; in this chapter we prove

existence of a renormalized solution for parabolic problems whose model is

(4.0.12)


ut −∆pu = µ in (0, T )× Ω,

u(0, x) = u0 in Ω,

u(t, x) = 0 on (0, T )× ∂Ω,

where T > 0 is any positive constant, µ ∈ M(Q) is a any measure with bounded

variation over Q = (0, T ) × Ω, and u0 ∈ L1(Ω), and −∆pu = −div(|∇u|p−2∇u) is the

usual p−Laplace operator.

We will deal with parabolic p-capacity associated to our problem as introduced in

Definition 1.36. As before, we denote with M(Q) the set of all Radon measures with

bounded variation on Q, while M0(Q) will denote the set of all measures with bounded

variation over Q which do not charge the sets of zero p-capacity, that is if µ ∈ M0(Q),

then µ(E) = 0, for all E ∈ Q such that capp(E) = 0.

As we said before, in [DPP] the authors give another notion of parabolic capacity

(see Definition 1.37), equivalent to the one of Definition 1.36 as far as sets of zero

capacity are concerned; this new notion is defined on compact set by minimizing the

same energy over all functions ϕ ∈ C∞
0 (Q) greater than the characteristic function of

the set. Therefore, thanks to this approach, we can also define this notion of parabolic

capacity of a set with respect to any open U ⊆ Q and this will turn out to be very useful

in what follows (see for instance Lemma 4.17 below).

We remind that, if µ ∈M(Q) is a general measure with bounded total variation on

Q, we can split it into a sum (uniquely determined) of its absolutely continuous part µ0

with respect to p-capacity and its singular part µs (that is µs is concentrated on a set

of zero p-capacity). Hence, if µ ∈M(Q), by Theorem 1.39, we have

(4.0.13) µ = f − div(G) + gt + µs,

in the sense of distributions, for some f ∈ L1(Q), G ∈ (Lp′(Q))N , g ∈ Lp(0, T ;W 1,p
0 (Ω)),

and µs ⊥ p-capacity ; recall that the decomposition of the absolutely continuous part of

µ in Theorem 1.39 is not uniquely determined.

79



80 4. RENORMALIZED SOLUTIONS, PARABOLIC PROBLEMS WITH MEASURES

Moreover, let

W1 = {u ∈ Lp(0, T ;W 1,p
0 (Ω)), ut ∈ Lp′(0, T ;W−1,p′(Ω))},

then, in our setting, any function of W1 will admits a capp-quasi continuous represen-

tative (that is, it coincides capp-quasi everywhere with a function that is continuous

everywhere but on a set of arbitrary small capacity, see Section 1.3).

4.1. General assumptions

Let a : (0, T )×Ω×RN → RN be a Carathéodory function (i.e. a(·, ·, ξ) is measurable

on Ω, ∀ξ ∈ RN , and a(t, x, ·) is continuous on RN for a.e. (t, x) ∈ Q) such that the

following holds:

(4.1.1) a(t, x, ξ) · ξ ≥ α|ξ|p,

(4.1.2) |a(t, x, ξ)| ≤ β[b(t, x) + |ξ|p−1],

(4.1.3) (a(t, x, ξ)− a(t, x, η)) · (ξ − η) > 0,

for almost every (t, x) ∈ Q, for all ξ, η ∈ RN with ξ 6= η, where p > 1 and α, β

are positive constants and b is a nonnegative function in Lp′(Q). As usual, for every

u ∈ Lp(0, T ;W 1,p
0 (Ω)), let us define the differential operator

A(u) = −div(a(t, x,∇u)),

that, thanks to its properties, turns out to be a coercive pseudomonotone operator acting

from the space Lp(0, T ;W 1,p
0 (Ω)) into its dual Lp′(0, T ;W−1,p′(Ω)). We shall deal with

the solutions of the initial boundary value problem

(4.1.4)


ut + A(u) = µ in (0, T )× Ω

u(0, x) = u0(x) in Ω,

u(0, x) = 0 on (0, T )× ∂Ω,

where µ is a measure with bounded variation over Q, and u0 ∈ L1(Ω).

As we know, if µ ∈ W ′(whereWisdefinedin(1.3.1)), and u0 ∈ L2(Ω), problem (4.1.4)

has a unique solution u ∈ W ∩ C([0, T ];L2(Ω)) in the variational sense, that is

−
∫

Ω

u0 ϕ(0) dx−
∫ T

0

〈ϕt, u〉 dt+
∫

Q

a(t, x,∇u) ·∇ϕ dxdt =

∫ T

0

〈f, ϕ〉W−1,p′ (Ω),W 1,p
0 (Ω) dt,

for all ϕ ∈ W such that ϕ(T ) = 0 (see [L], and [DPP]).

Also recall that, in [B6] (for more details see also [BGO]) the concept of entropy

solution of the elliptic boundary value problem associated to (4.1.4) was introduced for

a measure µ ∈ M0(Ω) while the entropy solution u of the problem (4.1.4) exists and is

unique as shown in [DPP] if µ ∈M0(Q) (see also [DP]). Moreover, the solution is such
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that |a(t, x,∇u)| ∈ Lq(Q) for all q < 1 +
1

(N + 1)(p− 1)
, even if its gradient may not

belong to any Lebesgue space.

Our purpose is to extend all these definitions to general measure data.

For the sake of simplicity we will make a further assumption on the range of p; as in

Chapter 2, we assume p > 2N+1
N+1

that is a standard assumption giving good compactness

results and we will assume it throughout the rest of this thesis. Let us observe that, in

this setting, the spaces W and W1 turn out to coincide.

4.2. Definition of renormalized solution and main result

Here we give the definition of renormalized solution following the idea of [BP] (se also

[DMOP] and [DPP]). To simplify the notation, let us define v = u−g in what follows,

where u is the solution and g is the time-derivative part of µ0, and µ̂0 = µ− gt − µs =

f − div(G); moreover we understood that∫
Q

w dµ̂0 =

∫
Q

fw dxdt+

∫
Q

G · ∇w dxdt,

for every w ∈ Lp(0, T ;W 1,p
0 (Ω)) ∩ L∞(Q).

Definition 4.1. Assume (4.1.1)–(4.1.3), let µ ∈ M(Q), and u0 ∈ L1(Ω). A mea-

surable function u is a renormalized solution of problem (4.1.4) if, there exists a de-

composition (f,G, g) of µ0 such that v ∈ Lq(0, T ;W 1,q
0 (Ω)) ∩ L∞(0, T ;L1(Ω)) for every

q < p− N
N+1

, Tk(v) ∈ Lp(0, T ;W 1,p
0 (Ω))∩L∞(0, T ;L1(Ω)) for every k > 0, and for every

S ∈ W 2,∞(R) (S(0) = 0) such that S ′ has compact support on R, we have

(4.2.1)

−
∫

Ω

S(u0)ϕ(0) dx−
∫ T

0

〈ϕt, S(v)〉 dt+

∫
Q

S ′(v)a(t, x,∇u) · ∇ϕ dxdt

+

∫
Q

S ′′(v)a(t, x,∇u) · ∇v ϕ dxdt =

∫
Q

S ′(v)ϕ dµ̂0,

for every ϕ ∈ Lp(0, T ;W 1,p
0 (Ω)) ∩ L∞(Q), ϕt ∈ Lp′(0, T ;W−1,p′(Ω)), with ϕ(T, x) = 0,

such that S ′(v)ϕ ∈ Lp(0, T ;W 1,p
0 (Ω)). Moreover, for every ψ ∈ C(Q) we have

(4.2.2) lim
n→+∞

1

n

∫
{n≤v<2n}

a(t, x,∇u) · ∇v ψ dxdt =

∫
Q

ψ dµ+
s ,

and

(4.2.3) lim
n→+∞

1

n

∫
{−2n<v≤−n}

a(t, x,∇u) · ∇v ψ dxdt =

∫
Q

ψ dµ−s ,

where µ+
s and µ−s are respectively the positive and the negative part of the singular part

µs of µ.
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Remark 4.2. First of all, notice that, thanks to our regularity assumptions and the

choice of S, all terms in (4.2.1), (4.2.2), and (4.2.3) are well defined; in what follows

we will often make a little abuse of notation referring to v as a renormalized solution

of problem (4.1.4). Observe that condition ϕ(T, x) = 0 is well defined in the sense of

L2(Ω) thanks to Theorem 1.3.

Also, observe that (4.2.1) implies that equation

(4.2.4)
(S(u− g))t − div(a(t, x,∇u)S ′(u− g)) + S ′′(u− g)a(t, x,∇u) · ∇(u− g)

= S ′(u− g)f +G · S ′′(u− g)∇(u− g)− div(GS ′(u− g))

is satisfied in the sense of distributions, and, since (S(u− g))t ∈ Lp′(0, T ;W−1,p′(Ω)) +

L1(Q), we can use in (4.2.4) not only functions in C∞
0 (Q) but also in Lp(0, T ;W 1,p

0 (Ω))∩
L∞(Q). Let us also observe that, since for such S we have S(v) = S(TM(v)) ∈
Lp(0, T ;W 1,p

0 (Ω)) (if supp(S ′) ⊂ [−M,M ]) and S(v)t ∈ Lp′(0, T ;W−1,p′(Ω)) + L1(Q)

then S(v) ∈ C([0, T ];L1(Ω)) (see Theorem 1.6) and one can say that the initial datum

is achieved in a weak sense, that is S(v)(0) = S(u0) in L1(Ω) for every S (see [DPP]

for more details).

Finally, we want to stress that Definition 4.1 actually extends all the notions of

solutions studied up to now and, in particular, if µ ∈ M0(Q) it turns out to coincide

with the notion of entropy solution as shown in [DP]; notice that, in this case, entropy

and renormalized solutions turn out to be unique.

Let us first show the following interesting property of renormalized solutions:

Proposition 4.3. Let v = u − g be a renormalized solution of problem (4.1.4).

Then, for every, k > 0, we have

(4.2.5)

∫
Q

|∇Tk(v)|p dxdt ≤ C̃(k + 1),

where C̃ is a positive constant not depending on k.

Proof. Obviously we can prove it without loss of generality for k large enough.

First of all observe that, thanks to (4.1.1), (4.2.2) and (4.2.3), using Young’s inequality

one can easily show that there exists a positive constant M such that

(4.2.6)
1

n

∫
{n≤|v|<2n}

|∇u|pdxdt ≤M.

On the other hand, using the definition of v, we have

(4.2.7)

∫
Q

|∇Tk(v)|p dxdt ≤ C

∫
{|v|<k}

|∇u|pdxdt+ C.
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Hence, we have to control the first term on the right hand side of (4.2.7); using (4.2.6),

we have∫
{|v|<k}

|∇u|pdxdt ≤
[log2 k]+1∑

n=0

∫
{2n≤|v|<2n+1}

|∇u|pdxdt+

∫
{0≤|v|<1}

|∇u|pdxdt

≤M

[log2 k]+1∑
n=0

2n + C = M(2[log2 k]+2 − 1) + C ≤ C(k + 1),

that, together with (4.2.7) yields (4.2.5).

�

The main result of this chapter is the following one:

Theorem 4.4. Assume (4.1.1)–(4.1.3), let µ ∈ M(Q) and u0 ∈ L1(Ω). Then there

exists a renormalized solution of problem (4.1.4).

4.3. capp-quasi continuous representative of a renormalized solution

Now we prove some essential property of renormalized solutions that will be useful

throughout the rest of the chapter; in particular we shall prove that a renormalized

solution (actually the regular translation of it) v is finite capp-quasi everywhere and it

admits a capp-quasi continuous representative (and we will always refer to it). To this

aim we introduce the following function:

(4.3.1) Hn(s) =



1 if |s| ≤ n,

2n− s

n
if n < s ≤ 2n,

2n+ s

n
if − 2n < s ≤ −n,

0 if |s| > 2n.

-

6

�
�

� Q
Q

Q
n−n 2n−2n

1

s

Hn(s)
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Let us also introduce another auxiliary function that we will often use in the follow-

ing; this function can be introduced in terms of Hn(s) defined in (4.3.1):

(4.3.2) Bn(s) = 1−Hn(s).

-

6

Q
Q

Q �
�

�

n−n 2n−2n

1

s

Bn(s)

Let us introduce some new notation: if F is a function of one real variable, then F

will denote its primitive function, that is F (s) =

∫ s

0

F (r) dr; where there will be no

possibility of misunderstanding, we will indicate simply with S the space Sp introduced

in Chapter 1, that is

(4.3.3) S = {u ∈ Lp(0, T ;W 1,p
0 (Ω));ut ∈ Lp′(0, T ;W−1,p′(Ω)) + L1(Q)},

endowed with its natural norm ‖u‖S = ‖u‖Lp(0,T ;W 1,p
0 (Ω))+‖ut‖Lp′ (0,T ;W−1,p′ (Ω))+L1(Q), and

its subspace W2 as

(4.3.4) W2 = {u ∈ Lp(0, T ;W 1,p
0 (Ω)) ∩ L∞(Q);ut ∈ Lp′(0, T ;W−1,p′(Ω)) + L1(Q)},

endowed with its natural norm ‖u‖W2 = ‖u‖Lp(0,T ;W 1,p
0 (Ω)) + ‖u‖L∞(Q)

+ ‖ut‖Lp′ (0,T ;W−1,p′ (Ω))+L1(Q); for any p > 1, following the outlines of [DPP] let us also

define W̃ ≡ W1 ∩ L∞(0, T ;L2(Ω)) and for all z ∈ W̃ , let us denote

[z]W = ‖z‖p

Lp(0,T ;W 1,p
0 (Ω))

+ ‖zt‖p′

Lp′ (0,T ;W−1,p′ (Ω))
+ ‖z‖2

L∞(0,T ;L2(Ω)) .

In the proof of Lemma 2.17 of [DPP] the authors show that

Lemma 4.5. Let u ∈ W2, then there exists z ∈ W̃ such that |u| ≤ z and

(4.3.5)

[z]W ≤ C
(
‖u‖p

Lp(0,T ;W 1,p
0 (Ω))

+ ‖u1
t‖

p′

Lp′ (0,T ;W−1,p′ (Ω))

+‖u‖L∞(Q)‖u2
t‖L1(Q) + ‖u‖2

L∞(0,T ;L2(Ω))

)
,

where u1
t ∈ Lp′(0, T ;W−1,p′(Ω)), u2

t ∈ L1(Q) is a decomposition of ut, that is ut = u1
t +u

2
t .

Remark 4.6. Observe that u1
t and u2

t can be chosen such that

‖u1
t‖Lp′ (0,T ;W−1,p′ (Ω)) + ‖u2

t‖L1(Q) ≤ 2‖ut‖Lp′ (0,T ;W−1,p′ (Ω))+L1(Q),
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and so (4.3.5) easily implies

(4.3.6)

[z]W ≤ C
(
‖u‖p

Lp(0,T ;W 1,p
0 (Ω))

+ ‖ut‖p′

Lp′ (0,T ;W−1,p′ (Ω))+L1(Q)

+‖u‖L∞(Q)‖ut‖Lp′ (0,T ;W−1,p′ (Ω))+L1(Q) + ‖u‖2
L∞(0,T ;L2(Ω))

)
,

that was a result of Lemma 2.17 in [DPP]. For the sake of simplicity let us define

[u]∗ = ‖u‖p

Lp(0,T ;W 1,p
0 (Ω))

+ ‖u1
t‖

p′

Lp′ (0,T ;W−1,p′ (Ω))

+‖u‖L∞(Q)‖u2
t‖L1(Q) + ‖u‖2

L∞(0,T ;L2(Ω)),

and
[u]∗∗ = ‖u‖p

Lp(0,T ;W 1,p
0 (Ω))

+ ‖ut‖p′

Lp′ (0,T ;W−1,p′ (Ω))+L1(Q)

+‖u‖L∞(Q)‖ut‖Lp′ (0,T ;W−1,p′ (Ω))+L1(Q) + ‖u‖2
L∞(0,T ;L2(Ω)).

Now our aim is to prove the following result:

Theorem 4.7. Let u ∈ W2; then u admits a unique capp-quasi continuous represen-

tative defined capp-quasi everywhere.

To prove Theorem 4.7 we need first a capacitary estimate, this is the goal of next

result:

Lemma 4.8. Let u ∈ W2 be a capp-quasi continuous function, then, for every k > 0,

(4.3.7) capp({|u| > k}) ≤ C

k
max

(
[u]

1
p
∗ , [u]

1
p′
∗

)
.

Proof. We divide the proof in two steps.

Step 1. Let u ∈ C∞
0 ([0, T ] × Ω), so the set {|u| > k} is open and we can estimate in

terms of the norm of W , by Lemma 4.5 there exists z ∈ W̃ such that |u| ≤ z and (4.3.5)

holds true, so, recalling that W̃ ⊆ W continuously,
z

k
is a good function to test capacity

of the set {|u| > k} and we can write

capp({|u| > k}) ≤ ‖z‖W

k
≤ C

k
‖z‖W̃ =

C

k

(
‖z‖Lp(0,T ;W 1,p

0 (Ω))

+‖z‖L∞(0,T ;L2(Ω)) + ‖zt‖Lp′ (0,T ;W−1,p′ (Ω))

)
≤ C

k

(
[u]

1
p
∗ + [u]

1
2
∗ + [u]

1
p′
∗

)

≤ C

k
max

(
[u]

1
p
∗ , [u]

1
p′
∗

)
.
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Step 2. Let u ∈ W2 and capp-quasi continuous, then, for every fixed ε > 0, there

exists an open set Aε such that capp(Aε) ≤ ε and u|Q\Aε
is continuous. Hence, the set

{|u|Q\Aε
| > k}∩ (Q\Aε) is open in Q\Aε, that is there exists an open set U ∈ RN+1 such

that

{|u|Q\Aε
| > k} ∩ (Q\Aε) = U ∩ (Q\Aε) .

Therefore, the set

{|u| > k} ∪ Aε = {|u|Q\Aε
| > k} ∩ (Q\Aε) ∪ Aε = (U ∪ Aε) ∩Q

turns out to be open; let z the function given in Lemma 4.5 and let w ∈ W such that

w ≥ χAε and

‖w‖W ≤ capp(Aε) + ε ≤ 2ε;

we have that w +
z

k
≥ 1 almost everywhere on {|u| > k} ∪ Aε, so

capp({|u| > k} ∪ Aε) ≤ ‖w‖W +
‖z‖W

k

≤ ‖z‖W

k
+ 2ε.

Finally, recalling the monotonicity of the capacity and thanks the arbitrary choice of ε

we can conclude as in Step 1. �

An interesting consequence of these results, whose proof can be checked arguing as

in [DMOP] and [HKM] for the elliptic case, is the following

Corollary 4.9. Let u ∈ W2 a and µ0 ∈ M0(Q). Then, (the capp quasi contin-

uous representative of) u is measurable with respect to µ0. Moreover (the capp-quasi

continuous representative of) u belongs to L∞(Q,µ0), hence to L1(Q, µ0).

Remark 4.10. Obviously we also have that

(4.3.8) capp({|u| > k}) ≤ C

k
max

(
[u]

1
p
∗∗, [u]

1
p′
∗∗

)
;

therefore, thanks to Young’s inequality and to the fact thatW2 is continuously embedded

in C([0, T ];L1(Ω)) (see [Po1]) we deduce that

(4.3.9) capp({|u| > k}) ≤ C

k
max

(
‖u‖p

W2
, ‖u‖p′

W2

)
.
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Proof of Theorem 4.7. Let us first observe that there are no difficulties in ap-

proximating, for instance via convolution, a function u ∈ W2 with smooth functions

um ∈ C∞
0 ([0, T ]× Ω) in the norm

‖um‖Lp(0,T ;W 1,p
0 (Ω)) + ‖um

t ‖Lp′ (0,T ;W−1,p′ (Ω))+L1(Q)

with ‖um‖L∞(Q) ≤ C (see [Dr] and [DPP]); so let um be a sequence like this, actually

we can construct um such that
∞∑

m=1

2m max

(
[um+1 − um]

1
p
∗∗, [u

m+1 − um]
1
p′
∗∗

)
is finite. Now, for every m and r, let us define

ωm = {|um+1 − um| > 1

2m
} and Ωr =

⋃
m≥r

ωm.

Now we can apply Lemma 4.8 and recalling (4.3.8) we obtain

capp(ω
m) ≤ C2m max

(
[um+1 − um]

1
p
∗∗, [u

m+1 − um]
1
p′
∗∗

)
,

and so, by subadditivity

capp(Ω
r) ≤ C

∑
m≥r

2m max

(
[um+1 − um]

1
p
∗∗, [u

m+1 − um]
1
p′
∗∗

)
,

that implies

(4.3.10) lim
r→∞

capp(Ω
r) = 0.

Moreover, for every y /∈ Ωr we have that

|um+1 − um|(y) ≤ 1

2m

for any m ≥ r, and so um converges uniformly on the complement of Ωr and pointwise

on the complement of
∞⋂

r=1

Ωr. But, for any l ∈ N, we have

capp

(
∞⋂

r=1

Ωr

)
≤ capp(Ω

l),

and so, by (4.3.10), we conclude that capp

(
∞⋂

r=1

Ωr

)
= 0; therefore the limit of um is

capp-quasi continuous and is defined capp-quasi everywhere.
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Let us call ũ this capp-quasi continuous representative of u, and let z be another

capp-quasi continuous representative of u; thanks to Lemma 4.8 (and in particular using

its consequence (4.3.9)), for any ε > 0, we have

capp({|ũ− z| > ε}) ≤ C

ε
max

(
‖ũ− z‖p

W2
, ‖ũ− z‖p′

W2

)
= 0

since ũ = z in W2 and this concludes the proof. �

Now we want to prove that, if v = u− g is a renormalized solution then, it is finite

capp-quasi everywhere and it admits a capp-quasi continuous representative.

Theorem 4.11. Let v = u − g a renormalized solution of problem (4.1.4). Then v

admits a capp-quasi continuous representative finite capp-quasi everywhere.

Proof. Let us indicate with Hn(s) the primitive function of Hn(s). Observe that

from (4.2.5) we readily have a similar estimate for Hn(v), that is

(4.3.11)

∫
Q

|∇Hn(v)|p dxdt ≤ C(n+ 1)

and so, choosing Hn(v) and ϕ in the renormalized formulation of v (4.2.1) we have

(4.3.12)

−
∫

Q

ϕt Hn(v) dxdt

+

∫
Q

Hn(v)a(t, x,∇u) · ∇ϕ dxdt

=

∫
Q

Hn(v)ϕ dµ̂0

+
1

n

∫
{n<v≤2n}

a(t, x,∇u) · ∇v ϕ dxdt

− 1

n

∫
{−2n<v≤−n}

a(t, x,∇u) · ∇v ϕ dxdt,

and so we deduce that, in the sense of distribution

d

dt

(
Hn(v)

)
∈ Lp′(0, T ;W−1,p′(Ω)) + L1(Q);

therefore, since Hn(v) ∈ Lp(0, T ;W 1,p
0 (Ω)) ∩ L∞(Q), thanks to Theorem 4.7, Hn(v)

turns out to admit a capp-quasi continuous representative finite capp-quasi everywhere

and so to conclude the prove is enough to prove that v is finite capp-quasi everywhere.



4.4. APPROXIMATING MEASURES; BASIC ESTIMATES AND COMPACTNESS 89

Actually, from (4.3.12) we have

d

dt

(
Hn(v)

)
= div(Hn(v)a(t, x,∇u)) +

1

n
a(t, x,∇u) · ∇vχ{n<v≤2n}

− 1

n
a(t, x,∇u) · ∇vχ{−2n<v≤−n} +Hn(v)µ̂0,

and so, from the estimate (4.3.11), we easily deduce that there exists a decomposition

of (Hn(v))t such that

‖(Hn(v))1
t‖

p′

Lp′ (0,T ;W−1,p′ (Ω))
≤ Cn,

and

‖(Hn(v))2
t‖L1(Q) ≤ C.

Now, thanks to Theorem 4.7, we have that Hn(v) admits a capp-quasi continuous

representative and moreover {|v| > n} ≡ {|Hn(v)| > n}. We can apply Lemma 4.8 to

obtain

(4.3.13) capp({|v| > n}) = capp({|Hn(v)| > n}) ≤ C

n
max

(
[Hn(v)]

1
p
∗ , [Hn(v)]

1
p′
∗

)
;

hence, using the obvious estimate

‖Hn(v)‖2
L∞(0,T ;L2(Ω)) ≤ ‖Hn(v)‖L∞(Q)‖Hn(v)‖L∞(0,T ;L1(Ω)),

the fact that v ∈ L∞(0, T ;L1(Ω)), and (4.3.11), we can conclude from (4.3.13) that

capp({|v| > n}) ≤ C

n
max(n

1
p , n

1
p′ ),

that allow us to conclude that v is finite capp-quasi everywhere and so the proof of

Theorem 4.11. �

4.4. Approximating measures; basic estimates and compactness

First of all, we want to discuss how the renormalized solution does not depend on

the decomposition of the regular part of the measure µ0; to to that we made use of the

following result proved in [DPP]:

Lemma 4.12. Let µ0 ∈ M0(Q), and let (f,−div(G1), g2) and (f̃ ,−div(G̃1), g̃2) be

two different decompositions of µ according to Theorem 1.39. Then we have (g2 −
g̃2)t = f̃ − f − div(G̃1) + div(G1) in distributional sense, g2 − g̃2 ∈ C([0, T ];L1(Ω)) and

(g2 − g̃2)(0) = 0.

Proof. Lemma 2.29 in [DPP], pag. 22. �
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If µ ∈M0(Q), the definition of renormalized solution does not depend on the decom-

position of the absolutely continuous part of µ as shown in Proposition 3.10 in [DPP].

Next result try to stress the fact that even for general measure data this fact should be

true; actually for technical reason we prove that the the definition of renormalized solu-

tion is stable under bounded perturbations of the decomposition of µ0 (see also Remark

4.14).

Proposition 4.13. Let u be a renormalized solution of (4.1.4). Then u satisfies Def-

inition 4.1 for every decomposition (f̃ ,−div(G̃), g̃) such that g− g̃ ∈ Lp(0, T ;W 1,p
0 (Ω))∩

L∞(Q).

Sketch of the Proof. Assume that u satisfies Definition 4.1 for (f,−div(G), g)

and let (f̃ ,−div(G̃), g̃) be a different decomposition of µ0 such that g − g̃ is bounded.

Thanks to Lemma 4.12 we readily have that ṽ = u − g̃ ∈ L∞(0, T ;L1(Ω)); to prove

that Tk(u − g̃) ∈ Lp(0, T ;W 1,p
0 (Ω)) for every k > 0 we can reason as in the proof of

Proposition 3.10 in [DPP] with S(v) = Hn(v) and using the fact that thanks to (4.2.2)

and (4.2.3) we have

lim
n→∞

1

n

∫
{n≤|u−g|<2n}

|∇u|p dx ≤ C.

To prove that the reconstruction properties (4.2.2) and (4.2.3) are satisfied for ṽ we

have to be more careful.

To prove (4.2.2) we choose βh(hn(v)+g−g̃)ψ (where βh(s) = Bh(s
+) and ψ ∈ C1(Q))

and S ′(s) = hn(s) = Hn(s+) in (4.2.4), calling γn = hn(v) + g − g̃ and using Lemma

4.12, to obtain ∫ T

0

〈(γn)t, βh(γn)ψ〉 dt (A)

+

∫
Q

hn(v)a(t, x,∇u) · ∇βh(γn) ψ dxdt (B)

− 1

n

∫
{n≤v<2n}

a(t, x,∇u) · ∇v βh(γn) ψ dxdt (C)

+

∫
Q

hn(v)a(t, x,∇u) · ∇ψ βh(γn) dxdt (D)

=

∫
Q

[(hn(v)− 1)f + f̃ ]βh(γn)ψ dxdt (E)

+

∫
Q

[(hn(v)− 1)G+ G̃] · ∇(βh(γn)ψ) dxdt (F)

+

∫
Q

G · ∇hn(v) βh(γn) ψ dxdt . (G)
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Now, integrating by parts in (A) we have

(A) = −
∫

Q

βh(γn)ψt dxdt+

∫
Ω

βh(γn)(T )ψ(T ) dx−
∫

Ω

βh(hn(u0))ψ(0) dx = ω(n, h) ;

while, thanks to the properties of βh and to the fact hn(v) strongly converges to 1 in

Lp((0, T );W 1,p(Ω)) (this fact essentially relies on the estimate (4.2.5)) we have that

(E), (F) = ω(n, h) .

On the other hand, using the Hölder inequality and the fact that 0 ≤ βh(γn) ≤ 1, we

have

|(G)| ≤ C

(∫
Q

|G|p′ dxdt
) 1

p′
(∫

Q

|∇hn(v)|p dxdt
) 1

p

= ω(n) ,

again using the fact that hn(v) strongly converges to 1 in Lp((0, T );W 1,p(Ω)).

Moreover, since g − g̃ is bounded, we can truncate v on the set {|γn| ≤ 2h}, that

is u = TM(v) + g on {|v| ≤ M} ⊆ {|γn| ≤ 2h}, for suitable M > 0 not dependent

on n. Hence, since T2h(γn) is weakly compact in Lp(0, T ;W 1,p
0 (Ω)) (actually arguing

as in [DPP], that is taking T2h(γn) as test function in (4.2.4), one can show that it is

bounded, uniformly with respect to n, in Lp(0, T ;W 1,p
0 (Ω))), we have

(B) =
1

h

∫
{h≤γn<2h}

hn(v)a(t, x,∇u)∇γn ψ dxdt

=
1

h

∫
{h≤ṽ<2h}

a(t, x,∇u)∇ṽ ψ dxdt+ ω(n),
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and, on the other hand, since hn(v) strongly converges to 1 in Lp((0, T );W 1,p(Ω)), we

have

−(C) =
1

n

∫
{n≤v<2n}∩{|γn|≥2h}

a(t, x,∇u) · ∇v ψ dxdt

+
1

n

∫
{n≤v<2n}∩{|γn|<2h}

a(t, x,∇u) · ∇v βh(γn) ψ dxdt

=
1

n

∫
{n≤v<2n}∩{|γn|≥2h}

a(t, x,∇u) · ∇v ψ dxdt+ ω(n)

=
1

n

∫
{n≤v<2n}

a(t, x,∇u) · ∇v ψ dxdt

− 1

n

∫
{n≤v<2n}∩{|γn|<2h}

a(t, x,∇u) · ∇v ψ dxdt+ ω(n)

=

∫
Q

ψ dµ+
s + ω(n);

Collecting together all these facts we derive that

lim
h→∞

1

h

∫
{h≤ṽ<2h}

a(t, x,∇u)∇ṽ ψ dxdt =

∫
Q

ψ dµ+
s .

Then we conclude by density for every ψ ∈ C(Q); the proof of (4.2.3) can be treated

analogously.

Finally the fact that ṽ satisfies equation (4.2.4) can be proved as in the proof of

Proposition 3.10 in [DPP]. �

Remark 4.14. Let us stress the fact that in Proposition 4.13 we deal with small

perturbations of the time derivative part of µ0 because of technical reasons; actually

the proof of Proposition 3.10 of [DPP] is given by suitable estimates and with the use

of Fatou’s lemma. Unfortunately, as far as the reconstruction properties (4.2.2) and

(4.2.3) are concerned, we have to make use of a more subtle analysis on each term. The

requirement on g − g̃ arise from this fact.

However, in the linear case, we can drop this stronger assumption proving the result

in its general form. Indeed as we will see later (see the proof of Theorem 4.24), in this

case a renormalized solution turns out to be a duality solution and so, using the duality

formulation for u and Lemma 4.12, we can easily conclude.



4.4. APPROXIMATING MEASURES; BASIC ESTIMATES AND COMPACTNESS 93

Now, let us come back to the existence of a renormalized solution for problem (4.1);

as we said before, if µ ∈M(Q) we can split it this way:

(4.4.1) µ = f − div(G) + gt + µs,

for some f ∈ L1(Q), G ∈ (Lp′(Q))N , g ∈ Lp′(0, T ;W−1,p′(Ω)), and µs ⊥ p-capacity,

that is, µs is concentrated on a set E ⊂ Q with capp(E) = 0. There are many ways to

approximate this measure looking for existence of solution of problem (4.1.4); we make

the following choice, let

(4.4.2) µε = f ε − div(Gε) + gε
t + λε

⊕ − λε
	,

where f ε ∈ C∞
0 (Q) is a sequence of functions that converges to f in L1(Q), Gε ∈ C∞

0 (Q)

is a sequence of functions that converges to G in (Lp′(Q))N , gε ∈ C∞
0 (Q) is a sequence of

functions that converges to g in Lp(0, T ;W 1,p
0 (Ω)), and λε

⊕ ∈ C∞
0 (Q) (respectively λε

	) is

a sequence of nonnegative functions that converges to µ+
s (respectively µ−s ) in the narrow

topology of measures. Moreover let uε
0 ∈ C∞

0 (Ω) that approaches u0 in L1(Ω). Notice

that this approximation can be easily obtained via a standard convolution argument,

and we can also assume

‖µε‖L1(Q) ≤ C|µ|, ‖uε
0‖L1(Ω) ≤ C‖u0‖L1(Ω) .

Let us call uε the solution of problem

(4.4.3)


uε

t + A(uε) = µε in (0, T )× Ω

uε(0, x) = uε
0 in Ω,

uε(0, x) = 0 on (0, T )× ∂Ω,

that exists and is unique, and let vε = uε − gε. Approximation (4.4.2) yields standard

compactness results (see [BDGO],[DO], and [DPP]) that we collect in the following

Proposition 4.15. Let uε and vε as defined before. Then

(4.4.4) ‖uε‖L∞(0,T ;L1(Ω)) ≤ C,

(4.4.5)

∫
Q

|∇Tk(u
ε)|p dxdt ≤ Ck,

(4.4.6) ‖vε‖L∞(0,T ;L1(Ω)) ≤ C,

(4.4.7)

∫
Q

|∇Tk(v
ε)|p dxdt ≤ C(k + 1).

Moreover, there exists a measurable function u such that Tk(u) and Tk(v) belong to

Lp(0, T ;W 1,p
0 (Ω)), u and v belong to L∞(0, T ;L1(Ω)), and, up to a subsequence, for any
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k > 0, and for every q < p− N
N+1

, we have

uε −→ u a.e. on Q weakly in Lq(0, T ;W 1,q
0 (Ω)) and strongly in L1(Q),

vε −→ v a.e. on Q weakly in Lq(0, T ;W 1,q
0 (Ω)) and strongly in L1(Q),

Tk(u
ε) ⇀ Tk(u) weakly in Lp(0, T ;W 1,p

0 (Ω)) and a.e. on Q,

Tk(u
ε) ⇀ Tk(u) weakly in Lp(0, T ;W 1,p

0 (Ω)) and a.e. on Q,

∇uε −→ ∇u a.e. on Q,

∇vε −→ ∇v a.e. on Q.

Sketch of the proof. Here we give just an idea on how (4.4.4)–(4.4.7) can be

obtained following the outlines of [DPP]. First of all, we choose Tk(u
ε) as test function

in (4.4.3) and we integrate in ]0, t[ to get:

∫
Ω

Θk(u
ε)(t) dx+

∫ t

0

∫
Ω

a(s, x,∇uε)·∇Tk(u
ε) dxds =

∫ t

0

∫
Ω

µε Tk(u
ε) dxds+

∫
Ω

Θk(u
ε
0) dx ,

which yields, from (4.1.1) and the fact that ‖uε
0‖L1(Ω) and ‖µε‖L1(Q) are bounded:

∫
Ω

Θk(u
ε)(t) dx+

∫ t

0

∫
Ω

|∇Tk(u
ε)|p dxds ≤ Ck .

Since Θk(s) ≥ 0 and |Θ1(s)| ≥ |s| − 1, we get

(4.4.8)

∫
Ω

|uε(t)| dx+

∫ t

0

∫
Ω

|∇(Tk(u
ε))|p dxdt ≤ C(k + 1) ∀k > 0 , ∀t ∈ [0, T ] .

Taking the supremum on (0, T ) we obtain the estimate of uε in L∞(0, T ;L1(Ω)). Sim-

ilarly we can get the estimates on vε = uε − gε: let us choose Tk(v
ε) as test function

in (4.4.3). Integrating by parts (recall that gε has compact support in Q, so that
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vε(0) = uε(0) = uε
0) and using (4.1.1) this gives:∫

Ω

Θk(v
ε)(t) dx+ α

∫ t

0

∫
Ω

|∇uε|p χ{|vε|≤k}dxds

≤
∫

Ω

Θk(u
ε
0) dx+

∫
Q

f εTk(v
ε) dxdt+

∫ t

0

∫
Ω

Gε · ∇uε χ{|vε|≤k}dxds

−
∫ t

0

∫
Ω

Gε · ∇gε χ{|vε|≤k}dxds+

∫ t

0

∫
Ω

a(s, x,∇uε) · ∇gε χ{|vε|≤k}dxds

+

∫
Q

Tk(v
ε) dλε

⊕ −
∫

Q

Tk(v
ε) dλε

	.

Using assumption (4.1.2) and by means of Young’s inequality we obtain:∫
Ω

Θk(v
ε)(t) dx+

α

2

∫ t

0

∫
Ω

|∇uε|p χ{|vε|≤k}dxdt ≤ k

∫
Q

|f ε| dxdt

+C

∫
Q

|Gε|p′ dxdt+ C

∫
Q

|∇gε|p dxdt+ C

∫
Q

|b(t, x)|p′dxdt+ k

∫
Ω

|uε
0| dx .

+k

∫
Q

dλε
⊕ + k

∫
Q

dλε
	 .

Since Gε is bounded in Lp′(Q), gε is bounded in Lp(0, T ;W 1,p
0 (Ω)), f ε, λε

⊕ and λε
	 are

bounded in L1(Q) and uε
0 is bounded in L1(Ω), we obtain∫

Ω

Θ1(v
ε)(t) dx ≤ C ∀t ∈ (0, T ) ,

which implies the estimate of vε in L∞(0, T ;L1(Ω)), and also∫
Q

|∇uε|p χ{|vε|≤k}dxdt ≤ C (k + 1) ,

which yields that Tk(v
ε) is bounded in Lp(0, T ;W 1,p

0 (Ω)) for any k > 0 (recall that gε

itself is bounded in Lp(0, T ;W 1,p
0 (Ω))). �

Remark 4.16. Let us observe that from Proposition 4.15, thanks to assumption

(4.1.2) on a and Vitali’s theorem, we easily deduce that a(t, x,∇uε) is strongly compact

in L1(Q).
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4.5. Strong convergence of truncates

In this section we shall prove the strong convergence of truncates of renormalized

solutions of problem (4.1.4); to do that we will crossover the approach used in [DMOP]

for the elliptic case with the one in [BP].

With the symbol Tk(v)ν we indicate the Landes time-regularization of the truncate

function Tk(v); this notion, introduced in [La], was fruitfully used in several papers

afterwards (see in particular [DO], [BDGO], and [BP]). Let zν be a sequence of

functions such that

zν ∈ W 1,p
0 (Ω) ∩ L∞(Ω) , ‖zν‖L∞(Ω) ≤ k ,

zν −→ Tk(u0) a.e. in Ω as ν tends to infinity,

1

ν
‖zν‖p

W 1,p
0 (Ω)

−→ 0 as ν tends to infinity.

Then, for fixed k > 0, and ν > 0, we denote by Tk(v)ν the unique solution of the problem
d Tk(v)ν

dt
= ν(Tk(v)− Tk(v)ν) in the sense of distributions,

Tk(v)ν(0) = zν in Ω.

Therefore, Tk(v)ν ∈ Lp(0, T ;W 1,p
0 (Ω)) ∩ L∞(Q) and

dTk(v)

dt
∈ Lp(0, T ;W 1,p

0 (Ω)), and it

can be proved (see also [La]) that, up to subsequences, as ν diverges

Tk(v)ν −→ Tk(v) strongly in Lp(0, T ;W 1,p
0 (Ω)) and a.e. in Q,

‖Tk(v)ν‖L∞(Q) ≤ k ∀ν > 0.

First of all, let us state a preliminary result about the capacity of compact sets, and

then our basic result about approximate capacitary potential.

Lemma 4.17. Let K be a compact subset of Q = (0, T )×Ω such that capp(K,Q) = 0,

then for every open set U such that K ⊆ U ⊆ Q, we have

capp(K,U) = 0.

Proof. Let ψδ ∈ C∞
0 (Q) be a sequence approximating the capacity of K in Q (as

in Definition 1.37), and ϕ a cut-off function for K in U , that is a function in C∞
0 (U)

such that ϕ ≡ 1 on K and extended to zero on Q\U ; therefore we have

CAP(K,U) ≤ ‖ψδϕ‖W = ‖ψδϕ‖Lp(0,T ;W 1,p
0 (Ω)) + ‖(ψδϕ)t‖Lp′ (0,T ;W−1,p′ (Ω));



4.5. STRONG CONVERGENCE OF TRUNCATES 97

easily we have that

‖ψδϕ‖Lp(0,T ;W 1,p
0 (Ω)) ≤ C‖ψδ‖W .

On the other hand, if (ψδ)t = −div(Fδ) in the sense of Lp′(0, T ;W−1,p′(Ω)), we have,

reasoning by a density argument, that, for every v ∈ Lp(0, T ;W 1,p
0 (Ω))

〈(ψδϕ)t, v〉Lp′ (0,T ;W−1,p′ (Ω)),Lp(0,T ;W 1,p
0 (Ω))

=

∫
Q

Fδ · ∇(vϕ) dxdt+

∫
Q

ψδϕtv dxdt,

and so, using Theorem 1.3 (recall that p > 2N+1
N+1

), Hölder’s inequality and Sobolev

embeddings, one can check that

‖(ψδϕ)t‖Lp′ (0,T ;W−1,p′ (Ω)) ≤ C‖ψδ‖W ,

that implies the result thanks to the choice of ψδ and Proposition 1.38. �

Lemma 4.18. Let µs = µ+
s −µ−s ∈M(Q) where µ+

s and µ−s are concentrated, respec-

tively, on two disjoint sets E+ and E− of zero p-capacity. Then, for every δ > 0, there

exist two compact sets K+
δ ⊆ E+ and K−

δ ⊆ E− such that

(4.5.1) µ+
s (E+\K+

δ ) ≤ δ, µ−s (E−\K−
δ ) ≤ δ,

and there exist ψ+
δ , ψ

−
δ ∈ C1

0(Q), such that

(4.5.2) ψ+
δ , ψ

−
δ ≡ 1 respectively on K+

δ , K
−
δ ,

(4.5.3) 0 ≤ ψ+
δ , ψ

−
δ ≤ 1,

(4.5.4) supp(ψ+
δ ) ∩ supp(ψ−δ ) ≡ ∅.

Moreover

(4.5.5) ‖ψ+
δ ‖S ≤ δ, ‖ψ−δ ‖S ≤ δ,

and, in particular, there exists a decomposition of (ψ+
δ )t and a decomposition of (ψ−δ )t

such that

(4.5.6) ‖(ψ+
δ )1

t‖Lp′ (0,T ;W−1,p′ (Ω)) ≤
δ

3
, ‖(ψ+

δ )2
t‖L1(Q) ≤

δ

3
,

(4.5.7) ‖(ψ−δ )1
t‖Lp′ (0,T ;W−1,p′ (Ω)) ≤

δ

3
, ‖(ψ−δ )2

t‖L1(Q) ≤
δ

3
,

and both ψ+
δ and ψ−δ converge to zero ∗-weakly in L∞(Q), in L1(Q), and, up to subse-

quences, almost everywhere as δ vanishes.
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Moreover, if λε
⊕ and λε

	 are as in (4.4.2) we have

(4.5.8)

∫
Q

ψ−δ dλε
⊕ = ω(ε, δ),

∫
Q

ψ−δ dµ+
s ≤ δ,

(4.5.9)

∫
Q

ψ+
δ dλε

	 = ω(ε, δ),

∫
Q

ψ+
δ dµ−s ≤ δ,

(4.5.10)

∫
Q

(1− ψ+
δ ψ

+
η ) dλε

⊕ = ω(ε, δ, η),

∫
Q

(1− ψ+
δ ψ

+
η ) dµ+

s ≤ δ + η,

(4.5.11)

∫
Q

(1− ψ−δ ψ
−
η ) dλε

	 = ω(ε, δ, η),

∫
Q

(1− ψ−δ ψ
−
η ) dµ−s ≤ δ + η.

Proof. Let us fix δ > 0, so thanks to the regularity of the measure µs, there exist

two disjoint compact sets K+
δ ⊆ E+ and K−

δ ⊆ E−, such that (4.5.1) are satisfied and

there exist two open sets U+
δ and U−

δ , disjoint, containing respectively K+
δ and K−

δ .

Now, thanks to Lemma 4.17, since capp(K
+
δ , Q) = 0 (resp. capp(K

−
δ , Q) = 0), we have

that capp(K
+
δ , U

+
δ ) = 0 (resp. capp(K

−
δ , U

−
δ ) = 0). Hence, by definition of parabolic

p-capacity there exists two functions ϕ+
δ ∈ C∞

0 (U+
δ ) (resp. ϕ−δ ∈ C∞

0 (U−
δ )) such that,

for any δ′ > 0, we have

(4.5.12) ‖ϕ+
δ ‖W ≤ δ′, (resp. ‖ϕ−δ ‖W ≤ δ′)

and

ϕ+
δ ≥ χK+

δ
(resp. ϕ−δ ≥ χK−

δ
),

where we have extended these functions to zero, respectively, in Q\U+
δ and Q\U−

δ ; we

will choose the value of δ′ in a suitable way later.

Now, let us define

(4.5.13) ψ+
δ = H(ϕ+

δ ), ψ−δ = H(ϕ−δ ),

where H(s) is the primitive of the continuous function

(4.5.14) H(s) =



4

3
if |s| ≤ 1

2
,

affine if 1
2
< |s| ≤ 1,

0 if |s| > 1.
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Readily we can observe that (4.5.2), (4.5.3) and (4.5.4) are satisfied. Moreover we have

‖ψ+
δ ‖S = ‖ψ+

δ ‖Lp(0,T ;W 1,p
0 (Ω)) + ‖(ψ+

δ )‖Lp′ (0,T ;W−1,p′ (Ω))+L1(Q)

≤ ‖ψ+
δ ‖Lp(0,T ;W 1,p

0 (Ω)) + ‖(ψ+
δ )1‖Lp′ (0,T ;W−1,p′ (Ω)) + ‖(ψ+

δ )2‖L1(Q),

for every decomposition of (ψ+
δ )t. From now on we deal only with ψ+

δ since the same

argument holds for ψ−δ . Let us observe that, in the sense of distribution, we have

(ψ+
δ )t = H(ϕ+

δ )(ϕ+
δ )t, and so, if (ϕ+

δ )t = −div(F+
δ ) in Lp′(0, T ;W−1,p′(Ω)), we have

that, for any v ∈ Lp(0, T ;W 1,p
0 (Ω))

〈(ψ+
δ )t, v〉Lp′ (0,T ;W−1,p′ (Ω)),Lp(0,T ;W 1,p

0 (Ω))

=

∫
Q

H(ϕ+
δ ) F+

δ · ∇v dxdt− 8

3

∫
{ 1

2
≤ϕ+

δ ≤1}
F+

δ · ∇ϕ+
δ v dxdt,

Therefore from (4.5.12) we have

‖ψ+
δ ‖Lp(0,T ;W 1,p

0 (Ω)) ≤ Cδ′,

‖(ψ+
δ )1

t‖Lp′ (0,T ;W−1,p′ (Ω)) ≤ Cδ′

and, using the Young’s inequality,

‖(ψ+
δ )2

t‖L1(Q) ≤ C(δ′p + δ′p
′
).

So, we can actually choose δ′ small enough such that (4.5.5), (4.5.6) and (4.5.7) are

satisfied; moreover, thanks to Theorem 1.5 we also have that these functions tends to

zero in L1(Q) as δ goes to zero and so, up to subsequences, almost everywhere; due to

this fact the convergence to zero ∗-weakly in L∞(Q) as δ vanishes is obvious.

Now, if λε
⊕ is as in the statement we have, for every δ > 0,

0 ≤
∫

Q

ψ−δ dλε
⊕ =

∫
Q

ψ−δ dµ+
s + ω(ε),

while recalling (4.5.1) we have

0 ≤
∫

Q

ψ−δ dµ+
s =

∫
U−

δ

ψ−δ dµ+
s ≤ µ+

s (U−
δ ) ≤ µ+

s (Q\U+
δ )

≤ µ+
s (Q\K+

δ ) = µ+
s (E+\K+

δ ) ≤ δ.

Therefore (4.5.8) is proved, and (4.5.9) can be obtained analogously. Now, let δ and η

two nonnegative fixed values: we have

0 ≤
∫

Q

(1− ψ+
δ ψ

+
η ) dλε

⊕ =

∫
Q

(1− ψ+
δ ψ

+
η ) dµ+

s + ω(ε);
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on the other hand, since 1−ψ+
δ ψ

+
η is in C(Q), and is identically zero on K+

δ ∩K+
η , using

again (4.5.1) we can obtain

0 ≤
∫

Q

(1− ψ+
δ ψ

+
η ) dµ+

s =

∫
Q\(K+

δ ∩K+
η )

(1− ψ+
δ ψ

+
η ) dµ+

s

≤ µ+
s (Q\(K+

δ ∩K+
η )) ≤ µ+

s (Q\K+
δ ) + µ+

s (Q\K+
η ) ≤ δ + η.

This proves (4.5.10) while the proof of (4.5.11) is analogous. �

Remark 4.19. This result is actually enough to our aim; however, one would like

to have a stronger and reasonable result that, up to now, is still an open problem. Can

one choose ψ+
δ and ψ−δ as uniformly bounded functions in C∞

0 (Q) vanishing in the W1

norm? This fact, for instance, should allow us to prove the reverse implication of the

decomposition Theorem 1.39; that is, if µ ∈M(Q) admits a decomposition as in (1.3.2),

then µ ∈M0(Q).

In what follows we will ever refer to subsequences of ψ+
δ and ψ−δ that satisfy all the

convergence results stated in Lemma 4.18.

The essential key in the proof of Theorem 4.4 is the following

Theorem 4.20. Let vε and v as before. Then, for every k > 0

Tk(v
ε) −→ Tk(v) strongly in Lp(0, T ;W 1,p

0 (Ω)).

Proof. Our aim is to prove the following asymptotic estimate:

(4.5.15) lim sup
ε→0

∫
Q

a(t, x,∇uε) · ∇Tk(v
ε) dxdt ≤

∫
Q

a(t, x,∇u) · ∇Tk(v) dxdt.

The result will readily follow from (4.5.15) by a quite standard argument. We shall

prove it in several steps.

Step 0. Near E and far from E.

For every δ, η > 0, let ψ+
δ , ψ+

η , ψ−δ , and ψ−η as in Lemma 4.18 and let E+ and E− be the

sets where, respectively, the positive variation and the negative variation of the singular

part of µ are concentrated; setting Φδ,η = ψ+
δ ψ

+
η + ψ−δ ψ

−
η , we can write

(4.5.16)

∫
Q

a(t, x,∇uε) · ∇(Tk(v
ε)− Tk(v)ν)Hn(vε) dxdt

=

∫
Q

a(t, x,∇uε) · ∇(Tk(v
ε)− Tk(v)ν)Hn(vε)Φδ,η dxdt

+

∫
Q

a(t, x,∇uε) · ∇(Tk(v
ε)− Tk(v)ν)Hn(vε)(1− Φδ,η) dxdt .
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Now, if n > k, since a(t, x,∇T2n(uε)) · ∇Tk(v)ν is weakly compact in L1(Q) as ε goes

to zero, Hn(vε) converges to Hn(v) ∗-weakly in L∞(Q), and almost everywhere on Q,

thanks to Egorov theorem, we have

lim sup
ε→0

∫
Q

a(t, x,∇uε) · ∇(Tk(v
ε)− Tk(v)ν)Hn(vε)Φδ,η dxdt

= lim sup
ε→0

[∫
Q

a(t, x,∇uε)∇Tk(v
ε)Φδ,η dxdt

]
−
∫

Q

a(t, x,∇u) · ∇Tk(v)νHn(v)Φδ,η dxdt.

So we have

lim sup
ε,ν

∫
Q

a(t, x,∇uε) · ∇(Tk(v
ε)− Tk(v)ν)Hn(vε)Φδ,η dxdt

= lim sup
ε→0

[∫
Q

a(t, x,∇uε)∇Tk(v
ε)Φδ,η dxdt

]
−
∫

Q

a(t, x,∇u) · ∇Tk(v)Hn(v)Φδ,η dxdt.

Since 0 ≤ Hn(v) ≤ 1 and Φδ,η tends to zero ∗-weakly in L∞(Q) as δ goes to zero,

∫
Q

a(t, x,∇u) · ∇Tk(v)Hn(v)Φδ,η dxdt = ω(δ).

Therefore, if we prove that

(4.5.17) lim sup
ε,δ,η

∫
Q

a(t, x,∇uε)∇Tk(v
ε)Φδ,η dxdt ≤ 0,

then we can conclude

(4.5.18) lim sup
ε,ν,δ,n,η

∫
Q

a(t, x,∇uε) · ∇(Tk(v
ε)− Tk(v)ν)Hn(vε)Φδ,η dxdt ≤ 0.

Step 1. Near to E.

Let us check (4.5.17). If µε = µ̂ε
0 + λε

⊕ − λε
	, then, choosing (k− Tk(v

ε))Hn(vε)ψ+
δ ψ

+
η as

test function in the weak formulation of uε, defining Γn,k(s) =

∫ s

0

(k − Tk(r))Hn(r) dr,
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and integrating by parts, we obtain

−
∫

Q

Γn,k(v
ε)

d

dt
(ψ+

δ ψ
+
η ) dxdt

+

∫
Q

(k − Tk(v
ε))Hn(vε)a(t, x,∇uε) · ∇(ψ+

δ ψ
+
η ) dxdt

+

∫
Q

a(t, x,∇uε) · ∇Hn(vε) (k − Tk(v
ε))ψ+

δ ψ
+
η dxdt

−
∫

Q

a(t, x,∇uε) · ∇Tk(v
ε) Hn(vε)ψ+

δ ψ
+
η dxdt

=

∫
Q

(k − Tk(v
ε))Hn(vε)ψ+

δ ψ
+
η dµ̂ε

0

+

∫
Q

(k − Tk(v
ε))Hn(vε)ψ+

δ ψ
+
η dλε

⊕

−
∫

Q

(k − Tk(v
ε))Hn(vε)ψ+

δ ψ
+
η dλε

	;

so, for n > k, we have

∫
Q

a(t, x,∇(Tk(v
ε) + gε)) · ∇(Tk(v

ε) + gε)ψ+
δ ψ

+
η dxdt (A)

+

∫
Q

(k − Tk(v
ε))Hn(vε)ψ+

δ ψ
+
η dλε

⊕ (B)

= −
∫

Q

Γn,k(v
ε)

d

dt
(ψ+

δ ψ
+
η ) dxdt (C)

+
2k

n

∫
{−2n<vε≤−n}

a(t, x,∇uε) · ∇vε ψ+
δ ψ

+
η dxdt (D)
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+

∫
Q

(k − Tk(v
ε))Hn(vε)a(t, x,∇uε) · ∇(ψ+

δ ψ
+
η ) dxdt (E)

−
∫

Q

(k − Tk(v
ε))Hn(vε)ψ+

δ ψ
+
η dµ̂ε

0 (F)

+

∫
Q

(k − Tk(v
ε))Hn(vε)ψ+

δ ψ
+
η dλε

	 (G)

+

∫
Q

a(t, x,∇(Tk(v
ε) + gε)) · ∇gε ψ+

δ ψ
+
η dxdt; (H)

here, we have used the fact that

(4.5.19)

∫
Q

a(t, x,∇uε) · ∇Tk(v
ε) ψ+

δ ψ
+
η dxdt

=

∫
Q

a(t, x,∇(Tk(v
ε) + gε)) · ∇Tk(v

ε)ψ+
δ ψ

+
η dxdt

=

∫
Q

a(t, x,∇(Tk(v
ε) + gε)) · ∇(Tk(v

ε) + gε)ψ+
δ ψ

+
η dxdt

−
∫

Q

a(t, x,∇(Tk(v
ε) + gε)) · ∇gε ψ+

δ ψ
+
η dxdt.

Let us analyze term by term using in particular Proposition 4.15 and Lemma 4.18;

due to the fact that Γn,k(v
ε) converges to Γn,k(v) weakly in Lp(0, T ;W 1,p

0 (Ω)), we obtain,

observing that Γn,k(v) ∈ Lp(0, T ;W 1,p
0 (Ω)) ∩ L∞(Q)

−(C) =

∫
Q

Γn,k(v)
dψ+

δ

dt
ψ+

η dxdt

+

∫
Q

Γn,k(v)
dψ+

η

dt
ψ+

δ dxdt+ ω(ε) = ω(ε, δ);

now, since (k − Tk(v
ε))Hn(vε) converges to (k − Tk(v))Hn(v) ∗-weakly in L∞(Q), we

have

(E) =

∫
Q

(k − Tk(v))Hn(v)a(t, x,∇T2n(v) + g) · ∇(ψ+
δ ψ

+
η ) dxdt+ ω(ε) = ω(ε, δ);

moreover, since Hn(vε)ψ+
δ ψ

+
η weakly converges to Hn(v)ψ+

δ ψ
+
η in Lp(0, T ;W 1,p

0 (Ω)) and

using again Lemma 4.18, we easily have

−(F) =

∫
Q

(k − Tk(v))Hn(v)ψ+
δ ψ

+
η dµ̂0 + ω(ε) = ω(ε, δ);
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while, using (4.5.9) we have

0 ≤ (G) ≤ 2k

∫
Q

ψ+
δ ψ

+
η dλε

	 = 2k

∫
Q

ψ+
δ ψ

+
η dµ−s + ω(ε) = ω(ε, δ),

and we readily have that (H) = ω(ε, δ).

It remains to control term (D); we want to stress the fact that the use of the dou-

ble cut-off function ψ+
δ ψ

+
η was introduced essentially to control this term. Suppose

we proved that (D) = ω(ε, δ, n, η) and let us conclude the proof of (4.5.17); actually,

collecting all we shown above, we have

(A) + (B) = ω(ε, δ, n, η),

and, observing that both (A) and (B) are nonnegative, we can conclude that

(4.5.20)

∫
Q

a(t, x,∇(Tk(v
ε) + gε))∇(Tk(v

ε) + gε)ψ+
δ ψ

+
η dxdt = ω(ε, δ, η),

and

(4.5.21)

∫
Q

(k − Tk(v
ε))Hn(vε)ψ+

δ ψ
+
η dλε

⊕ = ω(ε, δ, n, η).

On the other hand, reasoning as before with (k+Tk(v
ε))Hn(vε)ψ−δ ψ

−
η as test function

we can obtain

(4.5.22)

∫
Q

a(t, x,∇(Tk(v
ε) + gε))∇(Tk(v

ε) + gε)ψ−δ ψ
−
η dxdt = ω(ε, δ, η),

and

(4.5.23)

∫
Q

(k + Tk(v
ε))Hn(vε)ψ−δ ψ

−
η dλε

	 = ω(ε, δ, n, η).

But, (4.5.20) and (4.5.22) together with (4.5.19) (that obviously holds true even

with ψ−δ ψ
−
η in place of ψ+

δ ψ
+
η ) yield (4.5.17), while both (4.5.21) and (4.5.23) show an

interesting property of approximating renormalized solutions; they suggest that, in some

sense, vε (and so the solution uε) tends to be, respectively, large (larger than any k > 0)

on the set where the singular measure µ+
s is concentrated, and small (smaller than any

k < 0) on the set where the singular measure µ−s is concentrated.
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So, to conclude let us check that (D) = ω(ε, δ, n, η) (and the analogous property in

the case with ψ−δ ψ
−
η ). First of all, since 0 ≤ ψ+

δ ≤ 1, we have that

(D) =
2k

n

∫
{−2n<vε≤−n}

a(t, x,∇(T2n(vε) + gε)) · ∇(T2n(vε) + gε) ψ+
δ ψ

+
η dxdt

−2k

n

∫
{−2n<vε≤−n}

a(t, x,∇(T2n(vε) + gε)) · ∇gε ψ+
δ ψ

+
η dxdt

≤ 2k

n

∫
{−2n<vε≤−n}

a(t, x,∇(T2n(vε) + gε)) · ∇(T2n(vε) + gε) ψ+
η dxdt+ ω(ε, δ)

=
2k

n

∫
{−2n<vε≤−n}

a(t, x,∇uε) · ∇vε ψ+
η dxdt+ ω(ε, δ, n),

where to get last equality we used (4.1.2), Hölder’s inequality and the estimate on the

truncates of Proposition 4.15; therefore, we have just to prove that

1

n

∫
{−2n<vε≤−n}

a(t, x,∇uε) · ∇vε ψ+
η = ω(ε, n, η).

To emphasize this interesting property that, at first glance, could appear in contrast

with the reconstruction property (4.2.3), we will prove it in the following

Lemma 4.21. Let uε be a solution of problem (4.4.3) and ψ+
η , ψ−η as in Lemma 4.18.

Then

(4.5.24)
1

n

∫
{−2n<vε≤−n}

a(t, x,∇uε) · ∇vε ψ+
η dxdt = ω(ε, n, η),

and

(4.5.25)
1

n

∫
{n≤vε<2n}

a(t, x,∇uε) · ∇vε ψ−η dxdt = ω(ε, n, η).
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Proof. Let us prove (4.5.25); if βn(s) = Bn(s+), we can choose βn(vε)ψ−η as test

function for problem (4.4.3), and rearranging conveniently all terms, we have

1

n

∫
{n≤vε<2n}

a(t, x,∇(T2n(vε) + gε)) · ∇(T2n(vε) + gε)ψ−η dxdt (A)

+

∫
Q

βn(vε)ψ−η dλε
	 (B)

=

∫
Q

βn(vε)
dψ−η
dt

dxdt (C)

−
∫

Q

a(t, x,∇uε) · ∇ψ−η βn(vε) dxdt (D)

+

∫
Q

βn(vε)ψ−η dµ̂ε
0 (E)

+

∫
Q

βn(vε)ψ−η dλε
⊕ (F)

+
1

n

∫
{n≤vε<2n}

a(t, x,∇(T2n(vε) + gε)) · ∇gε ψ−η dxdt. (G)

Observing that both terms on the left hand side of the above equality are nonnegative,

let us analyze the right hand side term by term; thanks to Proposition 4.15 and to the

fact that βn(v) converges to 0 a.e. on Q and ∗-weakly in L∞(Q), we have

(D) = ω(ε, n),

while, since βn(vε) converges to βn(v) as ε goes to zero, and βn(v) tends to 0 in L1(Q)

as n diverges, again thanks to Proposition 4.15 we easily obtain

(C) = ω(ε, n);

moreover, again thanks to Proposition 4.15 and to the definition of βn, in particular

using the fact that βn(v) strongly converges to 0 in Lp(0, T ;W 1,p
0 (Ω)) (again this fact is

an easy consequence of the estimate on truncates of Proposition 4.15) and ∗-weakly in

L∞(Q), we have that (E) = ω(ε, n) and, using (4.1.2) and Hölder’s inequality as before,

we have

(G) = ω(ε, n);

finally, thanks to (4.5.8),

(F) ≤
∫

Q

ψ−η dλε
⊕ = ω(ε, η).

Putting together all these facts we obtain (4.5.25), while (4.5.24) can be proved in an

analogous way choosing Bn(s−) and ψ+
η as test functions in (4.4.3). �
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Remark 4.22. Notice that the result of Lemma 4.21 turns out to hold true even for

more general functions ψ+
η and ψ−η in W 1,∞(Q) which satisfy

0 ≤ ψ+
η ≤ 1 0 ≤ ψ−η ≤ 1,

and

0 ≤
∫

Q

ψ+
η dµ−s ≤ η 0 ≤

∫
Q

ψ−η dµ+
s ≤ η,

since the reminder term of the integration by parts easily vanishes as first ε goes to zero

and then n diverges. We will use this fact later.

Step 2. Far from E.

We first prove a result that will be essential to deal with the second term in the right

hand side of (4.5.16):

Lemma 4.23. Let h, k > 0, and uε and Φδ,η as before, then

(4.5.26)

∫
{h≤|vε|<h+k}

|∇uε|p(1− Φδ,η) = ω(ε, h, δ, η)

Proof. Let ψ(s) = Tk(s − Th(s)) and let us multiply the formulation of uε by the

test function ψ(vε)(1− Φδ,η); integrating, if Θk,h(s) =

∫ s

0

ψ(σ) dσ, we have∫
Q

Θk,h(v
ε)t(1− Φδ,η) dxdt

+

∫
Q

a(t, x,∇uε) · ∇Tk(v
ε − Th(v

ε)) (1− Φδ,η) dxdt

−
∫

Q

a(t, x,∇uε) · ∇Φδ,η Tk(v
ε − Th(v

ε)) dxdt

=

∫
Q

f ε Tk(v
ε − Th(v

ε))(1− Φδ,η) dxdt

+

∫
Q

Gε · ∇(Tk(v
ε − Th(v

ε))(1− Φδ,η)) dxdt

+

∫
Q

Tk(v
ε − Th(v

ε))(1− Φδ,η)dλ
ε
⊕

−
∫

Q

Tk(v
ε − Th(v

ε))(1− Φδ,η)dλ
ε
	.
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Now using the fact that

(4.5.27)

∫
Q

a(t, x,∇uε) · ∇Tk(v
ε − Th(v

ε)) (1− Φδ,η) dxdt

=

∫
{h≤|vε|<h+k}

a(t, x,∇uε) · ∇uε (1− Φδ,η) dxdt

−
∫
{h≤|vε|<h+k}

a(t, x,∇uε) · ∇gε (1− Φδ,η) dxdt,

and, using Young’s inequality we obtain

∣∣∣∣∫
Q

Gε · ∇Tk(v
ε − Th(v

ε)) (1− Φδ,η) dxdt

∣∣∣∣ ≤ C1

∫
{h≤|vε|<h+k}

|Gε|p′(1− Φδ,η) dxdt

+C2

∫
{h≤|vε|<h+k}

|∇uε|p (1− Φδ,η) dxdt+

∣∣∣∣∫
{h≤|vε|<h+k}

Gε · ∇gε(1− Φδ,η) dxdt

∣∣∣∣ ;

where, when we use Young’s inequality, we can choose C2 small as we want (for instance

C2 <
α

3
); in the same way we can deal with the second term on the right hand side of

(4.5.27) after we used assumption (4.1.2) on a; therefore, using assumption (4.1.1) on a

in the first term of the right hand side of (4.5.27), noticing that Θk,h(s) is nonnegative
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for any s ∈ R and integrating by parts, we obtain∫
Q

Θk,h(v
ε)
dΦδ,η

dt
dxdt (A)

+

∫
{h≤|vε|<h+k}

|∇uε|p (1− Φδ,η) dxdt (B)

≤ C

∫
{h≤|vε|<h+k}

|Gε|p′ (1− Φδ,η) dxdt (C)

+ C

∫
{h≤|vε|<h+k}

|∇gε|p (1− Φδ,η) dxdt (D)

+

∫
{|vε|≥h}

|f ε|(1− Φδ,η) dxdt (E)

+ C

∫
{h≤|vε|<h+k}

|b(t, x)|p′ (1− Φδ,η) dxdt (F)

+

∫
Q

Tk(v
ε − Th(v

ε))(1− Φδ,η)dλ
ε
⊕ (G)

−
∫

Q

Tk(v
ε − Th(v

ε))(1− Φδ,η)dλ
ε
	 (H)

+

∫
Ω

Θk,h(u
ε
0) dx. (I)

First of all, thanks to the definition of Θk,h(s), the strong compactness in L1(Q) of both

vε and uε
0, using Vitali’s theorem we readily have

(A), (I) = ω(ε, h),

while thanks to the equi-integrability property

(C) + (D) + (E) + (F) = ω(ε, h);

finally, thanks to (4.5.8) and (4.5.10) we have

|(G)| ≤ k

∣∣∣∣∫
Q

(1− ψ+
δ ψ

+
η ) dλε

⊕ −
∫

Q

ψ−δ ψ
−
η dλε

⊕

∣∣∣∣ = ω(ε, δ, η);

analogously using (4.5.9) and (4.5.11) one has |(H)| = ω(ε, δ, η); collecting together all

these facts we obtain (4.5.26). �

Now, let us analyze the second term in the right hand side of (4.5.16), that is, in

some sense, far from the set where the singular measure is concentrated.
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We can write, for n > k

(4.5.28)

∫
Q

a(t, x,∇uε) · ∇(Tk(v
ε)− Tk(v)ν)Hn(vε)(1− Φδ,η) dxdt

=

∫
{|vε|≤k}

a(t, x,∇uε) · ∇(vε − Tk(v)ν)(1− Φδ,η) dxdt

−
∫
{|vε|>k}

a(t, x,∇uε) · ∇Tk(v)νHn(vε)(1− Φδ,η) dxdt;

First of all, thanks to Egorov theorem and to Proposition 4.15, and since |Tk(v)ν | ≤ k

a.e. on Q recalling definition of Tk(v)ν , we have

(4.5.29)

∫
{|vε|>k}

a(t, x,∇uε) · ∇Tk(v)νHn(vε)(1− Φδ,η) dxdt

=

∫
{|vε|>k}

a(t, x,∇(T2n(vε) + gε)) · ∇Tk(v)νHn(vε)(1− Φδ,η) dxdt

=

∫
{|vε|>k}

a(t, x,∇(T2n(v) + g)) · ∇Tk(v)νHn(v)(1− Φδ,η) dxdt+ ω(ε)

= ω(ε, ν).

To deal with the first term on the right hand side of (4.5.28) we adapt a method

introduced, for the parabolic case, in [Po1]; for h > 2k let us define

wε = T2k(v
ε − Th(v

ε) + Tk(v
ε)− Tk(v)ν);

notice that ∇wε = 0 if |vε| > h + 4k, thus the estimate on Tk(v
ε) of Proposition 4.15

implies that wε is bounded in Lp(0, T ;W 1,p
0 (Ω)); therefore we easily have that

wε −→ T2k(v − Th(v) + Tk(v)− Tk(v)ν) weakly in Lp(0, T ;W 1,p
0 (Ω)) and a.e. on Q.
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Hence, let us multiply by wε(1−Φδ,η) the equation solved by uε and integrate to obtain∫ T

0

〈vε
t , w

ε(1− Φδ,η)〉 dt (A)

+

∫
Q

a(t, x,∇uε) · ∇wε(1− Φδ,η) dxdt (B)

−
∫

Q

a(t, x,∇uε) · ∇Φδ,η w
ε dxdt (C)

=

∫
Q

f ε wε(1− Φδ,η) dxdt (D)

+

∫
Q

Gε · ∇(wε(1− Φδ,η)) dxdt (E)

+

∫
Q

wε(1− Φδ,η)dλ
ε
⊕ (F)

−
∫

Q

wε(1− Φδ,η)dλ
ε
	. (G)

Let us analyze term by term the above identity; first of all, thanks to the properties of

wε and to Lebesgue’s theorem we have that (D) = ω(ε, ν, h); while, on the other hand,

we have

(E) =

∫
{h≤v<h+2k}

G · ∇v (1− Φδ,η) dxdt+ ω(ε, ν, h),

and using Young’s inequality and Lemma 4.23, we have that∫
{h≤v<h+2k}

G · ∇v (1− Φδ,η) dxdt = ω(h, δ, η).

Now, reasoning as in the proof of Lemma 4.23, thanks to (4.5.8)–(4.5.11), using the fact

that |wε| ≤ 2k, we have that both (F) = ω(ε, δ, η) and (G) = ω(ε, δ, η), while thanks to

Proposition 4.15 and to the definition of wε we have

(C) = ω(ε, ν, h).

Let us now analyze term (B); if we define M = h+ 4k we have∫
Q

a(t, x,∇uε) · ∇wε(1− Φδ,η) dxdt

=

∫
Q

a(t, x,∇uεχ{|vε|≤M}) · ∇wε(1− Φδ,η) dxdt.
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Now, if Eε = {|vε − Th(v
ε) + Tk(v

ε)− Tk(v)ν | ≤ 2k} and h ≥ 2k we can split it as

(4.5.30)

∫
Q

a(t, x,∇uε) · ∇wε(1− Φδ,η) dxdt

=

∫
Q

a(t, x,∇uεχ{|vε|≤k}) · ∇(vε − Tk(v)ν)(1− Φδ,η) dxdt

+

∫
{|vε|>k}

a(t, x,∇uεχ{|vε|≤M}) · ∇(vε − Th(v
ε)) (1− Φδ,η)χEε dxdt

−
∫
{|vε|>k}

a(t, x,∇uεχ{|vε|≤M}) · ∇Tk(v)ν (1− Φδ,η)χEε dxdt.

Let us analyze the second term in the right hand side of (4.5.30); since vε − Th(v
ε) = 0

if |vε| ≤ h, we have∣∣∣∣∫
{|vε|>k}

a(t, x,∇uεχ{|vε|≤M}) · ∇(vε − Th(v
ε)) (1− Φδ,η)χEε dxdt

∣∣∣∣
≤
∫
{h≤|vε|<h+4k}

|a(t, x,∇uε)||∇vε| dxdt,

and using assumption (4.1.2) on a and Young’s inequality we get:∫
{h≤|vε|<h+4k}

|a(t, x,∇uε)||∇vε| (1− Φδ,η) dxdt

≤ C

∫
{h≤|vε|<h+4k}

|∇uε|p (1− Φδ,η) dxdt

+C

∫
{h≤|vε|<h+4k}

|∇gε|p (1− Φδ,η) dxdt

+C

∫
{h≤|vε|<h+4k}

|b(t, x)|p′ (1− Φδ,η) dxdt.

Thus, using equi-integrability and Lemma 4.23 we obtain

(4.5.31)

∫
{|vε|>k}

a(t, x,∇uεχ{|vε|≤M}) ·∇(vε−Th(v
ε)) (1−Φδ,η)χEε dxdt = ω(ε, h, δ, η).
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Let us now analyze the third term in the right hand side of (4.5.30); since, thanks to

Proposition 4.15, we have∫
{|vε|>k}

a(t, x,∇uεχ{|vε|≤M}) · ∇Tk(v) (1− Φδ,η)χEε dxdt = ω(ε),

then

(4.5.32) ∫
{|vε|>k}

a(t, x,∇uεχ{|vε|≤M}) · ∇Tk(v)ν (1− Φδ,η)χEεdxdt

=

∫
{|vε|>k}

a(t, x,∇uεχ{|vε|≤M}) · ∇(Tk(v)ν − Tk(v)) (1− Φδ,η)χEεdxdt+ ω(ε),

so, thank to the fact that Tk(v)ν strongly converges to Tk(v) in Lp(0, T ;W 1,p
0 (Ω)) and

using again Proposition 4.15 we have∫
{|vε|>k}

a(t, x,∇uεχ{|vε|≤M}) · ∇(Tk(v)ν − Tk(v)) (1− Φδ,η)χEε dxdt = ω(ε, ν),

that together with (4.5.32) yields

(4.5.33)

∫
{|vε|>k}

a(t, x,∇uεχ{|vε|≤M}) · ∇Tk(v)ν (1− Φδ,η)χEε dxdt = ω(ε, ν).

So, putting together (4.5.30), (4.5.31) and (4.5.33) we get

(B) =

∫
Q

a(t, x,∇uεχ{|vε|≤k}) · ∇(vε − Tk(v)ν)(1− Φδ,η) dxdt+ ω(ε, ν, h, δ, η),

and then, gathering together all the above results

(4.5.34)

∫ T

0

〈vε
t , w

ε(1− Φδ,η)〉 dt

+

∫
Q

a(t, x,∇uεχ{|vε|≤k}) · ∇(vε − Tk(v)ν)(1− Φδ,η) dxdt

= ω(ε, ν, h, δ, η).

If we prove that

(4.5.35)

∫ T

0

〈vε
t , w

ε(1− Φδ,η)〉 dt ≥ ω(ε, ν, h),

then we obtain our estimate far from E:

(4.5.36) lim sup
ε,ν,δ,n,η

∫
Q

a(t, x,∇uε) · ∇(Tk(v
ε)− Tk(v)ν)Hn(vε)(1− Φδ,η) dxdt ≤ 0.
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So, let us prove (4.5.35). Observing that, thanks to the fact that |Tk(v)ν | ≤ k, we

can write (recalling that h > k > 0)

wε = Th+k(v
ε − Tk(v)ν)− Th−k(v

ε − Tk(v
ε));

we have, ∫ T

0

〈vε
t , w

ε(1− Φδ,η)〉 dt

=

∫ T

0

〈(Tk(v)ν)t, Th+k(v
ε − Tk(v)ν)(1− Φδ,η)〉 dt

+

∫
Q

Sh+k(v
ε − Tk(v)ν)t (1− Φδ,η) dxdt

−
∫

Q

Gh−k(v
ε)t (1− Φδ,η) dxdt,

where

Sh+k(s) =

∫ s

0

Th+k(σ) dσ,

and

Gh−k(s) =

∫ s

0

Th−k(σ − Tk(σ)) dσ.

First of all, thanks to the definition of Tk(v)ν we have∫ T

0

〈(Tk(v)ν)t, Th+k(v
ε − Tk(v)ν)(1− Φδ,η)〉 dt

= ν

∫
Q

(Tk(v)− Tk(v)ν)Th+k(v − Tk(v)ν)(1− Φδ,η) dxdt+ ω(ε)

= ν

∫
{|v|≤k}

(v − Tk(v)ν)Th+k(v − Tk(v)ν)(1− Φδ,η) dxdt

+ ν

∫
{v>k}

(k − Tk(v)ν)Th+k(v − Tk(v)ν)(1− Φδ,η) dxdt

+ ν

∫
{v<−k}

(−k − Tk(v)ν)Th+k(v − Tk(v)ν)(1− Φδ,η) dxdt+ ω(ε);
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and the three terms in the right hand side are all nonnegative, so we can drop it to

obtain

(4.5.37)

∫ T

0

〈(Tk(v)ν)t, Th+k(v
ε − Tk(v)ν)(1− Φδ,η)〉 dt ≥ ω(ε),

while integrating by parts we have∫
Q

Sh+k(v
ε − Tk(v)ν)t (1− Φδ,η) dxdt

−
∫

Q

Gh−k(v
ε)t (1− Φδ,η) dxdt

=

∫
Q

Sh+k(v
ε − Tk(v)ν)

dΦδ,η

dt
dxdt

−
∫

Q

Gh−k(v
ε)
dΦδ,η

dt
dxdt

+

∫
Ω

Sh+k(v
ε − Tk(v)ν)(T ) dx

−
∫

Ω

Gh−k(v
ε)(T ) dx

+

∫
Ω

Gh−k(u
ε
0) dx

−
∫

Ω

Sh+k(u
ε
0 − zν) dx

Reasoning as in the proof of Lemma 2.1 in [Po1] we can easily show that both∫
Ω

Sh+k(v
ε − Tk(v)ν)(T ) dx−

∫
Ω

Gh−k(v
ε)(T ) dx ≥ 0,

and ∫
Ω

Gh−k(u
ε
0) dx−

∫
Ω

Sh+k(u
ε
0 − zν) dx = ω(ε, ν, h).
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Therefore we have proved that∫ T

0

〈vε
t , w

ε(1− Φδ,η)〉 dt

≥
∫

Q

Sh+k(v
ε − Tk(v)ν)

dΦδ,η

dt
dxdt

−
∫

Q

Gh−k(v
ε)
dΦδ,η

dt
dxdt+ ω(ε, ν, h),

so, to conclude we have to check that

(4.5.38)

∫
Q

Sh+k(v
ε − Tk(v)ν)

dΦδ,η

dt
dxdt

−
∫

Q

Gh−k(v
ε)
dΦδ,η

dt
dxdt ≥ ω(ε, ν, h);

actually, thanks to Proposition 4.15 and to the properties of Tk(v)ν we have∫
Q

Sh+k(v
ε − Tk(v)ν)

dΦδ,η

dt
dxdt

−
∫

Q

Gh−k(v
ε)
dΦδ,η

dt
dxdt

≥
∫

Q

Sh+k(v − Tk(v))
dΦδ,η

dt
dxdt

−
∫

Q

Gh−k(v)
dΦδ,η

dt
dxdt+ ω(ε, ν)

=

∫
Q

Fh(v)
dΦδ,η

dt
+ ω(ε, ν),

where Fh(s) = Sh+k(s− Tk(s))−Gh−k(s); that is, if h > 2k,

Fh(s) =



∫ s−k

0

(Th+k(σ)− Th−k(σ)) dσ if s > h− k

0 if |s| ≤ h− k

∫ s+k

0

(Th+k(σ)− Th−k(σ)) dσ if s < −(h− k),
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-

6

�
��

�
��

−(h−k)

h−k σ

Th+k(σ)−Th−k(σ)

2k

−2k

So, Fh(v) converges almost everywhere to 0 on Q and, since v ∈ L1(Q), we can apply

dominated convergence theorem to conclude that (4.5.38) holds true.

Step 3. Strong convergence of truncates.

Collecting together (4.5.16),(4.5.18), and (4.5.36) we have, taking again n > k,

(4.5.39)

lim sup
ε,ν,n

(∫
Q

a(t, x,∇uε) · ∇Tk(v
ε) dxdt

−
∫

Q

a(t, x,∇uε) · ∇Tk(v)νHn(vε) dxdt

)
≤ 0,

therefore, since using Egorov theorem and Proposition 4.15 we have∫
Q

a(t, x,∇uε) · ∇Tk(v)νHn(vε) dxdt

=

∫
Q

a(t, x,∇u) · ∇Tk(v) dxdt+ ω(ε, ν, n),

then (4.5.39) implies (4.5.15).

Now, recalling that

(4.5.40)

∫
Q

a(t, x,∇(Tk(v
ε) + gε)) · ∇Tk(v

ε) dxdt

=

∫
Q

a(t, x,∇(Tk(v
ε) + gε)) · ∇(Tk(v

ε) + gε) dxdt

−
∫

Q

a(t, x,∇(Tk(v
ε) + gε)) · ∇gε dxdt,

using Fatou’s lemma, and Proposition 4.15 we can easily conclude that

(4.5.41)

∫
Q

a(t, x,∇(Tk(v
ε) + gε)) · ∇(Tk(v

ε) + gε) dxdt

=

∫
Q

a(t, x,∇(Tk(v) + g)) · ∇(Tk(v) + g) dxdt+ ω(ε);
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Thus, being nonnegative, a(t, x,∇(Tk(v
ε) + gε))∇(Tk(v

ε) + gε) actually converges to

a(t, x,∇(Tk(v) + g))∇(Tk(v) + g) in L1(Q); hence, using assumption (4.1.1)

α|∇(Tk(v
ε) + gε)|p ≤ a(t, x,∇(Tk(v

ε) + gε)) · ∇(Tk(v
ε) + gε),

and so, by Vitali’s theorem, recalling that gε strongly converges to g in Lp(0, T ;W 1,p
0 (Ω)),

we get

Tk(v
ε) −→ Tk(v) strongly in Lp(0, T ;W 1,p

0 (Ω)).

�

4.6. Existence of a renormalized solution

Now we are able to prove that problem (4.1.4) has a renormalized solution.

Proof of Theorem 4.4. Let S ∈ W 2,∞(R) such that S ′ has a compact support

as in Definition 4.1, and let ϕ ∈ C1
0([0, T ) × Ω); then the approximating solutions uε

(and vε) satisfy

(4.6.1)

−
∫

Ω

S(uε
0)ϕ(0) dx−

∫ T

0

〈ϕt, S(vε)〉

+

∫
Q

S ′(vε)a(t, x,∇uε) · ∇ϕ dxdt

+

∫
Q

S ′′(vε)a(t, x,∇uε) · ∇vε ϕ dxdt

=

∫
Q

S ′(vε)ϕ dµ̂ε +

∫
Q

S ′(vε)ϕ dλε
⊕ −

∫
Q

S ′(vε)ϕ dλε
	.

Thanks to Theorem 4.20 all but the last term easily pass to the limit on ε; actually the

only terms that give some problems are the last two. We can write

(4.6.2)

∫
Q

S ′(vε)ϕ dλε
⊕ =

∫
Q

S ′(vε)ϕ ψ+
δ dλ

ε
⊕ +

∫
Q

S ′(vε)ϕ (1− ψ+
δ )dλε

⊕,

where ψ+
δ is defined as in Lemma 4.18; thus∣∣∣∣∫

Q

S ′(vε)ϕ (1− ψ+
δ )dλε

⊕

∣∣∣∣ ≤ C

∫
Q

(1− ψ+
δ ) dλε

⊕ = ω(ε, δ),
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while choosing S ′(vε)ϕψ+
δ in the formulation of uε one gets,

(4.6.3)

∫
Q

S ′(vε)ϕψ+
δ dλε

⊕ = −
∫

Q

S ′(vε)ϕψ+
δ dµ̂ε +

∫
Q

S ′(vε)ϕψ+
δ dλε

	

−
∫

Q

(ϕψ+
δ )t S(vε) dxdt

+

∫
Q

S ′(vε)a(t, x,∇uε) · ∇(ϕψ+
δ ) dxdt

+

∫
Q

S ′′(vε)a(t, x,∇uε) · ∇vε ϕψ+
δ dxdt;

now, thanks to Proposition 4.15 and the properties of ψ+
δ , we readily have∫

Q

S ′(vε)ϕψ+
δ dµ̂ε = ω(ε, δ),

and, thanks to (4.5.9),∣∣∣∣∫
Q

S ′(vε)ϕψ+
δ dλε

	

∣∣∣∣ ≤ C

∫
Q

ψ+
δ dλε

	 = ω(ε, δ)

while, since S(v) ∈ Lp(0, T ;W 1,p
0 (Ω)) ∩ L∞(Q) and using (4.5.6),∫

Q

(ϕψ+
δ )t S(vε) dxdt = ω(ε, δ);

moreover, since a(t, x,∇uε) is strongly compact in L1(Q), S ′(vε) is bounded, and ψ+
δ

converges to zero in Lp(0, T ;W 1,p
0 (Ω)) as δ goes to zero, we have∫

Q

S ′(vε)a(t, x,∇uε) · ∇(ϕψ+
δ ) dxdt = ω(ε, δ),

and, finally, using Theorem 4.20 and the fact that ∇uε = TM(vε) + gε on the set

{vε ≤M}, ∫
Q

S ′′(vε)a(t, x,∇uε) · ∇vε ϕψ+
δ dxdt = ω(ε, δ).

Therefore, from (4.6.2) we deduce

(4.6.4)

∫
Q

S ′(vε)ϕ dλε
⊕ = ω(ε).

Analogously we can prove that

(4.6.5)

∫
Q

S ′(vε)ϕ dλε
	 = ω(ε).



120 4. RENORMALIZED SOLUTIONS, PARABOLIC PROBLEMS WITH MEASURES

Then u satisfies equation (4.2.1) with ϕ ∈ C1
0([0, T )×Ω); now, an easy density argument

shows that u satisfies the same formulation with ϕ ∈ Lp(0, T ;W 1,p
0 (Ω)) ∩ L∞(Q) such

that ϕt ∈ Lp′(0, T ;W−1,p′(Ω)), and ϕ(T, x) = 0.

To prove existence it remains, then, to prove properties (4.2.2) and (4.2.3); so let us

take and Hn(v)(1 − ψ−δ )ϕ as test function in the formulation of u, where ϕ ∈ C∞
0 (Q).

We obtain

(4.6.6)

−
∫

Q

((1− ψ−δ )ϕ)t Hn(v) dxdt

+

∫
Q

Hn(v)a(t, x,∇u) · ∇((1− ψ−δ )ϕ) dxdt

=

∫
Q

Hn(v)(1− ψ−δ )ϕ dµ̂0

+
1

n

∫
{n<v≤2n}

a(t, x,∇u) · ∇v (1− ψ−δ )ϕ dxdt

− 1

n

∫
{−2n≤v<−n}

a(t, x,∇u) · ∇v (1− ψ−δ )ϕ dxdt.

Now, recalling that uε is also a distributional solution with datum µε we have

(4.6.7)

−
∫

Q

((1− ψ−δ )ϕ)tv
ε dxdt+

∫
Q

a(t, x,∇uε) · ∇((1− ψ−δ )ϕ) dxdt

=

∫
Q

(1− ψ−δ )ϕ dµ̂ε
0 +

∫
Q

(1− ψ−δ )ϕ dλε
⊕ −

∫
Q

(1− ψ−δ )ϕ dλε
	,

for every ϕ ∈ C∞
0 (Q).
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Therefore, let us take the difference between (4.6.6) and (4.6.7); we obtain

−
∫

Q

((1− ψ−δ )ϕ)t Hn(v) dxdt+

∫
Q

((1− ψ−δ )ϕ)tv
ε dxdt (A)

+

∫
Q

Hn(v)a(t, x,∇u) · ∇((1− ψ−δ )ϕ) dxdt (B)

−
∫

Q

a(t, x,∇uε) · ∇((1− ψ−δ )ϕ) dxdt (C)

−
∫

Q

Hn(v)(1− ψ−δ )ϕ dµ̂0 +

∫
Q

(1− ψ−δ )ϕ dµ̂ε
0 (D)

+
1

n

∫
{−2n≤v<−n}

a(t, x,∇u) · ∇v (1− ψ−δ )ϕ dxdt (E)

+

∫
Q

(1− ψ−δ )ϕ dλε
⊕ (F)

−
∫

Q

(1− ψ−δ )ϕ dλε
	 (G)

=
1

n

∫
{n<v≤2n}

a(t, x,∇u) · ∇v (1− ψ−δ )ϕ dxdt. (H)

First of all, we easily have

(A) = ω(ε, n),

and, thanks to Proposition 4.15,

(B) + (C) = ω(ε, n).

Now, since Hn(v) strongly converges to 1 in Lp(0, T ;W 1,p(Ω)) (thanks to the estimate

on the truncates of Proposition 4.3, as we said before) and then Hn(v)(1 − ψ−δ )ϕ to

(1− ψ−δ )ϕ in Lp(0, T ;W 1,p
0 (Ω)), we have

(D) = ω(ε, n).

Moreover, thanks to (4.5.11),

(G) = ω(ε, δ)

and thanks to Lemma 4.21 (see also Remark 4.22), and to Theorem 4.20, we have

(E) = ω(n, δ).

Finally, using again Theorem 4.20, and Lemma 4.21, we have

(H) =
1

n

∫
{n<v≤2n}

a(t, x,∇u) · ∇v ϕ dxdt+ ω(n, δ),
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while, by construction of λε
⊕, we have

(F) =

∫
Q

ϕ dµ+
s + ω(ε, δ).

Putting together all the above results we obtain (4.2.2) for every ϕ ∈ C∞
0 (Q). Now, if

ϕ ∈ C∞(Q) we can split

(4.6.8)

1

n

∫
{n<v≤2n}

a(t, x,∇u) · ∇v ϕ dxdt

=
1

n

∫
{n<v≤2n}

a(t, x,∇u) · ∇v ϕψ+
δ dxdt

+
1

n

∫
{n<v≤2n}

a(t, x,∇u) · ∇v ϕ(1− ψ+
δ ) dxdt,

and, thanks to what we proved before

(4.6.9) lim
n→∞

1

n

∫
{n<v≤2n}

a(t, x,∇u) · ∇v ϕψ+
δ dxdt =

∫
Q

ϕ dµ+
s + ω(δ).

On the other hand, reasoning as before, we are under the assumption of Lemma 4.21

(see Remark 4.22), so we have

1

n

∫
{n<vε≤2n}

a(t, x,∇uε) · ∇vε ϕ(1− ψ+
δ ) dxdt = ω(ε, n, δ),

that, gathered together with the strong convergence of truncates proved in Theorem

4.20, yields

(4.6.10)
1

n

∫
{n<v≤2n}

a(t, x,∇u) · ∇v ϕ(1− ψ+
δ ) dxdt = ω(n, δ).

Finally, putting together (4.6.8), (4.6.9) and (4.6.10) we get (4.2.2) for every ϕ ∈ C∞(Q),

and, reasoning by density, for every ϕ ∈ C(Q), which concludes the proof of (4.2.2). To

obtain (4.2.3) we can reason as before using ψ+
δ in the place of ψ−δ and viceversa, and

this concludes the proof of Theorem 4.4. �

4.7. Uniqueness in the linear case and inverse maximum principle

4.7.1. Uniqueness in the linear case. In this section we try to stress the fact

that the notion of renormalized solution, as in the elliptic case, should be the right one

to get uniqueness. As we said before if the datum µ belongs to M0(Q) the renormalized
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solution turns out to be unique (see [DPP]); the same happens for a general measure

datum and u0 ∈ L1(Ω) as initial condition, if the operator is linear, that is if

(4.7.1) a(t, x, ξ) = M(t, x) · ξ,

where M is a matrix with bounded, measurable entries, and satisfying the ellipticity

assumption (4.1.1) (obviously with p = 2). In fact we have

Theorem 4.24. Let M as in (4.7.1). Then the renormalized solution of problem

(4.7.2)


ut − div(M(t, x)∇u) = µ in (0, T )× Ω,

u(0, x) = u0 in Ω,

u(t, x) = 0 on (0, T )× ∂Ω,

is unique.

Proof. We will proof this result by showing that a renormalized solution of problem

(4.7.2) is a solution in a duality sense; uniqueness will follow immediately as in the

elliptic case where the notion of duality solution was introduced and studied in [S] (See

Section 1.2). So, let w ∈ L2(0, T ;H1
0 (Ω)) ∩ C(Q) such that wt ∈ L2(0, T ;H−1(Ω)) with

w(T ) = 0 and choose Hn(v) and w as test functions in (4.2.1), we have

−
∫

Ω

Hn(u0)w(0) dx (A)

−
∫ T

0

〈
wt, Hn(v)

〉
dt (B)

+

∫
Q

Hn(v)M(t, x)∇u · ∇w dxdt (C)

− 1

n

∫
{n≤v<2n}

M(t, x)∇u · ∇v w dxdt (D)

+
1

n

∫
{−2n<v≤−n}

M(t, x)∇u · ∇v w dxdt (E)

=

∫
Q

Hn(v) w dµ̂0, (F)

and by properties (4.2.2) and (4.2.3) we readily obtain

(4.7.3) (A) + (B) + (C)− (F) =

∫
Q

w dµs + ω(n),

where µs = µ+
s − µ−s .



124 4. RENORMALIZED SOLUTIONS, PARABOLIC PROBLEMS WITH MEASURES

On the other hand if ψ ∈ C∞
0 (Q) we can choose w as the solution of the parabolic

retrograde problem

(4.7.4)


−wt − div(M∗(t, x)∇w) = ψ in (0, T )× Ω,

w(T, x) = 0 in Ω,

w(t, x) = 0 on (0, T )× ∂Ω,

where M∗(t, x) is the transposed matrix of M(t, x); now, since both Hn(v) and g are

good test functions for this problem, and recalling that both Hn(v) converges to v in

L1(Q) and Hn(u0) converges to u0, we have

(4.7.5)

(A) + (B) + (C)− (F) = −
∫

Ω

Hn(u0)w(0) dx

−
∫ T

0

〈
wt, Hn(v)

〉
dt+

∫
Q

∇Hn(v) ·M∗(t, x)∇w dxdt

−
∫

Q

Hn(v) w dµ̂0 +

∫
Q

Hn(v)∇g ·M∗(t, x)∇w dxdt

= −
∫

Ω

Hn(u0)w(0) dx+

∫
Q

Hn(v)ψ dxdt

−
∫

Q

Hn(v) w dµ̂0 +

∫
Q

Hn(v)∇g ·M∗(t, x)∇w dxdt

= −
∫

Ω

u0w(0) dx+

∫
Q

vψ dxdt

−
∫

Q

w dµ̂0 +

∫
Q

∇g ·M∗(t, x)∇w dxdt+ ω(n)

= −
∫

Ω

u0w(0) dx+

∫
Q

vψ dxdt−
∫

Q

w dµ̂0 +

∫
Q

g ψdxdt

+

∫ T

0

〈wt, g〉 dt+ ω(n)

= −
∫

Ω

u0w(0) dx+

∫
Q

uψ dxdt−
∫

Q

w dµ0 + ω(n);
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therefore, comparing (4.7.3) and (4.7.5), we obtain

−
∫

Ω

u0w(0) dx+

∫
Q

uψ dxdt =

∫
Q

w dµ,

for every ψ ∈ C∞
0 (Q), and so u is the unique solution of problem (4.7.2), since two

different solutions u1 and u2 of the same problem must satisfy∫
Q

(u1 − u2)ψ dxdt = 0

for every ψ ∈ C∞
0 (Q). �

4.7.2. Inverse maximum principle for general parabolic operators. In the

elliptic case, an easy consequence of the definition and existence of a renormalized

solution (see [DMOP]) is the so called Inverse maximum principle for general monotone

operators proved independently in [DuP] in the model case of the Laplace operator.

This result has a large number of interesting applications; for instance it allows to prove

a generalized Kato’s inequality when ∆u is a measure (see [BrPo]). In the same way for

parabolic equations, a straightforward consequence of Definition 4.1 and Theorem 4.4,

using again the notation v = u − g, is the following result where, for technical reasons

we must assume a stronger hypothesis on g (see also Remark 4.26 below).

Theorem 4.25 (Parabolic ”inverse” maximum principle). Let µ ∈M(Q), and sup-

pose that there exists g ∈ Lp(0, T ;W 1,p
0 (Ω)) ∩ L∞(Q) such that µ can be decomposed as

in (4.4.1); let u be the renormalized solution of problem (4.1.4). Then, if u ≥ 0, we

have µs ≥ 0.

Remark 4.26. Notice that obviously the result has an easy nonpositive counterpart

and that Theorem 4.25 apply, in particular, for purely singular data. Also observe that

the stronger assumption on g is rather technical and relies on the fact that we are not

able to prove that, in the decomposition Theorem 1.39, g could be chosen to be bounded,

this question being still an open problem. Finally notice that the sign assumption on u

in Theorem 4.25 can be relaxed; actually, because of the reconstruction property (4.2.3),

the same result holds true even if u is only supposed to be bounded from below.





APPENDIX A

Further remarks and open problems

1. Asymptotic behavior

Both in Chapter 2 and Chapter 3 the sign assumptions on the data are rather

technical since they allow us to work with the trivial subsolution u ≡ 0. Obviously

the same results of both Theorem 2.4 and Theorem 3.1 can be obtained for nonpositive

data and one would like to prove them for general sign data; however notice that, for

instance, comparison Lemma 3.5 can not be improved directly to this case because of

technical reasons even if Theorem 3.7 and Theorem 3.8 can be proved in this general

setting with slight modifications of their proofs (splitting both f and u0 in their positive

and negative part with a suitable choice of sub and supersolutions).

As we said before, in many cases, the convergences in norm to the stationary solution

can be improved depending on the regularity of the limit solution (or equivalently to

the regularity of the datum); indeed, consider (2.2.4) in the proof of Theorem 2.2, that

is

u(t, x) ≤ v(x), for all t ∈ (0, T ), a.e. in Ω;

so, if, for instance, µ ∈ Lq(Ω) with q > N
p
, then Stampacchia’s type estimates ensure

that the solution v of the stationary problem{
A(v) = µ in Ω,

v = 0 on ∂Ω,

is in L∞(Ω) and so the convergence of u(t, x) to v of Theorem 2.2 is at least ∗-weak in

L∞(Ω) and almost everywhere. Reasoning similarly one can refine, depending on the

data, the asymptotic results of both Chapter 2 and Chapter 3.

In Chapter 2 we use the assumption p > 2N+1
N+1

. This bound is essentially used to

apply Theorem 1.6 that ensures that the solution of the evolution problem actually

belongs to C(0,∞;L1(Ω)). However, if 1 < p ≤ 2N+1
N+1

something can be said; let us

look, for simplicity, at the proof of Theorem 2.2. A priori we only know that u(t, x) is

bounded in L∞(0, T ;L1(Ω)), for every T > 0; using this fact one can prove a similar

127
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result for the solution u(t, x) of problem

(A.1.1)


ut + A(u) = µ in (0, T )× Ω,

u(0, x) = u0 in Ω,

u(t, x) = 0 on (0, T )× ∂Ω.

Indeed, the main difficulty relies on finding a suitable sequence tn ∈ R+ of values such

that tn → ∞ and tn+1 − tn = 1, and u(tn, x) is a well defined function of L1(Ω); once

we proved it, one can reason analogously as in the proof of Theorem 2.2 to prove, for

instance, the following

Theorem A.1. Let µ ∈ M0(Q) be independent on the variable t, and let µ ≥ 0;

let u(t, x) be the entropy solution of problem (A.1.1) with u0 = 0, and v(x) the entropy

solution of the corresponding elliptic problem. Then there exists a sequence of values

tn ∈ R+ such that

lim
n→+∞

u(tn, x) = v(x),

in L1(Ω).

Such a sequence obviously exists depending on the representative of u(t, x) we choose;

indeed, if we call En = [n, n + 1], and we denote by Bn the set of values t of En where

u(t, x) is well defined, we can easily observe that the set
⋂
n≥0

(Bn − n) has Lebesgue

measure 1 and so there exist (many) values 0 ≤ δ ≤ 1 such that tn ≡ δ + n satisfies our

requirement.

If we consider the problem

(A.1.2)


ut + A(u) = 0 in (0, T )× Ω,

u(0, x) = u0 in Ω,

u(t, x) = 0 on (0, T )× ∂Ω.

with u0 ∈ L1(Ω), an interesting question is on what can be said on the rate of decay of

the norm of the solution as t diverges. A huge number of papers was devoted to such a

question in the past concerning different problems and in different contexts. The first

result one would obtain is an estimate of the type

(A.1.3) ‖u(t, x)‖Lq(Ω) ≤
C

tγ
‖u0‖L1(Ω),

for any q < ∞ for a suitable power γ depending on q; from (A.1.3) one should also

prove, with the use of a Moser type iteration method, an estimate on the L∞ norm of

u, that is

(A.1.4) ‖u(t, x)‖L∞(Ω) ≤
C

tσ
‖u0‖L1(Ω),
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for a power σ > 1; in a slightly different context, these type of computations are con-

tained, for instance, in [Po3].

Moreover, in [BKL], the authors classify, the behavior of solution of problem like

(A.1.5)

{
ut −∆u+ |∇u|q = 0 in (0, T )× RN ,

u(0, x) = u0 in RN ,

depending on q > 1, with a nonnegative initial datum in L1(RN) ∩W 1,∞(RN). This

problem is quite different from the one we analyzed in Chapter 3 due to the lack of

the nonlinear term g in the absorbing term, to the presence of the power q, and to

the fact that they consider problems defined in the whole space. However, it should

be interesting to deal with the study of asymptotic behavior for mixed problems of the

type

(A.1.6)


ut −∆u+ g(u)|∇u|q = 0 in (0, T )× Ω,

u(0, x) = u0 in Ω,

u(t, x) = 0 on (0, T )× ∂Ω.

with the same assumptions of Chapter 3 on g and for any q. One should expect, possibly

depending on the growth of g, that, as in [BKL], there exists a critical value qc such

that, if q < qc the behavior of the solution u is as in Chapter 3, while, if q ≥ qc,

the absorbing term g(u)|∇u|q becomes dominant yielding a concentration phenomenon.

Notice that, comparison results for problem of such a type are an hard task to achieve,

so, to overcome many technical difficulties, one may consider a regularizing zero order

term in problem (A.1.6).

Let us finally spend a few words on the fact that the operator a does not depend on t

in Chapter 2; even if this is a standard assumption in the study of this type of problems,

something has been done, in the linear case and with smooth data, considering suitable

dependence on t in the principal part of the operator. In particular, in [A], the author,

introduce the notion of G-convergence for linear parabolic operators (the so called PG-

convergence) and prove several results related to the asymptotic behavior of solution of

parabolic problem with dependence on t of the matrix M(t, x) defining the differential

operator. One of the results was the following

Theorem A.2 (Arosio). Let u be the solution of the linear problem

(A.1.7)


ut − div(M(t, x)∇u) = −div(G) in (0, T )× Ω,

u(0, x) = u0 in Ω,

u(t, x) = 0 on (0, T )× ∂Ω,

with G ∈ (Lp′(Ω))N and u0 ∈ H1
0 (Ω); moreover, suppose that the linear operators defined

by the matrices Mk(t, x) ≡M(t+ k, x) PG-converge to the linear operator associated to
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a matrix M∞(x), then u(t, x) converges, as t tends to infinity, to u∞ in L2(Ω), where

u∞ is the solution of the linear Dirichlet problem associated to M∞(x).

An interesting question would be whether or not a similar result can be achieved in

the nonlinear framework and with measure data, that is in the setting of Chapter 2.

2. Renormalized solutions and soft measures

As we mentioned above, the most hard task in the framework of renormalized solu-

tions with general measure data, as well as in the elliptic case, is to prove the uniqueness

of the solution of problem

(A.2.1)


ut + A(u) = µ in (0, T )× Ω

u(0, x) = u0(x) in Ω,

u(0, x) = 0 on (0, T )× ∂Ω,

with possibly singular data, being A(u) = −div(a(t, x,∇u)) a nonlinear pseudomono-

tone operator.

In [DMOP], in the elliptic case, the authors proved some partial uniqueness results

using stronger assumptions on A, namely the strong monotonicity and the Lipschitz

continuity, or the Hölder continuity with respect to the gradient (these hypotheses are

satisfied, for instance, by the function a(t, x, ξ) = |ξ|p−2ξ); essentially they prove that,

if u and û are two renormalized solutions for the elliptic problem and if they satisfy a

further compatibility property (e.g. if its difference is bounded), then they turn out to

coincide. Note that, in the proof of such results, they prove that Tk(u− û) is in W 1,p
0 (Ω)

in order to use it as test function.

One would like to attain the same type of results; actually, a difficulty relies on the

proof that Tk(u− û) can be chosen as test function in the renormalized formulation since

in [DMOP], to prove this fact, they use other equivalent definitions of such a solution.

In fact, as we said before, in [DMOP] are introduced four definitions of renormalized

solution that turn out to coincide ([DMOP], Theorem 2.33); thanks to this result one

can prove more interesting properties of renormalized solution and even the proof of

the existence can be obtained in an easier way (see [DMOP] and [Ma] for the elliptic

case). However, in the parabolic case, one can easily extend these definitions, but there

are several technical difficulties in the proof of equivalences.

Another possible extension of our result could be the proof of existence of a renor-

malized solution for problem

(A.2.2)


ut + A(u) = µ in (0, T )× Ω

u(0, x) = ν in Ω,

u(0, x) = 0 on (0, T )× ∂Ω,
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where both µ and ν are, possibly singular, general measure data; this should be done

using the method of Chapter 4 with the one of [BP] where the authors prove the

existence of a renormalized solution for problem (A.2.2) when ν is a general measure in

M(Ω) and µ ∈ L1(Q).

Let us stress a fact concerning the decomposition Theorem 1.39. In Remark 4.19 we

suggested the following natural question

Open Problem A.3. Consider Lemma 4.18. Can one choose ψ+
δ and ψ−δ as uni-

formly bounded functions in C∞
0 (Q) vanishing in the W1 norm?

If this were true, for instance, it should allow us to prove the reverse implication of

the decomposition Theorem 1.39; if µ ∈ M(Q) admits a decomposition as in (1.3.2),

then µ ∈M0(Q); that is we could prove the following Representation Theorem

Conjecture A.4. Let µ be a bounded measure on Q. Then µ ∈M0(Q) if and only

if there exist h ∈ Lp′(0, T ;W−1,p′(Ω)), g ∈ Lp(0, T ;W 1,p
0 (Ω) ∩ L2(Ω)) and f ∈ L1(Q),

such that

(A.2.3)

∫
Q

ϕ dµ =

∫ T

0

〈h, ϕ〉 dt−
∫ T

0

〈ϕt, g〉 dt+

∫
Q

fϕ dxdt,

for any ϕ ∈ C∞
c ([0, T ]×Ω), where 〈·, ·〉 denotes the duality between (W 1,p

0 (Ω)∩L2(Ω))′

and W 1,p
0 (Ω) ∩ L2(Ω).

Let us finally spend a few words on Remark 4.26 that suggests another way to prove

Conjecture A.4. As we said, the stronger assumption on g made in Theorem 4.25 is

rather technical and relies on the fact that we are not able to prove the following

Open Problem A.5. Is it true that, in the Theorem 1.39, g can be chosen to be

bounded?

Note that, in Theorem 1.39, the presence of the term g should be due to take into

account those measures that, in some sense, are concentrated on time-dependent jumps.

If g could be chosen to be bounded, then the proof of Conjecture A.4 should easily follow

be taking inspiration from the proof of a result in [GR].
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[CDD] V. Chiadó-Piat, G. Dal Maso, A. Defranceschi, G-convergence of monotone operators, Ann.
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[HKM] J. Heinonen, T. Kilpeläinen, O. Martio, Nonlinear potential theory of degenerate elliptic equa-

tions, Oxford University Press, Oxford, 1993.
[La] R. Landes, On the existence of weak solutions for quasilinear parabolic boundary value problems,

Proc. Royal Soc. Edinburgh Sect. A, 89 (1981), 217–237.
[LSU] O. A. Ladyzhenskaja, V. Solonnikov,N. N. Uraltceva, Linear and quasilinear parabolic equations,

Academic Press, (1970).
[LP] T. Leonori, F. Petitta, Asymptotic behavior of solutions for parabolic equations with natural

growth term and irregular data, preprint.
[LL] J. Leray, J. L. Lions, Quelques résultats de Vǐsik sur les problémes elliptiques semi-linéaires par
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