QUIVERS WITH POTENTIALS ASSOCIATED TO TRIANGULATED SURFACES,
PART III: TAGGED TRIANGULATIONS AND CLUSTER MONOMIALS
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Abstract. To each tagged triangulation of a surface with marked points and non-empty boundary we associate a quiver with potential, in such a way that whenever we apply a flip to a tagged triangulation, the Jacobian algebra of the QP associated to the resulting tagged triangulation is isomorphic to the Jacobian algebra of the QP obtained by mutating the QP of the original one. Furthermore, we show that any two tagged triangulations are related by a sequence of flips compatible with QP-mutation. We also prove that for each of the QPs constructed, the ideal of the non-completed path algebra generated by the cyclic derivatives is admissible and the corresponding quotient is isomorphic to the Jacobian algebra. These results, which generalize some of the second author’s previous work for ideal triangulations, are then applied to prove properties of cluster monomials, like linear independence, in the cluster algebra associated to the given surface by Fomin-Shapiro-Thurston (with an arbitrary system of coefficients).
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1. Introduction

In [18], the second author associated a quiver with potential (QP for short) to each ideal triangulation of a bordered surface with marked points, then proved that flips of arcs correspond to QP-mutations, and that, provided the surface has non-empty boundary, the associated QPs are non-degenerate and Jacobi-finite. However, the definition of the QPs that should correspond to tagged triangulations was not given, mainly because it was not clear that the “obvious” potentials would possess the flip \(\leftrightarrow\) QP-mutation compatibility that was proved for the QPs associated to ideal triangulations. In this paper we show that the Jacobian algebras of these “obvious” potentials indeed possess the desired compatibility as long as the underlying surface has non-empty boundary. Then we show that the Jacobian algebras of these QPs can be obtained without the need of completion, that is, that each of them is (canonically) isomorphic to the quotient of the (non-completed) path algebra by the ideal generated by the cyclic derivatives, this ideal being admissible (in the classical sense of representation theory of associative algebras). The latter fact has nice
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consequences for the cluster algebra of the surface, for then we can use Derksen-Weyman-Zelevinsky’s far-reaching homological interpretation of the $E$-invariant and the representation-theoretic interpretations of $F$-polynomials and $g$-vectors, to obtain information about cluster monomials and their Laurent expansions with respect to a fixed cluster.

Let us describe the contents of the paper in more detail. We open with Section 2, where we review the basic background on cluster algebras, quivers with potentials (and their mutations), decorated representations (and their mutations), and the relation of cluster algebras with the representation theory of quivers with potentials. In Section 3 we recall the definition and basic properties of tagged triangulations of surfaces (and their flips). Sections 2 and 3 contain the statements of most of the facts from the mentioned subjects that we use for our results in latter sections. Our intention is to be as self-contained as possible, but we also try to be as concise as possible.

In Section 4 we give the definition of the QP $(Q(\tau), S(\tau))$ associated to a tagged triangulation $\tau$ of a surface $(\Sigma, M)$ with non-empty boundary (and any number of punctures). This is done by passing to the ideal triangulation $\tau'$ obtained by ‘deletion of notches’, then reading the potential $S(\tau')$ defined according to [18], and then going back to $\tau$ by means of the function $\epsilon : P \to \{-1, 1\}$ that takes the value 1 precisely at the punctures at which the signature of $\tau$ takes non-negative value ($P$ denotes the puncture set of $(\Sigma, M)$). In particular, the potentials obtained for ideal triangulations (which are the tagged triangulations with non-negative signature) are precisely the ones defined in [18].

Once the QPs $(Q(\tau), S(\tau))$ are defined, we prove Theorem 4.4, the first main result of this paper, which says that any two tagged triangulations $(\Sigma, M)$ are connected by a sequence of flips each of which is compatible with the corresponding QP-mutation. Theorem 30 of [18] (stated below as Theorem 4.5), which says that ideal triangulations related by a flip give rise to QPs related by QP-mutation, plays an essential role in the proof of this result. From a combination of Theorem 4.4 with Amiot’s categorification and the fact, proved by Fomin-Shapiro-Thurston, that the exchange graph of tagged triangulations coincides with the exchange graph of any of the cluster algebras associated to $(\Sigma, M)$, we deduce Corollary 4.9: if $\tau$ and $\sigma$ are tagged triangulations related by the flip of a tagged arc $i$, then the Jacobian algebra of $(Q(\sigma), S(\sigma))$ is isomorphic to the Jacobian algebra of $\mu_i(Q(\tau), S(\tau))$. Theorem 4.4 and Corollary 4.9 also mean that the QPs $(Q(\tau), S(\tau))$ calculate the endomorphism algebras of all the cluster-tilting objects of the generalized cluster category $C_{(\Sigma, M)}$ that correspond to tagged triangulations.

By definition, $S(\tau)$ is always a finite potential, that is, a finite linear combination of cycles of $Q(\tau)$. It thus makes sense to wonder about the relation between $R(Q(\tau))/J_0(S(\tau))$ and the Jacobian algebra $P(Q(\tau), S(\tau))$, where $J_0(S(\tau))$ is the ideal the cyclic derivatives of $S(\tau)$ generate in the non-completed path algebra $R(Q(\tau))$. In Section 5 we prove our second main result, namely, that for any tagged triangulation $\tau$ of a surface with non-empty boundary, the algebra homomorphism $R(Q(\tau))/J_0(S(\tau)) \to P(Q(\tau), S(\tau))$ induced by the inclusion $R(Q(\tau)) \to R((Q(\tau)))$ is an isomorphism. Since $P(Q(\tau), S(\tau))$ is finite-dimensional, this means, in particular, that $J_0(S(\tau))$ is an admissible ideal of $R(Q(\tau))$ and that one can work with the Jacobian algebra without having to take completions.

The results from Section 5 allow an application of Derksen-Weyman-Zelevinsky’s homological interpretation of the $E$-invariant to obtain results about cluster monomials in the cluster algebras associated to $(\Sigma, M)$. This application is described in Section 6 and follows the techniques introduced by the first author in [5]. For a cluster algebra $A$ associated to $(\Sigma, M)$ over an arbitrary coefficient system, we prove that if $x$ and $x'$ are two different clusters, then any monomial in $x'$ in which at least one element from $x' \setminus x$ appears with positive exponent is a $\mathbb{Z}P$-linear combination of proper Laurent monomials in $x$ (that is, Laurent monomials with non-trivial denominator). Then we show that in any cluster algebra satisfying this proper Laurent monomial property, cluster monomials are linearly independent over the group ring $\mathbb{Z}P$. We also show that in such a cluster algebra $A$, if a positive element (that is, an element whose Laurent expansion with respect to each cluster has coefficients in $\mathbb{Z}_{\geq 0}P$) belongs to the $\mathbb{Z}P$-submodule of $A$ generated by all cluster monomials, then it can be written as a $\mathbb{Z}_{\geq 0}P$-linear combination of cluster monomials. As an application of the latter result, in Section 7 we show that in coefficient-free skew-symmetric cluster algebras of types $A$, $D$ and $E$, cluster monomials form an atomic basis (that is, a $\mathbb{Z}$-basis $B$ of $A$ such that the set of positive elements of $A$ is precisely the set of non-negative $\mathbb{Z}$-linear combinations of elements of $B$).

It is worth mentioning that the results from Section 6 are valid over arbitrary coefficient systems. However, for simplicity reasons, we have limited ourselves to work over coefficient systems of geometric type. Throughout the paper, $K$ will always denote a field. In Sections 6 and 7 we will assume that $K = \mathbb{C}$. 
2. Algebraic and Combinatorial Background

2.1. Quiver mutations. In this subsection we recall the operation of quiver mutation, fundamental in Fomin-Zelevinsky’s definition of (skew-symmetric) cluster algebras. Recall that a quiver is a finite directed graph, that is, a quadruple \( Q = (Q_0, Q_1, h, t) \), where \( Q_0 \) is the (finite) set of vertices of \( Q \), \( Q_1 \) is the (finite) set of arrows, and \( h : Q_1 \to Q_0 \) and \( t : Q_1 \to Q_0 \) are the head and tail functions. Recall also the common notation \( a : i \to j \) to indicate that \( a \) is an arrow of \( Q \) with \( t(a) = i \), \( h(a) = j \). We will always deal only with loop-free quivers, that is, with quivers that have no arrow \( a \) with \( t(a) = h(a) \).

A path of length \( d > 0 \) in \( Q \) is a sequence \( a_1a_2\ldots a_d \) of arrows with \( t(a_j) = h(a_{j+1}) \) for \( j = 1,\ldots,d-1 \). A path \( a_1a_2\ldots a_d \) of length \( d > 0 \) is a \( d \)-cycle if \( h(a_1) = t(a_d) \). A quiver is 2-acyclic if it has no 2-cycles.

Paths are composed as functions, that is, if \( a = a_1\ldots a_d \) and \( b = b_1\ldots b_{d'} \) are paths with \( h(b) = t(a) \), then the product \( ab \) is defined as the path \( a_1\ldots a_d b_1\ldots b_{d'} \), which starts at \( t(b_{d'}) \) and ends at \( h(a_1) \). See Figure 1.

**Figure 1.** Paths are composed as functions

\[
\bullet \xrightarrow{b_d} \ldots \xrightarrow{b_1} \bullet \xrightarrow{a_d} \ldots \xrightarrow{a_1} \bullet
\]

For \( i \in Q_0 \), an \( i \)-hook in \( Q \) is any path \( ab \) of length 2 such that \( a,b \in Q_1 \) are arrows with \( t(a) = i = h(b) \).

**Definition 2.1.** Given a quiver \( Q \) and a vertex \( x \in Q_0 \) such that \( Q \) has no 2-cycles incident at \( x \), we define the mutation of \( Q \) in direction \( x \) as the quiver \( \mu_x(Q) \) with vertex set \( Q_0 \) that results after applying the following three-step procedure to \( Q \):

(Step 1) For each \( i \)-hook \( ab \) introduce an arrow \([ab]: t(b) \to h(a)\).

(Step 2) Replace each arrow \( a : i \to h(a) \) of \( Q \) with an arrow \( a^* : h(a) \to i \), and each arrow \( b : t(b) \to i \) of \( Q \) with an arrow \( b^* : i \to t(b) \).

(Step 3) Choose a maximal collection of disjoint 2-cycles and remove them.

We call the quiver obtained after the 1st and 2nd steps the premutation \( \widehat{\mu}_i(Q) \).

2.2. Cluster algebras. In this subsection we recall the definition of skew-symmetric cluster algebras of geometric type. Our main references are [13], [14], [3] and [15].

Let \( r \) and \( n \) be non-negative integers, with \( n \geq 1 \). Let \( \mathbb{P} = \text{Trop}(x_{n+1},\ldots,x_{n+r}) \) be the tropical semifield on \( r \) generators. By definition, \( \mathbb{P} \) is the free abelian group in \( r \) different symbols \( x_{n+1},\ldots,x_{n+r} \), with its group operation written multiplicatively, and has the auxiliary addition \( \oplus \) defined by

\[
(x_{n+1}^{a_{n+1}}\ldots x_{n+r}^{a_{n+r}}) \oplus (x_{n+1}^{b_{n+1}}\ldots x_{n+r}^{b_{n+r}}) = x_{n+1}^{\min(a_{n+1},b_{n+1})}\ldots x_{n+r}^{\min(a_{n+r},b_{n+r})}.
\]

Thus, the elements of \( \mathbb{P} \) are precisely the Laurent monomials in the symbols \( x_{n+1},\ldots,x_{n+r} \), and the group ring \( \mathbb{Z}\mathbb{P} \) is the ring of Laurent polynomials in \( x_{n+1},\ldots,x_{n+r} \) with integer coefficients. (We warn the reader that the addition of \( \mathbb{Z}\mathbb{P} \) has absolutely nothing to do with the auxiliary addition \( \oplus \) of \( \mathbb{P} \)).

Fix a field \( \mathcal{F} \) isomorphic to the field of fractions of the ring of polynomials in \( n \) algebraically independent variables with coefficients in \( \mathbb{Z}\mathbb{P} \). A (labeled) seed in \( \mathcal{F} \) is a pair \((\widehat{B},\mathbf{x})\), where

- \( \mathbf{x} = (x_1,\ldots,x_n) \) is a tuple of \( n \) elements of \( \mathcal{F} \) that are algebraically independent over \( \mathbb{Q}\mathbb{P} \) and such that \( \mathcal{F} = \mathbb{Q}\mathbb{P}(x_1,\ldots,x_n) \) (such tuples are often called free generating sets of \( \mathcal{F} \));
- \( \widehat{B} \) is an \((n+r) \times n \) integer matrix, whose first \( n \) rows form a skew-symmetric matrix \( B \).

The matrix \( B \) (resp. \( \widehat{B} \)) receives the name of exchange matrix (resp. extended exchange matrix) of the seed \((\widehat{B},\mathbf{x})\), whereas the tuple \( \mathbf{x} \) is called the (ordered) cluster of the seed.

**Definition 2.2.** Let \((\widehat{B},\mathbf{x})\) be a seed. For \( i \in [1,n] = \{1,\ldots,n\} \), the mutation of \((\widehat{B},\mathbf{x})\) with respect to \( i \), denoted by \( \mu_i(\widehat{B},\mathbf{x}) \), is the pair \((\widehat{B}',\mathbf{x}')\), where

- \( \widehat{B}' \) is the \((n+r) \times n \) integer matrix whose entries are defined by

\[
b'_{kj} = \begin{cases} 
-b_{kj} & \text{if } k = i \text{ or } j = i, \\
\frac{b_{kj} + b_{kj}b_{ij} + b_{ij}b_{ij}}{2} & \text{if } k \neq i \neq j;
\end{cases}
\]
\( \mathbf{x}' = (x'_1, \ldots, x'_n) \) is the \( n \)-tuple of elements of \( \mathcal{F} \) given by

\[
(2.1) \quad x'_k = \begin{cases} 
\frac{x_k}{\prod_{i=1}^{\infty} x_i^{[b]_+ + b_{ij} + \prod_{j=1}^{\infty} x_j^{[b]_+}}} & \text{if } k \neq i, \\
[0, b) & \text{if } k = i,
\end{cases}
\]

where \([b]_+ = \max(0, b)\) for any real number \( b \).

It is easy to check that \( \mu_i \) is an involution of the set of all seeds of \( \mathcal{F} \). That is, if \((\tilde{B}, \mathbf{x})\) is a seed in \( \mathcal{F} \), then \( \mu_i(\tilde{B}, \mathbf{x}) \) is a seed in \( \mathcal{F} \) as well, and \( \mu_i \mu_i(\tilde{B}, \mathbf{x}) = (\tilde{B}, \mathbf{x}) \). Two seeds are mutation equivalent if one can be obtained from the other by applying a finite sequence of seed mutations.

Let \( T_n \) be an \( n \)-regular tree, with each of its edges labeled by a number from the set \([1, n]\) in such a way that different edges incident to the same vertex have different labels. A cluster pattern assigns to each vertex \( t \) of \( T_n \) a seed \( (\tilde{B}_t, \mathbf{x}_t) \), in such a way that whenever two vertices \( t, t' \), of \( T_n \) are connected by an edge labeled with the number \( i \), their corresponding seeds are related by seed mutation with respect to \( i \). It is clear that if we fix a vertex \( t_0 \) of \( T_n \), any cluster pattern is uniquely determined by the choice of an initial seed \((\tilde{B}_{t_0}, \mathbf{x}_{t_0})\). By definition, the (skew–symmetric) cluster algebra \( \mathcal{A}(\tilde{B}_{t_0}, \mathbf{x}_{t_0}) \) associated to the seed \((\tilde{B}_{t_0}, \mathbf{x}_{t_0})\) is the \( \mathbb{Z}P \)-subalgebra of \( \mathcal{F} \) generated by union of all clusters of the seeds mutation equivalent to \((\tilde{B}_{t_0}, \mathbf{x}_{t_0})\). Note that, up to field automorphisms of \( \mathcal{F} \), the cluster algebra \( \mathcal{A}(\tilde{B}_{t_0}, \mathbf{x}_{t_0}) \) depends only on the initial extended exchange matrix \( \tilde{B}_{t_0} \). Hence it is customary to write \( \mathcal{A}(\tilde{B}_{t_0}) = \mathcal{A}(\tilde{B}_{t_0}, \mathbf{x}_{t_0}) \).

Because of (2.1), for every vertex \( t \) of \( T_n \), all cluster variables in \( \mathcal{A}(\tilde{B}_{t_0}) \) can be expressed as rational functions in \( \mathbf{x}_t \) with coefficients in \( \mathbb{Z}P \). One of the fundamental theorems of cluster algebra theory, the famous Laurent phenomenon of Fomin-Zelevinsky, asserts that these rational functions are actually Laurent polynomials in \( \mathbf{x}_t \) with coefficients in \( \mathbb{Z}P \). Fomin-Zelevinsky have conjectured that all integers appearing in these Laurent expansions are non-negative.

The language of quivers turns out to be extremely useful to obtain information about cluster algebras. Each skew-symmetric matrix \( B \) gives rise to a quiver \( Q = Q(B) \) as follows: the vertex set of \( Q \) is \( Q_0 = [1, n] \), and for each pair of vertices \( i, j \), \( Q \) has \( b_{ij} \) arrows from \( j \) to \( i \) provided \( b_{ij} \geq 0 \). The quiver counterpart of the mutation rule for matrices stated in Definition 2.2 is precisely the quiver mutation described in Definition 2.1.

### 2.3. Quivers with potentials.

Here we give the background on quivers with potentials and their mutations we shall use in the remaining sections. Our main reference for this subsection is [8]. A survey of the topics treated in [8] can be found in [26].

Given a quiver \( Q \), we denote by \( R \) the \( K \)-vector space with basis \( \{ e_i \ | \ i \in Q_0 \} \). If we define \( e_i e_j = \delta_{ij} e_i \), then \( R \) becomes naturally a commutative semisimple \( K \)-algebra, which we call the vertex span of \( Q \); each \( e_i \) is called the path of length zero at \( i \). We define the arrow span of \( Q \) as the \( K \)-vector space \( A \) with basis the set of arrows \( Q_1 \). Note that \( A \) is an \( R \)-bimodule if we define \( e_i a = \delta_{i,h(a)} a \) and \( e_j c = a \delta_{j,h(a)} \) for \( i \in Q_0 \) and \( a \in Q_1 \). For \( d \geq 0 \) we denote by \( A^d \) the \( K \)-vector space with basis all the paths of length \( d \) in \( Q \); this space has a natural \( R \)-bimodule structure as well. Notice that \( A^0 = R \) and \( A^1 = A \).

**Definition 2.3**. The complete path algebra of \( Q \) is the \( K \)-vector space consisting of all possibly infinite linear combinations of paths in \( Q \), that is,

\[
(2.2) \quad R(\langle Q \rangle) = \prod_{d=0}^{\infty} A^d,
\]

with multiplication induced by concatenation of paths.

Note that \( R(\langle Q \rangle) \) is a \( K \)-algebra and an \( R \)-bimodule, and has the usual path algebra

\[
(2.3) \quad R(\langle Q \rangle) = \bigoplus_{d=0}^{\infty} A^d
\]

as \( K \)-subalgebra and sub-\( R \)-bimodule. Moreover, \( R(\langle Q \rangle) \) is dense in \( R(\langle Q \rangle) \) under the \( \mathfrak{m} \)-adic topology, whose fundamental system of open neighborhoods around 0 is given by the powers of \( \mathfrak{m} = \mathfrak{m}(\langle Q \rangle) = \prod_{d \geq 1} A^d \), which is the ideal of \( R(\langle Q \rangle) \) generated by the arrows. A crucial property of this topology is the following:

\[
(2.4) \quad \text{a sequence } (x_n)_{n \in \mathbb{N}} \text{ of elements of } R(\langle Q \rangle) \text{ converges if and only if for every } d \geq 0,
\]
the sequence \( (x_n^{(d)})_{n \in \mathbb{N}} \) stabilizes as \( n \to \infty \), in which case \( \lim_{n \to \infty} x_n = \sum_{d \geq 0} \lim_{n \to \infty} x_n^{(d)} \),

where \( x_n^{(d)} \) denotes the degree-\( d \) component of \( x_n \).

Even though the action of \( R \) on \( R(\langle \rangle) \) (and \( R(\langle Q \rangle) \)) is not central, it is compatible with the multiplication of \( R(\langle Q \rangle) \) in the sense that if \( a \) and \( b \) are paths in \( Q \), then \( \psi_{h(a)b} = a \psi_{h(a)} b = a \psi_{h(b)} b \). Therefore we will say that \( R(\langle Q \rangle) \) (and \( R(\langle Q' \rangle) \)) are \( R \)-algebras. Accordingly, any \( K \)-algebra homomorphism \( \phi \) between (complete) path algebras will be called an \( R \)-algebra homomorphism if the underlying quivers have the same set of vertices and \( \varphi(r) = r \) for every \( r \in R \). It is easy to see that every \( R \)-algebra homomorphism between complete path algebras is continuous. The following is an extremely useful criterion to decide if a given linear map \( \varphi : R(\langle Q \rangle) \to R(\langle Q' \rangle) \) between complete path algebras (on the same set of vertices) is an \( R \)-algebra homomorphism or an \( R \)-algebra isomorphism (for a proof, see [8, Proposition 2.4]):

\[
(5.5) \quad \text{Every pair } (\varphi^{(1)}, \varphi^{(2)}) \text{ of } R \text{-bimodule homomorphisms } \varphi^{(1)} : A \to A', \varphi^{(2)} : A \to m(Q')^2, \\
\text{extends uniquely to a continuous } R \text{-algebra homomorphism } \varphi : R(\langle Q \rangle) \to R(\langle Q' \rangle) \\
\text{such that } \varphi|_A = (\varphi^{(1)}, \varphi^{(2)}). \quad \text{Furthermore, } \varphi \text{ is } R \text{-algebra isomorphism if and only if } \\
\varphi^{(1)} \text{ is an } R \text{-bimodule isomorphism.}
\]

There are many definitions surrounding Derksen-Weyman-Zelevinsky’s mutation theory of quivers with potentials. In order to be as concise as possible, but still self-contained, we present the most important ones (for our purposes) at once.

**Definition 2.4.**

- A potential on \( Q \) (or \( A \)) is any element of \( R(\langle Q \rangle) \) all of whose terms are cyclic paths of positive length. The set of all potentials on \( Q \) is denoted by \( R(\langle Q \rangle)_{\text{cyc}} \), it is a closed vector subspace of \( R(\langle Q \rangle) \).
- Two potentials \( S, S' \in R(\langle Q \rangle)_{\text{cyc}} \) are cyclically equivalent if \( S - S' \) lies in the closure of the vector subspace of \( R(\langle Q \rangle) \) spanned by all the elements of the form \( a_1 \ldots a_d - a_2 \ldots a_d a_1 \) with \( a_1 \ldots a_d \) a cyclic path of positive length.
- A quiver with potential is a pair \((Q, S)\) (or \((A, S)\)), where \( S \) is a potential on \( Q \) such that no two different cyclic paths appearing in the expression of \( S \) are cyclically equivalent. Following [8], we will use the shorthand \(QP\) to abbreviate “quiver with potential”.
- The direct sum of two QPs \((A, S)\) and \((A', S')\) on the same set of vertices is the QP \((A \oplus A', S + S') = (A \oplus A', S + S')\). The \( R \)-bimodule \( A \oplus A' \) is the arrow span of the quiver whose vertex set is \( Q_0 \) and whose arrow set is \( Q_0 \cup Q'_0 \).
- If \((Q, S)\) and \((Q', S')\) are QPs on the same set of vertices, we say that \((Q, S)\) is right-equivalent to \((Q', S')\) if there exists a right-equivalence between them, that is, an \( R \)-algebra isomorphism \( \varphi : R(\langle Q \rangle) \to R(\langle Q' \rangle) \) such that \( \varphi(S) \) is cyclically equivalent to \( S' \).
- For each arrow \( a \in Q_1 \) and each cyclic path \( a_1 \ldots a_d \) in \( Q \) we define the cyclic derivative

\[
(6.6) \quad \partial_a(a_1 \ldots a_d) = \sum_{i=1}^d \delta_{a,a_i} a_{i+1} \ldots a_d a_1 \ldots a_{i-1},
\]

(where \( \delta_{a,a_i} \) is the Kronecker delta) and extend \( \partial_a \) by linearity and continuity to obtain a map \( \partial_a : R(\langle Q \rangle)_{\text{cyc}} \to R(\langle Q \rangle) \).

- The Jacobian ideal \( J(S) \) is the closure of the two-sided ideal of \( R(\langle Q \rangle) \) generated by \( \{ \partial_a(S) \mid a \in Q_1 \} \), and the Jacobian algebra \( P(Q, S) \) is the quotient algebra \( R(\langle Q \rangle)/J(S) \).
- A QP \((Q, S)\) is trivial if \( S \in A^2 \) and \( \{ \partial_a(S) \mid a \in Q_1 \} \) spans \( A \).
- A QP \((Q, S)\) is reduced if the degree-2 component of \( S \) is 0, that is, if the expression of \( S \) involves no 2-cycles.
- We say that a quiver \( Q \) (or its arrow span, or any QP having it as underlying quiver) is 2-acyclic if it has no 2-cycles.

**Proposition 2.5.** [8, Propositions 3.3 and 3.7]

1. If \( S, S' \in R(\langle Q \rangle)_{\text{cyc}} \) are cyclically equivalent, then \( \partial_a(S) = \partial_a(S') \) for all \( a \in Q_1 \).
2. Jacobian ideals and Jacobian algebras are invariant under right-equivalences. That is, if \( \varphi : R(\langle Q \rangle) \to R(\langle Q' \rangle) \) is a right-equivalence between \((Q, S)\) and \((Q', S')\), then \( \varphi \) sends \( J(S) \) onto \( J(S') \) and therefore induces an isomorphism \( P(Q, S) \to P(Q', S') \).
One of the main technical results of [8] is the Splitting Theorem, which we now state.

**Theorem 2.6.** [8, Theorem 4.6] For every QP \((Q, S)\) there exist a trivial QP \((Q_{\text{triv}}, S_{\text{triv}})\) and a reduced QP \((Q_{\text{red}}, S_{\text{red}})\) such that \((Q, S)\) is right-equivalent to the direct sum \((Q_{\text{triv}}, S_{\text{triv}}) \oplus (Q_{\text{red}}, S_{\text{red}})\). Furthermore, the right-equivalence class of each of the QPs \((Q_{\text{triv}}, S_{\text{triv}})\) and \((Q_{\text{red}}, S_{\text{red}})\) is determined by the right-equivalence class of \((Q, S)\).

In the situation of Theorem 2.6, the QPs \((Q_{\text{red}}, S_{\text{red}})\) and \((Q_{\text{triv}}, S_{\text{triv}})\) are called, respectively, the reduced part and the trivial part of \((Q, S)\); this terminology is well defined up to right-equivalence.

We now turn to the definition of mutation of a QP. Let \((Q, S)\) be a QP on the vertex set \(Q_0\) and let \(i \in Q_0\). Assume that \(Q\) has no 2-cycles incident to \(i\). Thus, if necessary, we replace \(S\) with a cyclically equivalent potential so that we can assume that every cyclic path appearing in the expression of \(S\) does not begin at \(i\). This allows us to define \([S]\) as the potential on \(\tilde{\mu}_i(Q)\) obtained from \(S\) by replacing each \(i\)-hook \(ab\) with the arrow \([ab]\) (see the line preceding Definition 2.1). Also, we define \(\Delta_i(Q) = \sum b^*a^*[ab]\), where the sum runs over all \(i\)-hooks \(ab\) of \(Q\).

**Definition 2.7.** Under the assumptions and notation just stated, we define the premutation of \((Q, S)\) in direction \(i\) as the QP \(\tilde{\mu}_i(Q, S) = (\tilde{\mu}_i(Q), \tilde{\mu}_i(S))\) (see Definition 2.1, where \(\tilde{\mu}_i(S) = [S] + \Delta_i(Q)\)). The mutation \(\mu_i(Q, S)\) of \((Q, S)\) in direction \(i\) is then defined as the reduced part of \(\tilde{\mu}_i(Q, S)\).

**Definition 2.8.**

- A QP \((Q, S)\) is non-degenerate if it is 2-acyclic and the QP obtained after any possible sequence of QP-mutations is 2-acyclic.
- A QP \((Q, S)\) is rigid if every cycle in \(Q\) is cyclically equivalent to an element of the Jacobian ideal \(J(S)\).

The next theorem summarizes the main results of [8] concerning QP-mutations. The reader can find the statements and their respective proofs in Theorem 5.2 and Corollary 5.4, Theorem 5.7, Corollary 7.4, Corollary 6.11, and Corollary 6.6, of [8].

**Theorem 2.9.**

1. Premutations and mutations are well defined up to right-equivalence.
2. Mutations are involutive up to right-equivalence.
3. If the base field \(K\) is uncountable, then every 2-acyclic quiver admits a non-degenerate QP.
4. The class of reduced rigid QPs is closed under QP-mutation. Consequently, every rigid reduced QP is non-degenerate.
5. Finite-dimensionality of Jacobian algebras is invariant under QP-mutations.

### 2.4. QP-representations.

In this subsection we describe how the notions of right-equivalence and QP-mutation extend to the level of representations. As in the previous subsection, our main reference is [8].

**Definition 2.10.** Let \((Q, S)\) be any QP. A decorated \((Q, S)\)-representation, or QP-representation, is a quadruple \(\mathcal{M} = (Q, S, M, V)\), where \(M\) is a finite-dimensional left \(\mathcal{P}(Q, S)\)-module and \(V\) is a finite-dimensional left \(\mathcal{R}\)-module.

By setting \(M_i = e_iM\) for each \(i \in Q_0\), and \(a_M : M_{t(a)} \to M_{h(a)}\) as the multiplication by \(a \in Q_1\) given by the \(R(\langle Q \rangle)\)-module structure of \(M\), we easily see that each \(\mathcal{P}(Q, S)\)-module induces a representation of the quiver \(Q\). Furthermore, since every finite-dimensional \(R(\langle Q \rangle)\)-module is nilpotent (that is, annihilated by some power of \(m\)) any QP-representation is prescribed by the following data:

1. A tuple \((M_i)_{i \in Q_0}\) of finite-dimensional \(K\)-vector spaces;
2. A family \((a_M : M_{t(a)} \to M_{h(a)})_{a \in Q_0}\) of \(K\)-linear transformations annihilated by \(\{\partial_a(S) \mid a \in Q_1\}\), for which there exists an integer \(r \geq 1\) with the property that the composition \(a_1M \ldots a_rM\) is identically zero for every \(r\)-path \(a_1 \ldots a_r\) in \(Q\).
3. A tuple \((V_i)_{i \in Q_0}\) of finite-dimensional \(K\)-vector spaces (without any specification of linear maps between them).

**Remark 2.11.** In the literature, the linear map \(a_M : M_{t(a)} \to M_{h(a)}\) induced by left multiplication by \(a\) is more commonly denoted by \(M_a\). We will use both of these notations indistinctly.

**Definition 2.12.** Let \((Q, S)\) and \((Q', S')\) be QPs on the same set of vertices, and let \(\mathcal{M} = (Q, S, M, V)\) and \(\mathcal{M}' = (Q', S', M', V')\) be decorated representations. A triple \(\Phi = (\phi, \psi, \eta)\) is called a right-equivalence between \(\mathcal{M}\) and \(\mathcal{M}'\) if the following three conditions are satisfied:
Proposition 2.13. [8, Propositions 4.5 and 10.5] With the action of $R(\langle Q_{\text{red}} \rangle)$ on $M^\varphi$ just defined, the quadruple $(Q_{\text{red}}, S_{\text{red}}, M^\varphi, V)$ becomes a QP-representation. Moreover, the right-equivalence class of $(Q_{\text{red}}, S_{\text{red}}, M^\varphi, V)$ is determined by the right-equivalence class of $M$.

The (right-equivalence class of the) QP-representation $M_{\text{red}} = (Q_{\text{red}}, S_{\text{red}}, M^\varphi, V)$ is the reduced part of $M$.

We now turn to the representation-theoretic analogue of the notion of QP-mutation. Let $(Q, S)$ be a QP. Fix a vertex $i \in Q_0$, and suppose that $Q$ does not have 2-cycles incident to $i$. Denote by $a_1, \ldots, a_s$ (resp. $b_1, \ldots, b_t$) the arrows ending at $i$ (resp. starting at $i$). Take a QP-representation $M = (Q, S, M, V)$ and set

$$M_{\text{in}} = M_{\text{in}}(i) = \bigoplus_{k=1}^s M_{t(a_k)}, \quad M_{\text{out}} = M_{\text{out}}(i) = \bigoplus_{l=1}^t M_{h(b_l)}.$$ 

Multiplication by the arrows $a_1, \ldots, a_s$ and $b_1, \ldots, b_t$ induces $K$-linear maps

$$a = a_i = [a_1 \ldots a_s] : M_{\text{in}} \to M_i, \quad b = b_i = \begin{bmatrix} b_1 \\ \vdots \\ b_t \end{bmatrix} : M_i \to M_{\text{out}}.$$ 

For each $k \in [1, s]$ and each $l \in [1, t]$ let $c_{k,l} : M_{h(b_l)} \to M_{t(a_k)}$ be the linear map given by multiplication by the the element $b_{l,a_k}([S])$, and arrange these maps into a matrix to obtain a linear map $c = c_i : M_{\text{out}} \to M_{\text{in}}$ (remember that $[S]$ is obtained from $S$ by replacing each $i$-hook $ab$ with the arrow $[ab]$). Since $M$ is a $P(Q, S)$-module, we have $ac = 0$ and $bc = 0$.

Define vector spaces $\overline{M_j} = M_j$ and $\overline{V_j} = V_j$ for $j \in Q_0$, $j \neq i$, and

$$\overline{M_i} = \frac{\ker c}{\im b} \oplus \im c \oplus \frac{\ker a}{\im c} \oplus V_i, \quad \overline{V_i} = \frac{\ker b}{\ker b \cap \im a}.$$ 

We define an action of the arrows of $\overline{\mu}_i(Q)$ on $\overline{M} = \bigoplus_{j \in Q_0} \overline{M_j}$ as follows. If $c$ is an arrow of $Q$ not incident to $i$, we define $c\overline{M} = c\overline{M}$, and for each $k \in [1, s]$ and each $l \in [1, t]$ we set $[b_{l,a_k}]_{\overline{M}} = (b_{l,a_k})_M = b_{l,M}a_{k,M}$.

To define the action of the remaining arrows, choose a linear map $r_i : M_{\text{out}} \to \ker c$ such that the composition $\ker c \to M_{\text{out}} \to \overline{M_i}$ is the identity (where $\ker c \to M_{\text{out}}$ is the inclusion) and a linear map $s_i : \ker c \to \ker a$ such that the composition $\ker c \to \overline{M_i} \to \ker a$ is the identity (where $\ker a \to \ker a$ is the canonical projection). Then set

$$[b_1^i \ldots b_t^i] = \overline{a} = \begin{bmatrix} -pr \\ -c \\ 0 \\ 0 \end{bmatrix} : M_{\text{out}} \to \overline{M_i}, \quad \begin{bmatrix} a_1^i \\ \vdots \\ a_s^i \end{bmatrix} = \overline{b} = [0 \ 0 \ i \is \ 0] : \overline{M_i} \to M_{\text{in}},$$ 

where $p : \ker c \to \ker c$ is the canonical projection and $i : \ker a \to M_{\text{in}}$ is the inclusion.

Since $m^rM = 0$ for some sufficiently large $r$, this action of the arrows of $\overline{\mu}_i(Q)$ on $\overline{M}$ extends uniquely to an action of $R(\langle \overline{\mu}_i(Q) \rangle)$ under which $\overline{M}$ is an $R(\langle \overline{\mu}_i(Q) \rangle)$-module.

Remark 2.14. Note that the choice of the linear maps $r$ and $s$ is not canonical. However, different choices lead to isomorphic $R(\langle \overline{\mu}_i(Q) \rangle)$-module structures on $\overline{M}$.
Theorem 2.16. (1) Premutations and mutations are well defined up to right-equivalence.
(2) Mutations of QP-representations are involutive up to right-equivalence.

To close the current subsection, we recall Derksen-Weyman-Zelevinsky’s definition of the g-vector, the F-polynomial and the E-invariant of a QP-representation (cf. [9]). Let \((Q, S)\) be a non-degenerate QP defined over the field \(\mathbb{C}\) of complex numbers, and \(M = (M, V)\) be a decorated \((Q, S)\)-representation. The g-vector and F-polynomial of \(M\) are defined as follows. For \(i \in Q_0\), the \(i^{th}\) entry of the g-vector \(g_M\) of \(M\) is
\[
g_i^M = \dim \ker c_i - \dim M_i + \dim V_i.
\]
The F-polynomial \(F_M\) of \(M\) is
\[
F_M = \sum_{\mathbf{e} \in \mathbb{N}^{\geq 0}} \chi(Gr_e(M)) \mathbf{X}^\mathbf{e},
\]
where \(\mathbf{X}\) is a set of indeterminates, indexed by \(Q_0\), that are algebraically independent over \(\mathbb{Q}\), \(Gr_e(M)\) is the quiver Grassmannian of subrepresentations of \(M\) with dimension vector \(\mathbf{e}\), and \(\chi\) is the Euler-Poincaré characteristic.

Let \(N = (N, W)\) be a second decorated representation of \((Q, S)\). Define the integer
\[
E^{m3}(M, N) = \dim \text{Hom}_{\mathcal{P}(A, S)}(M, N) + \dim(M) \cdot g_N
\]
where \(\dim(M) = (\dim M_i)_{i \in Q_0}\) is the dimension vector of the positive part \(M\) of \(M\), and \(\cdot\) denotes the usual scalar product of vectors. The E-invariant of \(M\) is then defined to be the integer
\[
E(M) = E^{m3}(M, M).
\]
According to [9, theorem 7.1], this number is invariant under mutations of QP-representations, that is, \(E(\mu_i(M)) = E(M)\) for any decorated representation \(M\). Notice that \(E(N) = 0\) for every negative QP-representation. Hence \(E(M) = 0\) for every QP-representation mutation that can be obtained from a negative one by performing a finite sequence of mutations.

If the potential \(S\) satisfies an additional “admissibility condition”, the E-invariant possesses a remarkable homological interpretation. We will study this in Section 5.

2.5. Relation between cluster algebras and QP-representations. The articles [15] and [9] are our main references for this subsection, throughout which \(B\) will be an \(n \times n\) skew-symmetric integer matrix, and \(\tilde{B}\) will be the \(2n \times n\) matrix whose top \(n \times n\) submatrix is \(B\) and whose bottom \(n \times n\) submatrix is the identity matrix. Put a seed \((\tilde{B}, \mathbf{x})\) as the initial seed of a cluster pattern, being \(t_0\) the initial vertex of \(T_n\). In [15], Fomin-Zelevinsky introduce a \(\mathbb{Z}^n\)-grading for \(\mathbb{Z}[x_1^{\pm 1}, \ldots, x_n^{\pm 1}, x_{n+1}, \ldots, x_{2n}]\) defined by the formulas
\[
\deg(x_i) = \mathbf{e}_i, \quad \text{and} \quad \deg(x_{n+i}) = -\mathbf{b}_i \text{ for } l = 1, \ldots, n
\]
where \(\mathbf{e}_1, \ldots, \mathbf{e}_n\) are the standard basis (column) vectors in \(\mathbb{Z}^n\), and \(\mathbf{b}_l = \sum_k b_{lk}\mathbf{e}_k\) is the \(l^{th}\) column of the \(n \times n\) top part \(B\) of \(\tilde{B}\). Under this \(\mathbb{Z}^n\)-grading, all cluster variables in the principal-coefficient cluster algebra \(A_\bullet(B) = A(\tilde{B})\) are homogeneous elements (cf. [15], Proposition 6.1 and Corollary 6.2). By definition, the g-vector \(g^e_\bullet\) of a cluster variable \(x \in A_\bullet(B)\) with respect to the initial cluster \(\mathbf{x}\) is its multi-degree with respect to the \(\mathbb{Z}^n\)-grading just defined.

For each vertex \(t\) of \(T_n\) and each index \(l \in [1, n]\), let us denote by \(X_{k|t}^{B|t_0}\) the \(k^{th}\) cluster variable from the cluster attached to the vertex \(t\) by the cluster pattern under current consideration. By (2.1), \(X_{k|t}^{B|t_0}\) is a rational function in the initial cluster \(\mathbf{x}\) with coefficients in the group semiring \(\mathbb{Z}_{\geq 0}\text{Trop}(x_{n+1}, \ldots, x_{2n})\). The F-polynomial \(F_{k|t}^{B|t_0}\) is defined to be the result of specializing \(x_{n+1}, \ldots, y_{2n}\), to 1 in the rational function \(X_{k|t}^{B|t_0}\).

According to [15], Corollary 6.3, for \(k = 1, \ldots, n\) we have the following separation of additions.
Theorem 2.17. Let $\mathbb{P}$ be any semifield and let $\mathcal{A}$ be a cluster algebra over the ground ring $\mathbb{Z}\mathbb{P}$, contained in the ambient field $F$, with the matrix $B$, the cluster $\mathbf{x}$ and the coefficient tuple $\mathbf{y}$ placed at the initial seed of the corresponding cluster pattern. Let $t$ be a vertex of $\mathcal{T}_n$, and $\mathbf{x}'$ be the cluster attached to $t$ by the alluded cluster pattern. Then the $k^{th}$ cluster variable from $\mathbf{x}'$ has the following expression in terms of the initial cluster $\mathbf{x}$:

$$x'_k = \frac{F_{k,t}^B(x(\tilde{y}_1, \ldots, \tilde{y}_n))}{F_{k,t}^B(x(y_1, \ldots, y_n))} x_1^{g_{1,k}} \cdots x_n^{g_{n,k}},$$

where $\tilde{y}_j = y_j \prod_{i=1}^n x_i^{b_{ij}}$ and $g_{x_k}^x = \begin{bmatrix} g_{1,k} \\ \vdots \\ g_{n,k} \end{bmatrix}$.

By the following theorem of Derksen-Weyman-Zelevinsky, $\mathbf{g}$-vectors and $F$-polynomials of QP-representations provide a fundamental representation-theoretic interpretation of $\mathbf{g}$-vectors and $F$-polynomials of cluster variables.

Theorem 2.18. [9, Theorem 5.1] Let $B$ and $\tilde{B}$ be as in the beginning of the subsection. Attach a seed $(\tilde{B}, \mathbf{x})$ to the initial vertex $t_0$ of $\mathcal{T}_n$ and consider the resulting cluster pattern. For every vertex $t$ and every $k \in [1, n]$ we have

$$F_{k,t}^{B,t_0} = F_{k,t}^{\tilde{B},t_0}$$ and $g_{x_k}^{\tilde{x}_k,t_0} = g_{x_k}^{x_k,t_0},$

where $\mathcal{M}_{k,t_0}^{\tilde{B},t_0}$ is a QP-representation defined as follows. Let $t_0 \frac{1}{t_1} \frac{1}{t_2} \cdots \frac{1}{t_{m-1}} t$ be the unique path on $\mathcal{T}_n$ that connects $t$ with $t_0$. Over the field $\mathbb{C}$ of complex numbers, let $S$ be a non-degenerate potential on the quiver $Q = Q(B)$ and $(Q_1, S_1)$ be the QP obtained by applying the QP-mutation sequence $\mu_{i_1}, \ldots, \mu_{i_m}$, to $(Q, S)$. Then

$$\mathcal{M}_{k,t_0}^{B,t_0} = \mu_{i_1} \mu_{i_2} \cdots \mu_{i_m} (S_k^{-1}(Q_1, S_1)).$$

3. TRIANGULATIONS OF SURFACES

For the convenience of the reader, and in order to be as self-contained as possible, we briefly review the material on tagged triangulations of surfaces and their signed adjacency quivers and flips. Our main reference for this section is [11].

Definition 3.1. A bordered surface with marked points, or simply a surface, is a pair $(\Sigma, \mathbb{M})$, where $\Sigma$ is a compact connected oriented Riemann surface with (possibly empty) boundary, and $\mathbb{M}$ is a finite set of points on $\Sigma$, called marked points, such that $\mathbb{M}$ is non-empty and has at least one point from each connected component of the boundary of $\Sigma$. The marked points that lie in the interior of $\Sigma$ are called punctures, and the set of punctures of $(\Sigma, \mathbb{M})$ is denoted $\mathbf{P}$. Throughout the paper we will always assume that:

- $\Sigma$ has non-empty boundary;
- $(\Sigma, \mathbb{M})$ is not an unpunctured monogon, digon or triangle, nor a once-punctured monogon or digon.

Here, by a monogon (resp. digon, triangle) we mean a disk with exactly one (resp. two, three) marked point(s) on the boundary.

Definition 3.2. Let $(\Sigma, \mathbb{M})$ be a surface.

1. An ordinary arc, or simply an arc in $(\Sigma, \mathbb{M})$, is a curve $i$ in $\Sigma$ such that:
   1. The endpoints of $i$ belong to $\mathbb{M}$;
   2. $i$ does not intersect itself, except that its endpoints may coincide;
   3. The relative interior of $i$ is disjoint from $\mathbb{M}$ and from the boundary of $\Sigma$;
   4. $i$ does not cut out an unpunctured monogon nor an unpunctured digon.

2. An arc whose endpoints coincide will be called a loop.

3. Two arcs $i_1$ and $i_2$ are isotopic rel $\mathbb{M}$ if there exists an isotopy $H : I \times \Sigma \to \Sigma$ such that $H(0, x) = x$ for all $x \in \Sigma$, $H(1, i_1) = i_2$, and $H(t, m) = m$ for all $t \in I$ and all $m \in \mathbb{M}$. Arcs will be considered up to isotopy rel $\mathbb{M}$ and orientation. We denote the set of arcs in $(\Sigma, \mathbb{M})$, considered up to isotopy rel $\mathbb{M}$ and orientation, by $\mathbf{A}(\Sigma, \mathbb{M})$.

4. Two arcs are compatible if there are arcs in their respective isotopy classes whose relative interiors do not intersect.
(5) An ideal triangulation of \((\Sigma, M)\) is any maximal collection of pairwise compatible arcs whose relative interiors do not intersect each other.

The next proposition says that the pairwise compatibility of any collection of arcs can be simultaneously realized.

**Proposition 3.3.** [16] Given any collection of pairwise compatible arcs, it is always possible to find representatives in their isotopy classes whose relative interiors do not intersect each other.

**Definition 3.4.** Let \(\tau\) be an ideal triangulation of a surface \((\Sigma, M)\).

1. For each connected component of the complement in \(\Sigma\) of the union of the arcs in \(\tau\), its topological closure \(\triangle\) will be called an ideal triangle of \(\tau\).
2. An ideal triangle \(\triangle\) is called interior if its intersection with the boundary of \(\Sigma\) consists only of (possibly none) marked points. Otherwise it will be called non-interior.
3. An interior ideal triangle \(\triangle\) is self-folded if it contains exactly two arcs of \(\tau\) (see Figure 2).

**Figure 2.** Self-folded triangle

The number \(n\) of arcs in an ideal triangulation of \((\Sigma, M)\) is determined by the genus \(g\) of \(\Sigma\), the number \(b\) of boundary components of \(\Sigma\), the number \(p\) of punctures and the number \(c\) of marked points on the boundary of \(\Sigma\), according to the formula \(n = 6g + 3b + 3p + c - 6\), which can be proved using the definition and basic properties of the Euler characteristic. Hence \(n\) is an invariant of \((\Sigma, M)\), called the rank of \((\Sigma, M)\) (because it coincides with the rank of the cluster algebra associated to \((\Sigma, M)\), see [11]).

Let \(\tau\) be an ideal triangulation of \((\Sigma, M)\) and let \(i \in \tau\) be an arc. If \(i\) is not the folded side of a self-folded triangle, then there exists exactly one arc \(i'\), different from \(i\), such that \(\sigma = (\tau \setminus \{i\}) \cup \{i'\}\) is an ideal triangulation of \((\Sigma, M)\). We say that \(\sigma\) is obtained by applying a flip to \(\tau\), or by flipping the arc \(i\), and write \(\sigma = f_i(\tau)\). In order to be able to flip the folded sides of self-folded triangles, we have to enlarge the set of arcs with which triangulations are formed. This is done by introducing the notion of tagged arc.

**Definition 3.5.** A tagged arc in \((\Sigma, M)\) is an ordinary arc together with a tag accompanying each of its two ends, constrained to the following four conditions:

- a tag can only be plain or notched;
- the arc does not cut out a once-punctured monogon;
- every end corresponding to a marked point that lies on the boundary must be tagged plain;
- both ends of a loop must be tagged in the same way.

Note that there are arcs whose ends may be tagged in different ways. Following [11], in the figures we will omit the plain tags and represent the notched ones by the symbol \(\bowtie\). There is a straightforward way to extend the notion of isotopy to tagged arcs. We denote by \(A^{\bowtie}(\Sigma, M)\) the set of (isotopy classes of) tagged arcs in \((\Sigma, M)\).

If no confusion is possible, we will often refer to ordinary arcs simply as arcs. However, the word “tagged” will never be dropped from the term “tagged arc”. Notice that not every ordinary arc is a tagged arc: a loop that encloses a once-punctured monogon is not a tagged arc.

**Definition 3.6.**
1. Two tagged arcs \(i_1\) and \(i_2\) are compatible if the following conditions are satisfied:
   - the untagged versions of \(i_1\) and \(i_2\) are compatible as ordinary arcs;
   - if the untagged versions of \(i_1\) and \(i_2\) are different, then they are tagged in the same way at each end they share;
   - if the untagged versions of \(i_1\) and \(i_2\) coincide, then there must be at least one end of the untagged version at which they are tagged in the same way.
2. A tagged triangulation of \((\Sigma, M)\) is any maximal collection of pairwise compatible tagged arcs.
All tagged triangulations of \((\Sigma, \mathcal{M})\) have the same cardinality (equal to the rank \(n\) of \((\Sigma, \mathcal{M})\)) and every collection of \(n-1\) pairwise compatible tagged arcs is contained in precisely two tagged triangulations. This means that every tagged arc in a tagged triangulation can be replaced by a uniquely defined, different tagged arc that together with the remaining \(n-1\) arcs forms a tagged triangulation. By analogy with the ordinary case, this combinatorial replacement will be called flip. Furthermore, a sequence \((\tau_0, \ldots, \tau_\ell)\) of ideal or tagged triangulations will be called a flip-sequence if \(\tau_{k-1}\) and \(\tau_k\) are related by a flip for \(k = 1, \ldots, \ell\).

**Proposition 3.7.** Let \((\Sigma, \mathcal{M})\) be a surface with non-empty boundary.

- Any two ideal triangulations of \((\Sigma, \mathcal{M})\) are members of a flip-sequence that involves only ideal triangulations.
- Any two ideal triangulations without self-folded triangles are members of a flip-sequence that involves only ideal triangulations without self-folded triangles.
- Any two tagged triangulations are members of a flip-sequence.

The first assertion of Proposition 3.7 is well known and has many different proofs, we refer the reader to [21] for an elementary one. The second assertion of the proposition is proved in [19]. A proof of the third assertion can be found in [11].

Before defining signed adjacency matrices (and quivers) of tagged triangulations, let us see how to represent ideal triangulations with tagged ones and vice versa.

**Definition 3.8.** Let \(\epsilon : \mathcal{P} \rightarrow \{-1, 1\}\) be any function. We define a function \(t_\epsilon : \mathbb{A}^\circ(\Sigma, \mathcal{M}) \rightarrow \mathbb{A}^\circ(\Sigma, \mathcal{M})\) that represents ordinary arcs by tagged ones as follows.

1. If \(i\) is an ordinary arc that is not a loop enclosing a once-punctured monogon, set \(i\) to be the underlying ordinary arc of the tagged arc \(t_\epsilon(i)\). An end of \(t_\epsilon(i)\) will be tagged notched if and only if the corresponding marked point is an element of \(\mathcal{P}\) where \(\epsilon\) takes the value \(-1\).
2. If \(i\) is a loop, based at a marked point \(m\), that encloses a once-punctured monogon, being \(p\) the puncture inside this monogon, then the underlying ordinary arc of \(t(i)\) is the arc that connects \(m\) with \(p\) inside the monogon. The end at \(m\) will be tagged notched if and only if \(m \in \mathcal{P}\) and \(\epsilon(m) = -1\), and the end at \(p\) will be tagged notched if and only if \(\epsilon(p) = 1\).

In the case where \(\epsilon\) is the function that takes the value \(1\) at every puncture, we shall denote the corresponding function \(t_\epsilon\) simply by \(t\).

To pass from tagged triangulations to ideal ones we need the notion of signature.

**Definition 3.9.**

1. Let \(\tau\) be a tagged triangulation of \((\Sigma, \mathcal{M})\). The **signature** of \(\tau\) is the function \(\delta_\tau : \mathcal{P} \rightarrow \{-1, 0, 1\}\) defined by
   \[
   \delta_\tau(p) =\begin{cases} 
   1 & \text{if all ends of tagged arcs in } \tau \text{ incident to } p \text{ are tagged plain;} \\
   -1 & \text{if all ends of tagged arcs in } \tau \text{ incident to } p \text{ are tagged notched;} \\
   0 & \text{otherwise.}
   \end{cases}
   \]

   Note that if \(\delta_\tau(p) = 0\), then there are precisely two arcs in \(\tau\) incident to \(p\), the untagged versions of these arcs coincide and they carry the same tag at the end different from \(p\).

2. We replace each tagged arc in \(\tau\) with an ordinary arc by means of the following rules:
   - delete all tags at the punctures \(p\) with non-zero signature
   - for each puncture \(p\) with \(\delta_\tau(p) = 0\), replace the tagged arc \(i \in \tau\) which is notched at \(p\) by a loop enclosing \(p\) and \(i\). The resulting collection of ordinary arcs will be denoted by \(\tau^\circ\).

The next proposition follows from the results in Subsection 9.1 of [11].

**Proposition 3.10.** Let \((\Sigma, \mathcal{M})\) be a surface and \(\epsilon : \mathcal{P} \rightarrow \{-1, 1\}\) be a function.

- The function \(t_\epsilon : \mathbb{A}^\circ(\Sigma, \mathcal{M}) \rightarrow \mathbb{A}^\circ(\Sigma, \mathcal{M})\) is injective and preserves compatibility. Thus, if \(i_1\) and \(i_2\) are compatible ordinary arcs, then \(t_\epsilon(i_1)\) and \(t_\epsilon(i_2)\) are compatible tagged arcs. Consequently, if \(T\) is an ideal triangulation of \((\Sigma, \mathcal{M})\), then \(t_\epsilon(T) = \{t_\epsilon(i) \mid i \in T\}\) is a tagged triangulation of \((\Sigma, \mathcal{M})\). Moreover, if \(T_1\) and \(T_2\) are ideal triangulations such that \(T_2 = f_i(T_1)\) for an arc \(i \in T_1\), then \(t_\epsilon(T_2) = f_i(t_\epsilon(T_1))\).
- If \(\tau\) is a tagged triangulation of \((\Sigma, \mathcal{M})\), then \(\tau^\circ\) is an ideal triangulation of \((\Sigma, \mathcal{M})\).
- For every ideal triangulation \(T\), we have \(t(T)^\circ = T\).
• For any tagged triangulation $\tau$ such that $\delta_\epsilon(p)e(p) \geq 0$ for every $p \in P$, $t_\epsilon(\tau^0) = \tau$. Consequently, $t(\tau^0)$ can be obtained from $\tau$ by deleting the tags at the punctures with negative signature.

• Let $\tau$ and $\sigma$ be tagged triangulations such $\delta_\epsilon(p)e(p) \geq 0$ and $\delta_\epsilon(p)e(p) \geq 0$ for every $p \in P$. Assume further that every puncture $p$ with $\delta_\epsilon(p)\delta_\sigma(p) = 0$ satisfies $e(p) = 1$. If $\sigma = f_i(\tau)$ for a tagged arc $i \in \tau$, then $\sigma^0 = f_i(\tau^0)$, where $i^0 \in \tau^0$ is the ordinary arc that replaces $i$ in Definition 3.9.

Definition 3.11. For each function $\epsilon : P \to \{-1, 1\}$, let $\hat{\Omega}_\epsilon = \{\tau \mid \tau$ is a tagged triangulation of $(\Sigma, \mathcal{M})$ such that for all $p \in P$, $\delta_\epsilon(p) = -1$ if and only if $\epsilon(p) = -1\}.$

Remark 3.12. (1) There may exist non-compatible ordinary arcs $i_1$ and $i_2$ such that $t_\epsilon(i_1)$ and $t_\epsilon(i_2)$ are compatible.

(2) Note that every tagged triangulation belongs to exactly one set $\hat{\Omega}_\epsilon$.

(3) If $P \neq \emptyset$, and $\epsilon$ takes the value $-1$ on at least one puncture, then the set $\hat{\Omega}_\epsilon$ is properly contained in the closed stratum $\Omega_\epsilon$ defined by Fomin-Shapiro-Thurston. Our choice of notation $\hat{\Omega}_\epsilon$ is made with the purpose of avoiding confusion with the closed stratum.

To each ideal triangulation $T$ we associate a skew-symmetric $n \times n$ integer matrix $B(T)$ whose rows and columns correspond to the arcs of $T$. Let $\pi_T : T \to T$ be the function that is the identity on the set of arcs that are not folded sides of self-folded triangles of $T$, and sends the folded side of a self-folded triangle to the unique loop of $T$ enclosing it. For each non-self-folded ideal triangle $\triangle$ of $T$, let $B^\triangle = b^\triangle_{ij}$ be the $n \times n$ integer matrix defined by

$$b^\triangle_{ij} = \begin{cases} 1 & \text{if } \triangle \text{ has sides } \pi_T(i) \text{ and } \pi_T(j), \text{ with } \pi_T(j) \text{ preceding } \pi_T(i) \text{ in the clockwise order defined by the orientation of } \Sigma; \\ -1 & \text{if the same holds, but in the counter-clockwise order}; \\ 0 & \text{otherwise.} \end{cases}$$

The signed adjacency matrix $B(T)$ is then defined as

$$B(T) = \sum_\triangle B^\triangle,$$

where the sum runs over all non-self-folded triangles of $T$. For a tagged triangulation $\tau$, the signed adjacency matrix is defined as $B(\tau) = B(\tau^0)$, with its rows and columns labeled by the tagged arcs in $\tau$, rather than the arcs in $\tau^0$.

Note that all entries of $B(\tau)$ have absolute value less than 3. Moreover, $B(\tau)$ is skew-symmetric, hence gives rise to the signed adjacency quiver $Q(\tau)$, whose vertices are the tagged arcs in $\tau$, with $b_{ij}$ arrows from $j$ to $i$ whenever $b_{ij} > 0$. Since $B(\tau)$ is skew-symmetric, $Q(\tau)$ is a 2-acyclic quiver.

Theorem 3.13. [11, Proposition 4.8 and Lemma 9.7] Let $\tau$ and $\sigma$ be tagged triangulations. If $\sigma$ is obtained from $\tau$ by flipping the tagged arc $i$ of $\tau$, then $Q(\sigma) = \mu_i(Q(\tau))$.

For technical reasons, we introduce some quivers that are obtained from signed adjacency quivers by adding some 2-cycles in specific situations.

Definition 3.14. Let $\tau$ be a tagged triangulation of $(\Sigma, \mathcal{M})$. For each puncture $p$ incident to exactly two tagged arcs of $\tau$ that have the same tag at $p$, we add to $Q(\tau)$ a 2-cycle that connects those tagged arcs and call the resulting quiver the unreduced signed adjacency quiver $\hat{Q}(\tau)$.

It is clear that $Q(\tau)$ can always be obtained from $\hat{Q}(\tau)$ by deleting all 2-cycles.

4. The QP of a Tagged Triangulation

Let $\tau$ be a tagged triangulation of $(\Sigma, \mathcal{M})$ and $\epsilon : P \to \{-1, 1\}$ be the unique function that takes the value $-1$ precisely at the punctures where the signature of $\tau$ is negative. A quick look at Definitions 3.8 and 3.9 tells us that $t_\epsilon$ restricts to a bijection $\tau^0 \to \tau$. This bijection is actually a quiver isomorphism between $Q(\tau^0)$ and $Q(\tau)$. It therefore induces an $R$-algebra isomorphism $R(Q(\tau^0)) \to R(Q(\tau))$, which we shall denote by $t_\epsilon$, as well.

The following definition generalizes Definition 23 of [18] to arbitrary tagged triangulations (of surfaces with non-empty boundary). We start by fixing a choice $(x_p)_{p \in P}$ of non-zero elements of the ground field $K$.  

Definition 4.1. Let \((\Sigma, M)\) be a surface with non-empty boundary.

1. If \(\tau\) is an ideal triangulation of \((\Sigma, M)\), we define the potentials \(\hat{S}(\tau)\) and \(S(\tau)\) according to the following rules:
   - Each interior non-self-folded ideal triangle \(\triangle\) of \(\tau\) gives rise to an oriented triangle of \(\hat{Q}(\tau)\), let \(\hat{S}_{\triangle}\) be such oriented triangle up to cyclical equivalence.
   - If the interior non-self-folded ideal triangle \(\triangle\) with sides \(j, k\) and \(l\), is adjacent to two self-folded triangles like in the configuration of Figure 3, define \(\hat{U}_{\triangle} = abc\) (up to cyclical equivalence), where \(p\) and \(q\) are the punctures enclosed in the self-folded triangles adjacent to \(\triangle\). Otherwise, if it is adjacent to less than two self-folded triangles, define \(\hat{U}_{\triangle} = 0\).
   - If a puncture \(p\) is adjacent to exactly one arc \(i\) of \(\tau\), then \(i\) is the folded side of a self-folded triangle of \(\tau\) and around \(i\) we have the configuration shown in Figure 4.

   ![Figure 3](image1)
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   In case both \(k\) and \(l\) are indeed arcs of \(\tau\) (and not part of the boundary of \(\Sigma\)), then we define \(\hat{S}_p = -abc\) (up to cyclical equivalence).

   - If a puncture \(p\) is adjacent to more than one arc, delete all the loops incident to \(p\) that enclose self-folded triangles. The arrows between the remaining arcs adjacent to \(p\) form a unique cycle \(a_1^p \ldots a_d^p\), without repeated arrows, that exhausts all such remaining arcs and gives a complete round around \(p\) in the counter-clockwise orientation defined by the orientation of \(\Sigma\). We define \(\hat{S}_p = x_p a_1^p \ldots a_d^p\) (up to cyclical equivalence).

   The unreduced potential \(\hat{S}(\tau) \in R(\hat{Q}(\tau))\) of \(\tau\) is then defined by
   \[
   \hat{S}(\tau) = \sum_{\triangle} (\hat{S}_{\triangle} + \hat{U}_{\triangle}) + \sum_{p \in P} \hat{S}_p,
   \]
   where the first sum runs over all interior non-self-folded triangles. We define \((Q(\tau), S(\tau))\) to be the (right-equivalence class of the) reduced part of \((\hat{Q}(\tau), \hat{S}(\tau))\).

2. If \(\tau\) is a tagged triangulation of \((\Sigma, M)\), we define \(\hat{S}(\tau) = t_\epsilon(\hat{S}(\tau^0))\) and \(S(\tau) = t_\epsilon(S(\tau^0))\), where \(\epsilon : P \to \{-1, 1\}\) is the unique function that takes the value 1 at all the punctures where the signature of \(\tau\) is non-negative and the value \(-1\) at all the punctures where the signature of \(\tau\) is negative.
Remark 4.2.  
(1) Let $\tau$ be an ideal triangulation. The only situation where one needs to apply reduction to $(\widehat{Q}(\tau), \widehat{S}(\tau))$ in order to obtain $S(\tau)$ is when there is some puncture incident to exactly two arcs of $\tau$. The reduction is done explicitly in [18, Section 3].

(2) Let $\tau$ be an ideal triangulation and $i \in \tau$ an arc that is not the folded side of any self-folded triangle of $\tau$. If $\beta \gamma$ is an $i$-hook of $Q(\tau)$ and there is some oriented 3-cycle $\alpha \beta \gamma$ of $Q(\tau)$ that appears in $S(\tau)$ with non-zero coefficient, then $\beta \gamma$ is not factor of any other term of $S(\tau)$.

Since $t_i$ is a ‘relabeling’ of vertices (it ‘relabels’ the elements of $\tau_0$ with the corresponding tagged arcs in $\tau = t_i(\tau_0)$), we have the following.

Lemma 4.3.  
For every tagged triangulation $\tau$, the QP $(Q(\tau), S(\tau))$ is the reduced part of $(\widehat{Q}(\tau), \widehat{S}(\tau))$.

We arrive at our first main result, which says that any two tagged triangulations are connected by a flip sequence that is compatible with QP-mutation.

Theorem 4.4.  
Let $(\Sigma, \bar{M})$ be a surface with non-empty boundary and $\tau$ and $\sigma$ be tagged triangulations of $(\Sigma, \bar{M})$. Then there exists a flip sequence $(\tau_0, \tau_1, \ldots, \tau_\ell)$ such that:

- $\tau_0 = \tau$ and $\tau_\ell = \sigma$;
- $\mu_{i_k}(Q(\tau_{k-1}), S(\tau_{k-1}))$ is right-equivalent to $(Q(\tau_k), S(\tau_k))$ for $k = 1, \ldots, \ell$, where $i_k$ denotes the tagged arc such that $\tau_k = f_{i_k}(\tau_{k-1})$.

The proof of Theorem 4.4 will make use of the following.

Theorem 4.5.  
[18, Theorems 30, 31 and 36] Let $(\Sigma, \bar{M})$ be a surface with non-empty boundary. If $\tau$ and $\sigma$ are ideal triangulations of $(\Sigma, \bar{M})$ with $\sigma = f_i(\tau)$, then $\mu_i((Q(\tau), S(\tau)))$ and $(Q(\sigma), S(\sigma))$ are right-equivalent QPs. Furthermore, all QPs of the form $Q(\tau)$, for $\tau$ an ideal triangulation of $(\Sigma, \bar{M})$, are Jacobi-finite and non-degenerate.

Proof of Theorem 4.4. Our strategy is the following:

(1) First we will show that for each pair of functions $\epsilon_1, \epsilon_2 : \mathbf{P} \to \{-1,1\}$ such that $\sum_{p \in \mathbf{P}}|\epsilon_1(p) - \epsilon_2(p)| = 2$, there exist tagged triangulations $\tau' \in \Omega_{\epsilon_1}, \sigma' \in \Omega_{\epsilon_2}$ (see Definition 3.11), with $\sigma' = f_{i'}(\tau')$ for some tagged arc $i'$, such that $\mu_{i'}(Q(\tau'), S(\tau'))$ and $(Q(\sigma'), S(\sigma'))$ are right-equivalent.

(2) Then we will prove that for fixed $\epsilon : \mathbf{P} \to \{-1,1\}$, any two elements of $\Omega_{\epsilon}$ are related by a sequence of flips of tagged triangulations belonging to $\Omega_{\epsilon}$.

(3) Based on Theorem 4.5, we will then show that if $\tau$ and $\sigma$ belong to the same set $\Omega_{\epsilon}$ and are related by a single flip, then their QPs $(Q(\tau), S(\tau))$ and $(Q(\sigma), S(\sigma))$ are related by the corresponding QP-mutation.

Lemma 4.6.  
If $\epsilon_1, \epsilon_2 : \mathbf{P} \to \{-1,1\}$ are functions satisfying $\sum_{p \in \mathbf{P}}|\epsilon_1(p) - \epsilon_2(p)| = 2$, then there exist tagged triangulations $\tau' \in \Omega_{\epsilon_1}, \sigma' \in \Omega_{\epsilon_2}$, with $\sigma' = f_{i'}(\tau')$ for some tagged arc $i'$, such that $\mu_{i'}(Q(\tau'), S(\tau'))$ and $(Q(\sigma'), S(\sigma'))$ are right-equivalent.

Proof. Throughout the proof of this lemma we will make a slight change to our notation. Specifically, we will assume that the set $\bar{M}$ is contained in the (non-empty) boundary of $\Sigma$, so that $(\Sigma, \bar{M})$ is an unpunctured surface. Then we are going to add punctures to $(\Sigma, \bar{M})$ one by one, and denote the set of marked points of the resulting $n$-punctured surface by $\mathbf{M} \cup \mathbf{P}_n = \mathbf{M} \cup \{p_1, \ldots, p_n\}$ (for $n \geq 0$, where $\mathbf{P}_0 = \emptyset$). The alluded punctures will be added at the same time that we recursively construct some specific ideal triangulations of the corresponding punctured surfaces.

Let $\tau_0 = \sigma_0$ be any ideal triangulation of the unpunctured surface $(\Sigma, \bar{M})$. Since the boundary of $\Sigma$ is not empty, this ideal triangulation must have a non-interior triangle. Put a puncture $p_1$ inside any such triangle $\Delta_0$. Then draw the three arcs emanating from $p_1$ and going to the three vertices of $\Delta_0$. The result is an ideal triangulation $\sigma_1$ of $(\Sigma, \bar{M} \cup \mathbf{P}_1)$.

For $n > 1$, once $\sigma_{n-1}$ has been constructed, we put a puncture $p_n$ inside a non-interior triangle $\Delta_{n-1}$ of $\sigma_{n-1}$ having $p_{n-1}$ as a vertex. Then we draw the three arcs emanating from $p_n$ and going to the three vertices of $\Delta_{n-1}$. The result is an ideal triangulation $\sigma_n$ of $(\Sigma, \bar{M} \cup \mathbf{P}_n)$.

We have thus recursively constructed a sequence $\sigma_0, \sigma_1, \ldots$ of ideal triangulations with the property that $\sigma_n$ is a triangulation of $(\Sigma, \bar{M} \cup \mathbf{P}_n)$ for each $n \geq 0$. Fix $n > 0$ and a non-interior ideal triangle $\Delta_n$ of $\sigma_n$ having $p_n$ as a vertex. Then $\Delta_n$ has exactly one side which is a boundary segment of $\Sigma$, and its two
remaining sides are arcs in $\sigma_n$ incident to $p_n$. We denote these two arcs by $j_2^n$ and $j_3^n$ in the counterclockwise direction around $p_n$. Notice that, by definition of $\sigma_n$, there is exactly one arc in $\sigma_n$, different from $j_1^n$ and $j_3^n$, that is incident to $p_n$. We denote this arc by $j_1^n$, and define $\tau_n = f_{j_1^n}(\sigma_n)$ (see Figure 5). Notice that $
exists$ does not have self-folded triangles.

Now, let $\epsilon_1, \epsilon_2 : P_n \to \{-1, 1\}$ be functions satisfying $\sum_{i=1}^n |\epsilon_1(p_i) - \epsilon_2(p_i)| = 2$. This means that there exists exactly one puncture $p_k \in P_n$ such that $\epsilon_1(p_k) \neq \epsilon_2(p_k)$. Without loss of generality, we can suppose that $p_k = p_n$ and $\epsilon_1(p_n) = -1 = -\epsilon_2(p_n)$. The tagged triangulations $\tau' = t_i(\tau_n)$ and $\sigma' = f_i(\tau')$, where $i' = t_i(j_3^n)$ (see Figure 6), certainly satisfy $\tau' \in \Omega_{\epsilon_1}'$ and $\sigma' \in \Omega_{\epsilon_2}'$. It is obvious that $\mu_{i'}(Q(\tau'), S(\tau'))$ is right-equivalent to $(Q(\sigma'), S(\sigma'))$, for $i'$ is a sink of the quiver $Q(\tau')$. Lemma 4.6 is proved. \hfill \qed

Lemma 4.7. Fix a function $\epsilon : P \to \{-1, 1\}$. Any two distinct elements of $\Omega_{\epsilon}'$ are related by a sequence of flips of tagged triangulations belonging to $\Omega_{\epsilon}'$.

Proof. The lemma is a consequence of the second assertion of Proposition 3.7 and the following obvious fact:

(4.2) Any element of $\Omega_{\epsilon}'$ either is a tagged triangulation without zero-signature punctures, or can be transformed to one such by a sequence of flips that involve only tagged triangulations belonging to $\Omega_{\epsilon}'$.

Indeed, let $\tau$ and $\sigma$ be two distinct elements of $\Omega_{\epsilon}'$. By (4.2) there are flip-sequences $(\tau_0, \tau_1, \ldots, \tau_n)$, $(\sigma_0, \ldots, \sigma_m)$, of tagged triangulations belonging to $\Omega_{\epsilon}'$, such that $\tau_0 = \tau$, $\sigma_0 = \sigma$, and none of $\tau_n$ and $\sigma_m$ has zero-signature punctures. Consequently, none of the ideal triangulations $\tau_0^n$ and $\sigma_0^n$ has self-folded triangles. By Proposition 3.7, there is a flip-sequence $(T_0, \ldots, T_l)$ involving only ideal triangulations without self-folded triangles, such that $T_0 = \tau_0^n$ and $T_l = \sigma_l^n$. Applying $t_i$ to each of the ideal triangulations $T_0, \ldots, T_l$, we obtain a flip-sequence $(t_i(T_0), \ldots, t_i(T_l))$ of tagged triangulations belonging to $\Omega_{\epsilon}'$. We conclude that $(\tau_0, \tau_1, \ldots, \tau_n, t_i(T_1), \ldots, t_i(T_{l-1}), \sigma_m, \ldots, \sigma_0)$ is a flip-sequence of elements of $\Omega_{\epsilon}'$ connecting $\tau$ with $\sigma$. \hfill \qed

Lemma 4.8. If $\tau$ and $\sigma$ are tagged triangulations that belong to the same set $\Omega_{\epsilon}'$ and are related by a single flip, then their QPs $(Q(\tau), S(\tau))$ and $(Q(\sigma), S(\sigma))$ are related by the corresponding QP-mutation.

Proof. This follows from the fact that $(Q(\tau), S(\tau))$ (resp. $(Q(\sigma), S(\sigma))$) are obtained from $(Q(\tau'), S(\tau'))$ (resp. $(Q(\sigma'), S(\sigma'))$) by “renaming” the vertices of $\tau$ (resp. $\sigma$) using $t_i$. Explicitly, let $\psi_i$ (resp. $\psi_n$) denote the inverse of the $R$-algebra isomorphism $t_i : R(\langle Q(\tau') \rangle) \to R(\langle Q(\tau) \rangle)$ (resp. $t_n : R(\langle Q(\sigma') \rangle) \to R(\langle Q(\sigma) \rangle)$). Suppose that $i$ is the arc in $\tau$ such that $\sigma = f_i(\tau)$. Then $\sigma' = f_{\psi(i)}(\tau')$. This implies, by part (a) of Theorem 4.5, that there exists a right-equivalence $\varphi : \mu_{\psi(i)}(Q(\tau'), S(\tau')) \to (Q(\sigma'), S(\sigma'))$. The
composition $t_0 \circ \varphi \circ \psi : \mu_i(Q(\tau), S(\tau)) \rightarrow (Q(\sigma), S(\sigma))$ is then a right-equivalence that proves Lemma 4.8.

To finish the proof of Theorem 4.4, note that if $\tau$ and $\sigma$ are tagged triangulations related by a single flip, then the functions $\epsilon_\tau$ and $\epsilon_\sigma$ (such that $\tau \in \Omega_\tau^k$ and $\sigma \in \Omega_\sigma^k$) either are equal or satisfy

$$\sum_{p \in P} |\epsilon_\tau(p) - \epsilon_\sigma(p)| = 2.$$  

Thus, Theorem 4.4 follows from Lemmas 4.6, 4.7 and 4.8. □

Our second main result is the following corollary, which says that flip is compatible with mutation at least at the level of Jacobian algebras.

**Corollary 4.9.** Let $(\Sigma, M)$ be a surface with non-empty boundary and $\tau$ and $\sigma$ be tagged triangulations of $(\Sigma, M)$. If $\sigma = f_i(\tau)$, then the Jacobian algebras $\mathcal{P}(\mu_i(Q(\tau), S(\tau)))$ and $\mathcal{P}(Q(\sigma), S(\sigma))$ are isomorphic.

Before proving this corollary, let us recall the cluster categorification of surfaces with non-empty boundary.

**Theorem 4.10.** [2, Subsection 3.4] Let $(\Sigma, M)$ be a surface with non-empty boundary. There exists a Hom-finite triangulated 2-Calabi-Yau category $\mathcal{C}(\Sigma, M)$ with a cluster-tilting object $T_\tau$ associated to each tagged triangulation $\tau$ of $(\Sigma, M)$ in such a way that tagged triangulations related by a flip give rise to cluster-tilting objects related by the corresponding IY-mutation.\(^1\)

In particular, the exchange graph of cluster-tilting objects reachable from any fixed $T_\tau$ coincides with $E^{\text{sc}}(\Sigma, M)$. (The vertices of $E^{\text{sc}}(\Sigma, M)$ are the tagged triangulations of $(\Sigma, M)$, and there is an edge connecting two tagged triangulations $\tau$ and $\sigma$ if and only if $\tau$ and $\sigma$ are related by the flip of a tagged arc. We omit the definition of the categorical concepts involved, and refer the reader to the papers [1] and [2] by Amiot.)

**Remark 4.11.**  
(1) The existence of $\mathcal{C}(\Sigma, M)$ follows by a combination of results from [1] and [18]. More specifically, for each ideal triangulation $\tau$ of $(\Sigma, M)$, the QP $(Q(\tau), S(\tau))$ is non-degenerate and Jacobi-finite [18], hence gives rise to a generalized cluster category [1]. Since ideal triangulations related by a flip have QPs related by QP-mutation [18], the cluster categories they give rise to are triangle-equivalent [1]. Thus, $\mathcal{C}(\Sigma, M)$ is defined to be the generalized cluster category of any of the QPs associated to ideal triangulations.

(2) The fact that all tagged triangulations (and not only ideal ones) have cluster-tilting objects associated in $\mathcal{C}(\Sigma, M)$ is independent of the results of the present paper. Indeed, Fomin-Shapiro-Thurston have proved that all cluster algebras associated to a signed adjacency quiver $Q(\tau)$ arising from a surface with non-empty boundary have the same exchange graph $E^{\text{sc}}(\Sigma, M)$. Thus, the fact that tagged triangulations have cluster-tilting objects associated to them is a consequence of the fact that the exchange graph of the principal coefficient cluster algebra of a quiver $Q$ coincides with the exchange graph of cluster-tilting objects IY-equivalent to the canonical cluster-tilting object of $\mathcal{C}(Q, S)$, provided $S$ is a Jacobi-finite non-degenerate potential on $Q$.

**Proof of Corollary 4.9.** Take an arbitrary pair of tagged triangulations $\tau$ and $\sigma$ related by a single flip, say $\sigma = f_i(\tau)$. By Theorem 4.4, there are flip-sequences $(\tau, \tau_1, \ldots, \tau_t)$ and $(\sigma, \sigma_1, \ldots, \sigma_s)$, such that $\tau_1$ and $\sigma_1$ are ideal triangulations, $\mu_{i_k}(Q(\tau_{k-1}), S(\tau_{k-1}))$ is right-equivalent to $(Q(\tau_k), S(\tau_k))$ for $k = 1, \ldots, t$, and $\mu_{i_k}(Q(\sigma_{k-1}), S(\sigma_{k-1}))$ is right-equivalent to $(Q(\sigma_k), S(\sigma_k))$ for $k = 1, \ldots, s$. Therefore, the endomorphism algebras of the cluster-tilting objects of $\mathcal{C}(\Sigma, M)$ corresponding to $\tau$ and $\sigma$ are precisely the Jacobian algebras $\mathcal{P}(Q(\tau), S(\tau))$ and $\mathcal{P}(Q(\sigma), S(\sigma))$. The result follows from the corresponding property of IY-mutation in Hom-finite 2-Calabi-Yau triangulated categories. □

**Example 4.12.** Consider the tagged triangulations $\tau$ and $\sigma = f_i(\tau)$ of the three-times-punctured hexagon shown in Figure 7, where the quivers $Q(\tau)$ and $Q(\sigma)$ are drawn as well. As for the potentials, we have

$$S(\tau) = a_0 \beta \gamma + a_1 \nu d_5 + a_5 d_1 \eta + x_{p_1} a a_2 a_3 a_4 a_5 - x_{p_2}^{-1} \alpha \delta \varepsilon + x_{p_2} \delta \varepsilon d_1 d_2 d_3 d_4 d_5$$

and

$$S(\sigma) = a_1 \nu d_5 + a_5 d_1 \eta + x_{p_1} \varepsilon^* \delta^* a_1 a_2 a_3 a_4 a_5 - x_{p_2}^{-1} \varepsilon^* \beta^* \gamma + x_{p_2} \beta \gamma d_1 d_2 d_3 d_4 d_5.$$  

\(^1\)"IY" after Iyama-Yoshino.
If we apply the \(i\)th QP-mutation to \((Q(\tau), S(\tau))\) we obtain the QP \((\mu_i(Q(\tau)), \mu_i(S(\tau)))\), where \(\mu_i(Q(\tau)) = Q(\sigma)\) and

\[
\mu_i(S(\tau)) = a_1 \nu d_5 + a_5 d_1 \eta + x_{p_1} x_{p_2} \varepsilon^* \delta^* a_1 a_2 a_3 a_4 a_5 + x_{p_2} \varepsilon^* \delta^* \beta \gamma + x_{p_2} \beta \gamma d_1 d_2 d_3 d_4 d_5 +
\]

\[
+ x_{p_1} x_{p_3} d_1 d_2 d_3 d_4 d_5 a_1 a_2 a_3 a_4 a_5.
\]

According to Corollary 4.9, the Jacobian algebras \(P(Q(\sigma), S(\sigma))\) and \(P(\mu_i(Q(\tau)), \mu_i(S(\tau)))\) are isomorphic. Actually something stronger happens, namely, the \(R\)-algebra isomorphism \(\varphi : R\langle\langle Q(\sigma)\rangle\rangle \to R\langle\langle \mu_i(Q(\tau))\rangle\rangle\) given by

\[
a_1 \mapsto -a_1, \quad \nu \mapsto -\nu - x_{p_1} x_{p_2} x_{p_3} a_2 a_3 a_4 a_5 d_1 d_2 d_3 d_4, \quad \varepsilon^* \mapsto -x_{p_2} \varepsilon^*, \quad \beta \mapsto x_{p_2} \beta,
\]

and the identity on the remaining arrows of \(Q(\sigma)\), is a right-equivalence \((Q(\sigma), S(\sigma)) \to (\mu_i(Q(\tau)), \mu_i(S(\tau)))\). So, the Jacobian algebras are isomorphic.

5. Admissibility of the Jacobian ideal

**Definition 5.1** (Admissibility condition). We say that the admissibility condition holds for a QP \((Q, S)\) if

1. \((Q, S)\) is non-degenerate;
2. \(S \in R\langle Q \rangle\), that is, \(S\) is a finite linear combination of cyclic paths on \(Q\);
3. the Jacobian algebra \(P(Q, S)\) is finite-dimensional; and
4. the \(R\)-algebra homomorphism \(\phi_{(Q, S)} : R\langle Q \rangle / J_0(S) \to P(Q, S)\) induced by the inclusion \(R\langle Q \rangle \hookrightarrow R\langle\langle Q\rangle\rangle\) is an isomorphism.

**Remark 5.2.**

1. If the admissibility condition holds for \((Q, S)\), then \(R\langle Q \rangle / J_0(S)\) is a finite-dimensional \(R\langle\langle Q\rangle\rangle\)-module, and is therefore nilpotent. Thus, \(J_0(S)\) contains a power of the ideal of \(R\langle Q \rangle\) generated by the arrows of \(Q\). On the other hand, non-degeneracy implies that \(Q\) is 2-acyclic and hence all cycles appearing in \(S\) have length at least three. Thus, \(J_0(S)\) is contained in the square of the ideal of \(R\langle Q \rangle\) generated by the arrows of \(Q\). In other words, if the admissibility condition holds for \((Q, S)\), then \(J_0(S)\) is an admissible ideal of \(R\langle Q \rangle\).
2. It is not true that conditions (1), (2) and (3) in Definition 5.1 imply condition (4): In [18, Example 35] and [19, Example 8.2] it is shown that the QP \((Q(\tau), S(\tau))\) associated to an ideal triangulation \(\tau\) of a once-punctured torus satisfies (1), (2) and (3), but since the quotient \(R\langle Q(\tau) \rangle / J_0(S(\tau))\) is infinite-dimensional, it does not satisfy (4).
Suppose the admissibility condition holds for \((Q, S)\). It is natural to ask whether the admissibility condition holds after applying a QP-mutation \(\mu_i(Q)\) to \((Q, S)\). The following proposition says that the answer is yes as long as we can find a suitable right-equivalence when we apply the reduction process to the premutation \(\tilde{\mu}_i(Q, S)\).

**Proposition 5.3.** Let \((Q, S)\) be a QP for which the admissibility condition holds, and fix \(i \in Q_0\). Suppose \(W\) is a finite reduced potential on \(\mu_i(Q)\) and \((C, T)\) is a trivial QP, such that there exists a right-equivalence \(\varphi : \tilde{\mu}_i(Q, S) \rightarrow (\mu_i(Q), W) \oplus (C, T)\) that restricts to an isomorphism between the path algebras \(R(\tilde{\mu}_i(Q))\) and \(R(\mu_i(Q)) \oplus C\). Then the admissibility condition holds for \((\mu_i(Q), W)\).

**Proof.** The QP \((\mu_i(Q), W)\) certainly lies in the right-equivalence class of the \(q\)th mutation of \((Q, S)\). Therefore we only need to prove that \(\varphi(\tilde{\mu}_i(Q)) : R(\tilde{\mu}_i(Q))/J_0(W) \rightarrow \mathcal{P}(\mu_i(Q), W)\) is an isomorphism.

Since \((Q, S)\) satisfies the admissibility condition, there exists a positive integer \(r\) such that every path on \(Q\) of length greater than \(r\) belongs to the ideal \(J_0(S)\) of \(R(Q)\) generated by the cyclic derivatives of \(S\). We claim that

\[
\text{(5.1) every path on } \tilde{\mu}_i(Q) \text{ of length greater than } 2r + 9 \text{ belongs to } J_0(\tilde{\mu}_i(S)) \subseteq R(\tilde{\mu}_i(Q)).
\]

To prove (5.1) it suffices to show that if \(a_1 \ldots a_l\) is a path on \(\tilde{\mu}_i(Q)\) of length \(\ell > 2r + 7\) that does not start nor end at \(i\), then \(a_1 \ldots a_l \in J_0(\tilde{\mu}_i(S))\). Since \(\tilde{\mu}_i(Q)\) does not have 2-cycles incident at \(i\), we see that for any two \(i\)-hooks of \(\tilde{\mu}_i(Q)\) appearing in \(a_1 \ldots a_l\) there is at least an arrow or \(i\)-hook of \(Q(\tau)\) appearing in \(a_1 \ldots a_l\) between the given \(i\)-hooks of \(\tilde{\mu}_i(Q(\tau))\). From this fact and the identity

\[
\alpha^* \beta^* = \partial_{\beta_\alpha}(\tilde{\mu}_i(S)) - \partial_{\beta_\alpha}([S]),
\]

which holds for every \(i\)-hook \(\beta_\alpha\) of \(Q\), we deduce that \(a_1 \ldots a_l\) is congruent, modulo \(J_0(\tilde{\mu}_i(S))\), to a finite linear combination of paths on \(\tilde{\mu}_i(Q)\) that have length at least \(\ell > 2r + 3\) and do not involve any of the arrows of \(\tilde{\mu}_i(Q)\) incident to \(i\). This means that we can suppose, without loss of generality, that \(a_1 \ldots a_l\) is a path on \(\tilde{\mu}_i(Q)\) of length \(\ell > 2r + 3\) and does not have any of the arrows of \(\tilde{\mu}_i(Q)\) incident to \(i\) as a factor. Under this assumption, we see that \(a_1 \ldots a_l\) gives rise to a path \(b_1 \ldots b_l\) of \(Q\) of length \(l \geq \ell\) such that \([b_1 \ldots b_l] = a_1 \ldots a_l\). The path \(b_1 \ldots b_{l-1}\) and \(b_2 \ldots b_l\) belong to \(J_0(S)\). From this and Equations (6.6), (6.7) and (6.8) of [8], we deduce that \(a_1 \ldots a_l = [b_1 \ldots b_l] \in J_0(\tilde{\mu}_i(S))\). This proves our claim (5.1).

Note that \(\tilde{\mu}_i(Q) = \mu_i(Q) \oplus C\) (see the fourth item in Definition 2.4). By [8, Lemma 3.9] (the cyclic Leibniz rule) and a slight modification of the proof of [8, Proposition 4.5], we have \(R(\tilde{\mu}_i(Q)) = R(\mu_i(Q) \oplus C) = R(\mu_i(Q)) \oplus L\), where \(L\) is the two-sided ideal of \(R(\tilde{\mu}_i(Q))\) generated by the arrows in \(C\), and

\[
\varphi(J_0(\tilde{\mu}_i(S))) = J_0(W + T) = J_0(W) \oplus L,
\]

where \(J_0(W + T)\) is taken inside \(R(\tilde{\mu}_i(Q))\) and \(J_0(W)\) is taken inside \(R(\mu_i(Q))\). Now, if \(c_1 \ldots c_l\) is a path on \(\mu_i(Q)\) of length \(\ell \geq 2r + 9\), then \(\varphi^{-1}(c_1 \ldots c_l)\) is a finite linear combination of paths on \(\tilde{\mu}_i(Q)\) that have length at least \(\ell\) and hence \(\varphi^{-1}(c_1 \ldots c_l) \in J_0(\tilde{\mu}_i(S))\) by (5.1). This implies, by (5.2), that \(c_1 \ldots c_l \in J_0(W)\).

Since the Jacobian algebra \(\mathcal{P}(\mu_i(Q), W)\) is finite-dimensional, it is a nilpotent \(\mathcal{P}(\mu_i(Q), W)\)-module, and this implies the surjectivity of the \(R\)-algebra homomorphism \(\phi(\mu_i(Q), W) : R(\mu_i(Q))/J_0(W) \rightarrow \mathcal{P}(\mu_i(Q), W)\).

Let us prove that \(\phi(\mu_i(Q), W)\) is injective as well. Let \(u \in R(\mu_i(Q)) \cap J(W)\), so that \(u\) is the limit of a sequence \((u_n)_{n>0}\) of elements of \(R(\mu_i(Q))\) that belong to the two-sided ideal generated by the cyclic derivatives of \(W\). Let \(l\) be an integer greater than \(2r + 9\) and let \(\sigma\) be a \(\ell\)-th power of the ideal \(m\) of \(R(\mu_i(Q))\) generated by the arrows of \(\mu_i(Q)\). Furthermore, we can write \(u_n\) as a finite sum of products of the form \(x_\gamma(y)\) with \(x, y \in R(\mu_i(Q))\) and \(\gamma\) some arrow of \(\mu_i(Q)\). That is,

\[
u_n = \sum_{\gamma} \sum_{t, s} x_{t, \gamma}(W)y_{s, \gamma}.
\]

Let \(x'_{t, \gamma}\) (resp. \(y'_{t, \gamma}\)) be the element of \(R(\mu_i(Q))\) obtained from \(x_{t, \gamma}\) (resp. \(y_{t, \gamma}\)) by deleting the summands that are \(K\)-multiples of cycles of length greater than \(l\). Then

\[
u_n' = \sum_{\gamma} \sum_{t, s} x'_{t, \gamma}(W)y'_{s, \gamma}.
\]
is an element of $J_0(W)$ such that $u'_n - u_n \in \mathfrak{m}^\ell$. Thus $u'_n - u \in \mathfrak{m}^\ell$. From this we deduce that $u'_n - u \in J_0(W)$, since both $u'_n$ and $u$ belong to $R(\mu_i(Q))$ and all paths of length $\ell$ belong to $J_0(W)$. Consequently, $u \in J_0(W)$. We conclude that $\phi_{(\mu_i(Q), W)}$ is indeed injective.

Proposition 5.4. Let $Q$ be a loop-free quiver, and $S$ a finite potential on $Q$. Suppose that $a_1, b_1, \ldots, a_N, b_N \in Q_1$ are 2N distinct arrows of $Q$ such that each product $a_k b_k$ is a 2-cycle and that the degree-2 component of $S$ is $S^{(2)} = \sum_k x_k a_k b_k$ for some non-zero scalars $x_1, \ldots, x_N$. Suppose further that

\[(5.3) \quad S = \sum_k x_k a_k b_k + a_k u_k + v_k b_k + S', \]

with $\deg_a(v_k) = \deg_b(u_k) = \deg_c(v_k) = 0$, and $S'$ a potential not involving any of the arrows $a_1, b_1, \ldots, a_N, b_N$, where, for a nonzero $u \in R(Q)$, $\deg_a(u)$ is the maximum integer $d$ such that there is a nonzero summand of $u$ that has $d$ appearances of elements from $\{a_1, \ldots, a_N\}$, and $\deg_a(0) = 0$ ($\deg_a(0)$ is defined similarly). Then the reduced part $(Q_{\text{red}}, S_{\text{red}})$, the trivial part $(Q_{\text{triv}}, S_{\text{triv}})$ and the right-equivalence $\varphi : (Q, S) \to (Q_{\text{red}}, S_{\text{red}}) \oplus (Q_{\text{triv}}, S_{\text{triv}})$ can be chosen in such a way that

- $S_{\text{red}}$ is a finite potential, and
- $\varphi$ maps $R(Q)$ onto $R(Q_{\text{red}} \oplus Q_{\text{triv}})$.

Proof. Let $\varphi : R(\langle Q \rangle) \to R(\langle Q \rangle)$ be the $R$-algebra isomorphism given by

\[ a_k \mapsto a_k - x_k^{-1} v_k, \quad b_k \mapsto b_k - x_k^{-1} u_k, \quad \text{for } k = 1, \ldots, N, \]

and the identity on the rest of the arrows of $Q$. Since $u_k, v_k \in R(Q)$, $\varphi$ certainly maps $R(Q)$ into itself. It is clear that $\varphi^{-1}$ also does so if $\deg_a(u_k) = 0$ for all $k = 1, \ldots, N$. So, suppose that $\max \{ \deg_a(u_k) \mid k = 1, \ldots, N \} > 0$. Note that since $\deg_a(v_k) = \deg_b(u_k) = \deg_c(v_k) = 0$ for every $k = 1, \ldots, N$, we can recursively define elements $u_{k, \hat{a}}, \ldots, u_{k, \deg_a(u_k)}$, with the following properties

- $u_{k, 0} = x_k^{-1} u_k$;
- $\varphi(u_{k, \ell}) = u_{k, \ell} + u_{k, \ell+1}$ for $\ell = 0, \ldots, \deg_a(u_k) - 1$, whereas $\varphi(u_{k, \deg_a(u_k)}) = u_{k, \deg_a(u_k)}$;
- $\deg_a(u_{k, \ell}) = \deg_a(u_k) - \ell$ and $\deg_b(u_{k, \ell}) = 0$ for $\ell = 0, \ldots, \deg_a(u_k)$.

But then, $\varphi^{-1}$ is given by

\[ a_k \mapsto a_k + x_k^{-1} v_k, \quad b_k \mapsto b_k + \sum_{\ell=0}^{\deg_a(u_k)} (-1)^\ell u_{k, \ell}, \quad \text{for } k = 1, \ldots, N, \]

and the identity on the rest of the arrows of $Q$. This shows that $\varphi^{-1}$ maps $R(Q)$ into itself. Therefore, $\varphi$ maps $R(Q)$ bijectively onto itself. Now, $\varphi(S) = \sum_k x_k a_k b_k + x_k a_k u_k - v_k u_k - x_k^{-1} v_k u_k + S'$ is cyclically equivalent to a potential of the form $\sum_k (x_k a_k b_k + a_k u_k') + S''$, where $S''$ is a finite potential not involving any of the arrows $a_1, b_1, \ldots, a_N, b_N$, and $\max \{ \deg_a(u_k') \mid k = 1, \ldots, N \} < \max \{ \deg_a(u_k) \mid k = 1, \ldots, N \}$. Thus, the proposition follows by induction on $n = \max \{ \deg_a(u_k) \mid k = 1, \ldots, N \}$.

The following is the main result of this section.

Theorem 5.5. The admissibility condition holds for every $Q$ of the form $(Q(\tau), S(\tau))$ with $\tau$ a tagged triangulation of a surface with non-empty boundary.

Remark 5.6. In the particular case when $\tau$ is an ideal triangulation of a surface with non-empty boundary, this had already been realized and stated by the second author in [18]. However, in [18] it is only shown that there exists an ideal triangulation whose $Q$ satisfies the admissibility condition, and the proof that this condition holds for all $Q$ is omitted. Since admissibility turns out to be a delicate point in certain situations (e.g., in some approaches to the study of Donaldson-Thomas invariants, see [23] and the Comments at the end of its Introduction), in Proposition 5.7 below we will present the proof that was omitted in [18].

Theorem 5.5 will be a consequence of the following Proposition.

Proposition 5.7. Suppose $\tau$ and $\sigma$ are ideal triangulations of $(\Sigma, \mathcal{M})$ related by a flip. If the admissibility condition holds for $(Q(\tau), S(\tau))$, then it holds for $(Q(\sigma), S(\sigma))$ as well.
Proof. Let \( i \in \tau \) be such that \( \sigma = f_i(\tau) \). By Definition 4.1, Theorem 4.5, and Proposition 5.3, we only have to show the existence of a trivial QP \((C,T)\) and a right-equivalence \( \phi : \tilde{\mu}_i(Q(\tau), S(\tau)) \to (Q(\sigma), S(\sigma)) \oplus (C,T) \) that restricts to an isomorphism between the path algebras \( R(\tilde{\mu}_i(Q(\tau))) \) and \( R(Q(\sigma) \oplus C) \).

Up to cyclical equivalence, we can suppose that the degree-2 component of \( \tilde{\mu}_i(S(\tau)) \) is a sum of elements of the form \( ax_\alpha x_\beta \), where \( \alpha \beta \gamma \) is an oriented 3-cycle of \( Q(\tau) \) such that \( \beta \gamma \) is an \( i \)-hook (in \( Q(\tau) \)), and \( x \) is a non-zero element of the ground field \( \mathbb{K} \). Then, by Remark 4.2, the premutation \( \{\tilde{\mu}_i(Q(\tau)), \tilde{\mu}_i(S(\tau))\} \) satisfies the hypothesis of Proposition 5.4 if we set the \( a \) a non-zero element of the ground field \( \mathbb{K} \). Hence there exists a right-equivalence \( \psi_1 \) from \( (\tilde{\mu}_i(Q(\tau)), \tilde{\mu}_i(S(\tau))) \) to the direct sum \( (\tilde{\mu}_i(Q(\tau))_{\text{red}}, \tilde{\mu}_i(S(\tau))_{\text{red}}) \oplus (\tilde{\mu}_i(Q(\tau))_{\text{triv}}, \tilde{\mu}_i(S(\tau))_{\text{triv}}) \) that maps \( R(\tilde{\mu}_i(Q(\tau))) \) onto \( R(\tilde{\mu}_i(Q(\tau))_{\text{red}} \oplus \tilde{\mu}_i(S(\tau))_{\text{red}}) \), with \( \tilde{\mu}_i(S(\tau))_{\text{red}} \) a finite potential.

Recall that a change of arrows is an isomorphism \( \psi \) of complete path algebras such that, when we write \( \psi|_A = (\psi^{(1)}, \psi^{(2)}) \) as in (2.5), we have \( \psi^{(2)} = 0 \). It is clear that changes of arrows map path algebras onto path algebras. As seen in the proof of [18, Theorem 30], there is a change of arrows \( \overline{\psi}_2 : R\langle \langle \tilde{\mu}_i(Q(\tau))_{\text{red}} \rangle \rangle \to R\langle \langle Q(\sigma) \rangle \rangle \) that serves as a right-equivalence between \( \mu_i(Q(\tau), S(\tau)) = (\tilde{\mu}_i(Q(\tau))_{\text{red}}, \tilde{\mu}_i(S(\tau))_{\text{red}}) \) and \( (Q(\sigma), S(\sigma)) \). The proposition follows by setting \( (C,T) = (\tilde{\mu}_i(Q(\tau))_{\text{triv}}, \tilde{\mu}_i(S(\tau))_{\text{triv}}) \) and taking \( \phi : R\langle \langle \tilde{\mu}_i(Q(\tau)) \rangle \rangle \to R\langle \langle Q(\sigma) \oplus C \rangle \rangle \) to be the composition

\[
R\langle \langle \tilde{\mu}_i(Q(\tau)) \rangle \rangle \xrightarrow{\overline{\psi}_1} R\langle \langle \tilde{\mu}_i(Q(\tau))_{\text{red}} \oplus C \rangle \rangle \xrightarrow{\psi_2} R\langle \langle Q(\sigma) \oplus C \rangle \rangle,
\]

where \( \psi_2 \) acts as \( \overline{\psi}_2 \) on \( Q(\sigma) \) and as the identity on \( C \). \( \square \)

Proof of Theorem 5.5. By Theorems 4.4 and 4.5, \( (Q(\tau), S(\tau)) \) is non-degenerate. The potential \( S(\tau) \) is obviously a finite linear combination of cyclic paths on \( Q(\tau) \). Since finite-dimensionality of Jacobian algebras is a QP-mutation invariant, the fact that \( \mathcal{P}(Q(\tau), S(\tau)) \) is finite-dimensional follows from Theorems 4.4 and 4.5.

In the proof of Theorem 36 of [18], the existence is shown of an ideal triangulation \( \tau' \) of \( (\Sigma,M) \), without self-folded triangles, such that \( \phi_{(Q(\tau'), S(\tau'))}(\Omega, \ldots, \Omega) \) is an isomorphism. This implies, in view of Definition 4.1, that for every \( \epsilon : \mathbb{P} \to [-1,1] \), the set \( \Omega_\epsilon \) contains a tagged triangulation for whose QP the admissibility condition holds. From this fact, Definition 4.1 and Proposition 5.7, we deduce that \( \phi_{(Q(\tau'), S(\tau'))} \) is an isomorphism. Therefore, the admissibility condition holds for \( (Q(\tau), S(\tau)) \). \( \square \)

6. Cluster monomials, proper Laurent monomials and positivity

Definition 6.1. Let \( B \) be a skew-symmetric matrix and \( \widetilde{B} \) be an \((n+r) \times n \) integer matrix whose top \( n \times n \) submatrix is \( B \).

(1) Denote by \( \mathcal{A}(\widetilde{B}) \) the cluster algebra of the cluster pattern that has \( \widetilde{B} \) at its initial seed.

(2) Let \( x = (x_1, \ldots, x_n) \) be a cluster in \( \mathcal{A}(\widetilde{B}) \). A proper Laurent monomial in \( x \) is a product of the form \( x_1^{c_1} \cdots x_n^{c_n} \) with at least one negative exponent \( c_l \).

(3) We say that \( \mathcal{A}(\widetilde{B}) \) has the proper Laurent monomial property if for any two different clusters \( x \) and \( x' \) of \( \mathcal{A}(\widetilde{B}) \), every monomial in \( x' \) in which at least one element from \( x' \setminus x \) appears with positive exponent is a \( \mathbb{Z}^r \)-linear combination of proper Laurent monomials in \( x \).

Theorem 6.2. Let \( B \) and \( \widetilde{B} \) be as above and \( S \) be a non-degenerate potential on the quiver \( Q = Q(B) \).

Put \( \widetilde{B} \) at the initial seed of a cluster pattern on the \( n \)-regular tree \( \mathcal{T}_n \) with initial vertex \( t_0 \). Suppose \( G \) is a connected subgraph of \( \mathcal{T}_n \) that contains \( t_0 \) and has the following properties:

- Every (unordered) cluster of \( \mathcal{A}(\widetilde{B}) \) appears in at least one of the seeds attached to the vertices of \( G \) by the cluster pattern under consideration;
- for every path \( t_0 \xrightarrow{t_1} t_2 \xrightarrow{t_3} \cdots \xrightarrow{t_{m-1}} t_m \xrightarrow{t} t \) contained in \( G \), the QP obtained by applying to \( (Q,S) \) the QP-mutation sequence \( \mu_{i_1}, \mu_{i_2}, \ldots, \mu_{i_m} \), satisfies the admissibility condition.

Then \( \mathcal{A}(\widetilde{B}) \) has the proper Laurent monomial property.

Remark 6.3. QP-mutations are defined up to right-equivalence, so what the second property in the statement of Theorem 6.2 means is that there is at least one QP in the corresponding right-equivalence class for which the admissibility condition holds.
Proof of Theorem 6.2. Let $x' = (x'_1, \ldots, x'_n)$ and $x'' = (x''_1, \ldots, x''_n)$ be different clusters of $A(\tilde{B})$. Then there exist vertices $t$ and $s$ of $G$, paths $t_0 \frac{t_1}{t_2} \cdots \frac{t_{m-1}}{t_m} t$ and $t_0 \frac{s_1}{s_2} \cdots \frac{s_{m-1}}{s_m} s$ on $G$, and $(n + r) \times n$ integer matrices $B'$ and $B''$ such that $(\tilde{B}', x')$ (resp $(B'', x'')$) is the unique seed attached to the vertex $t$ (resp. $s$) by the cluster pattern under consideration. For $j = 1, \ldots, n$, denote by $b_j$ the $j^{th}$ column of $B'$. According to Theorem 2.17, for $k = 1, \ldots, n$ we have

$$x''_k = Y_k F_{k,s} |_{x'} (x'^b_1, \ldots, x'^b_n) x''_1 \ldots x''_n,$$

where $Y_k$ is some element of $P$ and we are using the shorthand

$$x'^b = \prod_{k=1}^{n+r} x'^b_k$$

Moreover, the $F$-polynomial $F_{k,s}^{B':t}$ and the $g$-vector $g_{B':t} = [g_{1,k}, \ldots, g_{n,k}]^t$ are defined in terms of the cluster pattern that uses $t$ as initial vertex, has principal coefficients at that vertex and has $B'$ as initial exchange matrix.

Now, let $Q' = Q(B')$ and $Q'' = Q(B'')$ be the 2-acyclic quivers respectively associated to the skew-symmetric matrices $B'$ and $B''$. Furthermore, let $S'$ (resp. $S''$) be the potential on $Q'$ (resp. $Q''$) obtained by applying to $(Q, S)$ the QP-mutation sequence $\mu_1, \ldots, \mu_{i_m}$ (resp. $\mu_j_1, \ldots, \mu_j_n$). For each $k = 1, \ldots, n$ define

$$\mathcal{M}_k = (M(k), V(k)) = \mu_{i_m} \ldots \mu_{i_1} \mu_{j_l} \ldots \mu_{j_1} (S_k^- (Q'', S'')),$$

which is a decorated representation of $(Q', S')$. By Theorem 2.18 and (6.1) above,

$$x''_k = Y_k F_{\mathcal{M}_k} (x'^b_1, \ldots, x'^b_n) x''_1 \ldots x''_n$$

(even if $j_k \neq k$), where $g_{\mathcal{M}_k} = [g_{1,k}^{\mathcal{M}_k}, \ldots, g_{n,k}^{\mathcal{M}_k}]^t$ is the $g$-vector of the decorated representation $\mathcal{M}_k = (M(k), V(k))$ and

$$F_{\mathcal{M}_k} = \sum_{e \in \mathbb{N}^n} \chi(\text{Gr}_e(M(k))) X^e$$

is its $F$-polynomial. (Here, $X$ is a tuple of $n$ indeterminates).

Let $x'^{n} = x'^{n_1} \ldots x'^{n_n}$ be a monomial in $x''$ in which at least one element from $x'' \setminus x'$ appears with positive exponent, and define

$$\mathcal{M} = (M, V) = \mathcal{M}_1^{a_1} \oplus \ldots \oplus \mathcal{M}_n^{a_n}.$$

Then, by (6.4) above, and Proposition 3.2 and Equation (5.1) of [9],

$$x'^{n} = \prod_{k=1}^n Y'^{a_k}_k$$

$$F_{\mathcal{M}^t} (x'^b_1, \ldots, x'^b_n) x''_1 \ldots x''_n,$$

where $g_{\mathcal{M}} = [g_1^\mathcal{M}, \ldots, g_n^\mathcal{M}]^t = \sum_{k=1}^n a_k g_{\mathcal{M}_k}$ is the $g$-vector of $\mathcal{M}$ and

$$F_{\mathcal{M}} = \sum_{e \in \mathbb{N}^n} \chi(\text{Gr}_e(M)) X^e$$

is its $F$-polynomial. We therefore get

$$x'^{n} = \prod_{k=1}^n Y'^{a_k}_k \sum_{e \in \mathbb{N}^n} \chi(\text{Gr}_e(M)) x'^{B'e + g_{\mathcal{M}}}. $$

Since QP-mutations preserve direct sums of QP-representations, we see that $\mathcal{M}$ is QP-mutation equivalent to a negative QP-representation. Since the $E$-invariant is a QP-mutation invariant and negative QP-representations have zero $E$-invariant, we deduce that $E(\mathcal{M}) = 0$. Suppose that $\mathcal{M} = (M, V)$ is not a positive QP-representation, and set $I = \{ k \in [1, n] \mid \mathcal{M}_k$ is not positive $\}$. Then for each $k \in I$ there is an index $i_k \in [1, n]$ such that $\mathcal{M}_k = S_{-i_k}^{-}(Q', S')$ (this follows from the fact that $\mathcal{M}_k$ is an indecomposable
QP-representation, and every indecomposable QP-representation is either positive or negative), and this implies $x''_k = x'_k$. Write $z = x''_n - c$, where

$$c_k = \begin{cases} a_k & \text{if } k \in I \\ 0 & \text{otherwise,} \end{cases}$$

so that $z$ is a cluster monomial in the cluster variables from $x''$. Notice that $a - c \neq 0$, for at least one element of $x'' \setminus x'$ appears in $x''_n$ with positive coefficient. Therefore, the QP-representation

$$M_z = M^{a_1 - c_1}_i \oplus \ldots \oplus M^{a_n - c_n}_n,$$

is positive. Besides yielding an expression (6.9) for $z$, $M_z$ is a direct summand of $M$. Thus for all $k \in I$, the $i_k$th vector space of the positive part of $M_z$ is zero (indeed, since $M_{ik} = 0$, which follows from Corollary 8.3 of [9]). This implies, by Corollary 5.5 of [9], that the $i_k$th entry of the denominator vector of $z$ with respect to the cluster $x'$ is zero. This means that if we manage to prove that $z$ is a $ZP$-linear combination of proper Laurent monomials in $x'$, then we will have proved that $x''_n$ is also a $ZP$-linear combination of proper Laurent monomials in $x'$. The advantage is that $M_z$ is a positive QP-representation.

Justified by the previous paragraph we now assume, without loss of generality, that the QP-representation $M$ associated to the cluster monomial $x''_n$ is positive. A quick look at (6.9) reveals us that in order to prove that $x''_n$ is a $ZP$-linear combination of proper Laurent monomials in $x'$, it suffices to show that for every $e \in \mathbb{N}^n$ for which $\chi(Gr_e(M)) \neq 0$, the vector $B'e + g_M$ has at least one negative entry.

We deal with non-zero $e$ first. Suppose that there exists a non-zero subrepresentation $N$ of $M$ of dimension vector $e$. Since $B'$ is skew-symmetric, the dot product $e \cdot (B'e)$ is zero, and hence $e \cdot (g_M + B'e) = e \cdot g_M$. Thus, to prove that the vector $B'e + g_M$ has at least one negative entry, it is enough to show that the number $e \cdot g_M$ is negative. Since $(Q', S')$ satisfies the admissibility condition, the $E$-invariant has a homological interpretation. More precisely, by [9, corollary 10.9] we have

$$E(M) = \dim(M) \cdot g_M + \dim\text{Hom}_{P(Q', S')}(M, M) = \dim\text{Hom}_{P(Q', S')}(\tau^{-1}M, M)$$

and

$$E^{inj}(N, M) = e \cdot g_M + \dim\text{Hom}_{P(Q', S')}(N, M) = \dim\text{Hom}_{P(Q', S')}(\tau^{-1}N, M),$$

where $\tau$ is the Auslander-Reiten translation.

Since $N$ is a subrepresentation of $M$, there is an injection

$$\text{Hom}_{P(Q', S')}(\tau^{-1}M, N) \to \text{Hom}_{P(Q', S')}(\tau^{-1}M, M)$$

and so $E^{inj}(N, M) \leq E(M) = 0$. It follows that $E^{inj}(N, M) = 0$ and hence $e \cdot g_M = -\dim\text{Hom}(N, M) < 0$ as desired.

It remains to treat the case $e = 0$. Since $\dim(M) \cdot g_M = -\dim\text{Hom}_{P(Q', S')}(M, M) < 0$, the vector $g_M$ has a negative entry as desired. Theorem 6.2 is proved. \hfill \square

**Theorem 6.4.** Let $B$ and $\tilde{B}$ be as above. If $A(\tilde{B})$ has the proper Laurent monomial property, then any positive element of $A(\tilde{B})$ that belongs to the $ZP$-submodule of $A(\tilde{B})$ spanned by all cluster monomials is a $\mathbb{Z}_{\geq 0}P$-linear combination of cluster monomials. Furthermore, cluster monomials are linearly independent over $ZP$.

**Proof.** Suppose $X$ is a positive element of $A(\tilde{B})$ that belongs to the $ZP$-submodule of $A(\tilde{B})$ spanned by all cluster monomials, so that we can write

$$X = \sum_{\mathbf{x}, \mathbf{a}} y_{\mathbf{x}, \mathbf{a}} x^\mathbf{a}$$

for some elements $y_{\mathbf{x}, \mathbf{a}} \in \mathbb{Z}P$, all but a finite number of which are zero, where the sum runs over all cluster monomials of $A(\tilde{B})$ and all vectors $\mathbf{a} \in \mathbb{N}^n$. (As before, we have used the shorthand $x^\mathbf{a} = x_1^{a_1} \ldots x_n^{a_n}$ for a cluster $\mathbf{x} = (x_1, \ldots, x_n)$ and a vector $\mathbf{a} = (a_1, \ldots, a_n) \in \mathbb{N}^n$).

Fix a cluster $\mathbf{x}$ and a vector $\mathbf{a} \in \mathbb{N}^n$. By Theorem 6.2, each cluster monomial $x^\mathbf{a}'$ where at least one element of $\mathbf{x}'$ appears with positive exponent is a $ZP$-linear combination of proper Laurent monomials in $\mathbf{x}$. This means that in the expansion of $X$ as a Laurent polynomial in $\mathbf{x}$ with coefficients in $\mathbb{Z}P$, the coefficient of the monomial $x^\mathbf{a}$ is precisely $y_{\mathbf{x}, \mathbf{a}}$ (for the monomials in $\mathbf{x}$ are certainly linearly independent over $\mathbb{Z}P$). Since $X$ is positive, this means that all integers appearing in $y_{\mathbf{x}, \mathbf{a}}$ are non-negative.
The proof that cluster monomials are linearly independent follows from an argument similar to the one above. Indeed, suppose
\begin{equation}
\sum_{x,a} y_{x,a} x^a = 0
\end{equation}
is an expression of 0 as a \(\mathbb{ZP}\)-linear combination of cluster monomials. Fix a cluster \(x\) and a vector \(a \in \mathbb{N}\). Every cluster monomial \(x^a\) where at least one element of \(x\) appears with positive exponent is a \(\mathbb{ZP}\)-linear combination of proper cluster monomials in \(x\). Thus, when we express the left hand side of (6.11) as a Laurent polynomial in \(x\) with coefficients in \(\mathbb{ZP}\), the coefficient of \(x^a\) will be precisely \(y_{x,a}\). After clearing out denominators, the equality (6.11) yields \(y_{x,a} = 0\).

Theorem 6.4 is proved. □

**Corollary 6.5.** Let \((\Sigma, M)\) be a surface with non-empty boundary and \(A(\Sigma, M)\) be a cluster algebra of geometric type associated to \((\Sigma, M)\). Then \(A(\Sigma, M)\) has the proper Laurent monomial property. In particular, cluster monomials of \(A(\Sigma, M)\) are linearly independent over the group ring of the ground semifield.

**Proof.** Call labeled triangulation \(\tau\) a tagged triangulation whose elements have been labeled with the numbers 1, \ldots, \(n\), (where \(n\) is the number of elements of \(\tau\)), in such a way that different arcs receive different labels. Fix an ideal triangulation \(\sigma\) of \((\Sigma, M)\) and attach it to an initial vertex \(t_0\) of the \(n\)-regular tree \(T_n\). Label the arcs in \(\sigma\) so that \(\sigma\) becomes a labeled triangulation. Then there is a unique way of assigning a labeled triangulation to each vertex of \(T_n\) in such a way that for every edge \(t \to t'\), the labeled triangulations assigned to \(t\) and \(t'\) are related by the flip of the arc labeled \(k\).

For every (unlabeled) tagged triangulation \(\tau\) of \((\Sigma, M)\) there is a path \(p_\tau\) in \(E^+\Sigma(\Sigma, M)\) from \(\sigma\) to \(\tau\) along whose edges flips are compatible with QP-mutations. This path has a unique lift to a path on \(T_n\) starting at \(t_0\). The labeled triangulation attached to the terminal vertex of this lift is precisely \(\tau\) with some ordering of its elements. The graph \(G\) obtained by lifting all paths \(p_\tau\), for \(\tau\) unlabeled tagged triangulation, satisfies the hypothesis of Theorem 6.2. The corollary follows. □

**Remark 6.6.** An atomic basis of a cluster algebra \(A\) is a \(\mathbb{ZP}\)-linear basis \(B\) of \(A\) such that the positive elements are precisely the \(\mathbb{Z}_{\geq 0}\)-linear combinations of elements of \(B\). The existence of atomic basis has been proved only for a few types of cluster algebras ([10],[7],[6],[25]). In the case when \(A\) comes from a surface with boundary, Theorem 6.4 and Corollary 6.5 indicate that, if an atomic basis exists, it should contain the cluster monomials.

7. Atomic bases for types \(A\), \(D\) and \(E\)

In this section we give an application of Theorem 6.4 to show that cluster monomials form atomic bases in skew-symmetric cluster algebras of finite type.

**Theorem 7.1.** Let \(A\) be a coefficient-free cluster algebra of finite type. Then the set of cluster monomials is an atomic basis of \(A\).

**Proof.** By [4, corollary 3], the set of cluster monomials forms a \(\mathbb{Z}\)-basis of \(A\). On the other hand, the cluster monomials of \(A\) are positive by results of [17, Sections 10 and 11] and [24, Theorem A.1] (in types \(A\) and \(D\) this also follows from [22]). It remains to show that every positive element of \(A\) can be written as a non-negative linear combination of cluster monomials.

Let \(Q\) be a quiver mutation-equivalent to an orientation of one of the Dynkin diagrams \(A_n, D_n, E_6, E_7\) and \(E_8\). Then for any two non-degenerate potentials \(S\) and \(S'\) on \(Q\) there is a right-equivalence between \((Q, S)\) and \((Q, S')\). This fact gives us some freedom to choose a suitable potential on \(Q\). Let \(S\) be the sum of all chordless cycles on \(Q\) (cf. [8, Section 9]). Then \((Q, S)\) satisfies the admissibility condition. Therefore, \(A\) satisfies the proper Laurent monomial property. Since cluster monomials form a \(\mathbb{Z}\)-basis of \(A\), any positive element is a \(\mathbb{Z}\)-linear combination of cluster monomials. But then, by Theorem 6.4, the coefficients in this combination are non-negative. □

We close the paper with a quite intriguing question.

**Question 7.2.** Is the admissibility condition a QP-mutation invariant?

As we saw in Theorems 6.2 and 7.1, a positive answer to this question would yield desirable properties for the corresponding cluster algebras.
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