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A. FAGGIONATO

February 21, 2018

1. Notation

We write LDP (µn, rn, I) if the sequence of probability measures (µn) on
some Polish space χ satisfies a LDP with speed rn and rate function I (note
that we do not assume a priori I to be good).

2. Varadhan’s Lemma

We have seen Varadhan’s lemma in its simplest form [2, Thm. III.13]:
suppose LDP (µn, rn, I) holds and let f : χ → R be a continuous function
bounded from above, then

lim
n→∞

1

rn
log

∫
ernfdµn = sup

x∈χ
{f(x)− I(x)} . (1)

In [3, Chp. 3] the following extention is proved:

Varadhan’s lemma. Suppose LDP (µn, rn, I) holds and let f : χ →
[−∞,∞] be a continuous function such that

lim
b→+∞

lim
n→∞

1

rn
log

∫
f≥b

ernfdµn = −∞ . (2)

Then it holds

lim
n→∞

1

rn
log

∫
ernfdµn = sup {f(x)− I(x) : f(x) ∧ I(x) <∞} . (3)

Trivially, if f is real, continuous and bounded from above the above extended
version implies Varadhan’s lemma as in [2, Thm. III.13].

Exercise 1. Prove that (2) is satisfied if there exists α > 1 such that

sup
n

(∫
eαrnfdµn

)1/rn

<∞ . (4)

Exercise 2. Consider the following game. Let Sn be the number of tails you
get when you flip n times a fair coin. Determine the asymptotics of E[3Sn ].
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Comments: One could try as follows: by the law of large numbers with
high probability Sn/n ≈ 1

2
, and therefore one would expect that E[3Sn ] =

3(n/2)(1+o(1)), i.e. limn→∞
1
n

logE[3Sn ] = (log 3)/2. But solve the exercise!
Suggestion: By Cramer’s theorem we know the LDP for the law µn of Sn/n.
Write E[3Sn ] as µn(enf ) for some f . Use the extended Varadhan’s lemma and
Exercise 1.

Exercise 3. (taken from [3]). Let Zk be i.i.d. with P(Zk = 1) = P(Zk = 2) =
1/2. Let Wn := Z1 · Z2 · · ·Zn.

(a) Show that E[Wn] = (3/2)n

(b) Show that, given ε > 0, limn→∞ P
(
(
√

2− ε)n < Wn < (
√

2 + ε)n
)

= 1.

Comments: comparing the two Items we get that E[Wn] = (3/2)n �
√

2
n
,

note that the r.h.s. is the value one would guess for E[Wn] assuming that rare
events do not contribute much to E[Wn]. The aim of the exercise is to show
that rare events can even give the main contribution to some expectations.
Suggestion: do not use LDP’s

3. Relation between Sanov’s theorem and Cramer’s theorem

The aim of this section is to derive the multidimensional Cramer’s theorem
from Sanov’s theorem. In particular, we consider in some detail Exercise 5.18
in [3], restricting to φ bounded there. The unbounded case can be treated
following the Hint after Exercise 5.18 in [3].

Exercise 4. Let S be a Polish space. Let {Xn} be a sequence of i.i.d. S–
valued random variables with common distribution λ and let φ : S → Rd be a
continuous function. Assume that

E[ea|φ(X1)|] <∞ ∀a > 0 . (5)

Prove by contraction from Sanov’s theorem that

Sn
n

:=
1

n

n∑
k=1

φ(Xk)

satisfies a LDP with speed n and good and convex rate function I : Rd → [0,∞]
given by

I(z) := inf {H(ν|λ) : ν(φ) = z} = sup
θ∈Rd

{
z · θ − log λ(eθ·φ)

}
. (6)

For simplicity suppose that φ is bounded.

We give some comments:

If we take S = Rd and φ(x) = x then we get the multidimensional Cramer’s
theorem for iid random vectors with value in Rd. In this case Sn/n is simply the
arithmetic average of X1, X2, . . . , Xn. Note that for d = 1 the above condition
(5) is equivalent to E[etX1 ] <∞ for any t ∈ R which is the condition of the 1d
Cramer’s theorem in [2].
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We give some suggestions to solve the exercise:
1) Apply the contraction principle and recall that M1(S) is endowed of the
weak topology (which can be metrized to make M1(S) itself to be a Polish
space). You get between others the first identity in (6).
2) Prove that I(z) given by the first identity in (6) is convex.
3) Compute the Legendre transform I∗(θ) := supz∈Rd{z · θ − I(z)} of I using
the first identity of (6) and show that it equals supν∈M1(S){ν(θφ) −H(ν|λ)}.
4) Use that H(·|λ) and p(g) := log λ(eg) are convex conjugate as in Theorem
5.6 of [3] and deduce that I∗(θ) = p(θφ).
5) To finally get the second identity apply the Fenchel–Moreau theorem (see
below)

Theorem 3.1 (Fenchel–Moreau theorem). Suppose f : χ → (−∞,∞] is not
identically ∞. Then, f = f ∗∗ if and only if f is convex and lower semicontin-
uous.

If interested to a proof, see e.g. [3, Chp.4].

4. Esercizi misti

Exercise 5. Solve Exercise 2.16 in [3]

Exercise 6. Solve Exercise 5.20 in [3]

Exercise 7. Solve Exercise 6.5 in [3]

Exercise 8. Solve Exercise 6.10 in [3]

Exercise 9. Consider µ, ν inM1(χ) with ν 6= ν. As a consequence, there exits
f ∈ Cb(χ) such that µ(f) 6= ν(f). Use this observation and Birkhoff’s ergodic

theorem to deduce that µ⊗Z
d

and ν⊗Z
d

are mutually singular (in agreement with
the fact that different probability measures in Mθ are mutually singular).

Exercise 10. Solve Exercise 8.5 in [3]
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