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Chapter 1

Complex manifolds

1.1 Holomorphic functions

Let U Ă Cn be an open subset, and f : U Ñ C be a function. Identifying
Cn with R2n, and C with R2, we may view f as a function from the open
U Ă R2n to R2, and hence it makes sense to state that f is, or is not,
differentiable at a P U .

Definition 1.1.1. Let U Ă Cn be an open subset. A function f : U Ñ C is
holomorphic if, for each a P U , it is differentiable at a, and the differential
dfpaq : Cn Ñ C is complex linear, i.e. there exists a complex linear function
L : Cn Ñ C such that

lim
hÑ0

||fpa` hq ´ fpaq ´ Lphq||

||h||
“ 0.

Remark 1.1.2. With notation as in Definition 1.1.1, the linear function L
is identified with the differential dfpaq via the standard identifications of Cn
and C with R2n and R2 respectively.

Let HomRpCn,Cq be the real vector space of R-linear maps Cn Ñ C.
Then HomRpCn,Cq contains the subspace HomCpCn,Cq of C-linear maps
Cn Ñ C, and the subspace HomCpCn,Cq of C-conjugate linear maps Cn Ñ
C, i.e. homomorphism f : Cn Ñ C of additive groups such that fpλvq “
λfpvq for λ P C and v P Cn (equivalently, such that v ÞÑ fpvq is C-linear).
We have a direct sum of real vector spaces

HomRpCn,Cq “ HomCpCn,Cq ‘HomCpCn,Cq. (1.1.1)

Thus, a function f : U Ñ C is holomorphic if and only if its differential at
each point of U belongs to the direct summand HomCpCn,Cq of the above
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6 CHAPTER 1. COMPLEX MANIFOLDS

decomposition. A differentiable function f : U Ñ C is antiholomorphic if
dfpaq P HomCpCn,Cq for all a P U .

We rewrite the decomposition in (1.1.1) as follows. First notive that we
have a natural isomorphism

HomRpCn,Rq bR C „
ÝÑ HomRpCn,Cq

f b λ ÞÑ pv ÞÑ λfpvqq
(1.1.2)

Remark 1.1.3. Let f : U Ñ C be differentiable, and write f “ u` iv, where
u, v are real functions. For a P U , the decomposition dfpaq “ dupaq` idvpaq
illustrates (1.1.2), by rewriting it as dfpaq “ dupaq ` dvpaq b i.

Thus, letting

Ω1,0
a pUq :“ HomCpCn,Cq, Ω0,1

a pUq :“ HomCpCn,Cq, (1.1.3)

(as above, U Ă Cn is open) we may rewrite (1.1.1) as

TapUq
˚ bR C “ Ω1,0

a pUq ‘ Ω0,1
a pUq. (1.1.4)

Complex bases of Ω1,0
a pUq and Ω0,1

a pUq are respectively

tdz1paq, . . . , dznpaqu, tdz1paq, . . . , dznpaqu (1.1.5)

Next, let

B{Bz1paq, . . . , B{Bznpaq, B{Bz1paq, . . . , B{Bznpaq P TapCnq b C (1.1.6)

be defined by the conditions

B

B

Bzj
paq, dzkpaq

F

“ δj,k, (1.1.7)

B

B

Bzj
paq, dzkpaq

F

“

B

B

Bzj
paq, dzkpaq

F

“ 0, (1.1.8)

B

B

Bzj
paq, dzkpaq

F

“ δj,k. (1.1.9)

With the above notation, a differentiable function f : U Ñ C is holomorphic
if and only if

Bfpaq

Bzk
“ 0 @k P t1, . . . , nu, @a P U. (1.1.10)

Informally: f is holomorphic if it depends on the zj ’s, but not on the zk’s.
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Example 1.1.4. Let f : Cn Ñ C be a polynomial function of the zj ’s and
zk’s, i.e.

fpzq “
ÿ

|J |`|K|ďd

cJ,Kz
JzK , (1.1.11)

where J “ pj1, . . . , jnq and K “ pk1, . . . , knq are multindices. Then

Bf

Bzs
pzq “

ÿ

J,K
ksě1

cJ,Kksz
JzK´es , (1.1.12)

where te1, . . . , enu is the standard basis of Rn. It follows that f is holo-
morphic if and only cJ,K “ 0 for all K ­“ p0, . . . , 0q.

Remark 1.1.5. Let f : U Ñ C be a holomorphic function of one variable,
i.e. U is an open subset of C. For a P U we let f 1paq :“ Bfpaq

Bz .

Example 1.1.6. Let R ą 0. Let f : Bp0, Rq Ñ C be defined by an absolutely
convergent series

fpzq “
8
ÿ

m“0

cmz
m, (1.1.13)

i.e. the right hand side is absolutely convergent for every z P Bp0, Rq. We
claim that f is holomorphic, and that

f 1pzq “
ÿ

m“0

pm` 1qcm`1z
m. (1.1.14)

In fact, given 0 ă ρ ă R, there exists Mpρq ą 0 such that

|cm|ρ
m ďMpρq @m, (1.1.15)

because the right hand side of (1.1.13) is absolute convergent for every z
such that |z| “ ρ. It follows that the right hand side of (1.1.14) is absolutely
convergent for |z| ă R. Moreover, for |z| ă R we have

fpzq´fpz0q “

8
ÿ

m“0

cmppz0`pz´z0qq
m´zm0 q “

8
ÿ

m“1

cm

˜

m
ÿ

j“1

ˆ

m

j

˙

pz ´ z0q
jzm´j0

¸

“

“ pz ´ z0q

˜

8
ÿ

m“0

pm` 1qcm`1z
m
0

¸

` pz ´ z0q
2ϕpzq, (1.1.16)

where ϕpzq is uniformly bounded on Bpz0, εq for ε ă pR´|z0|q, (use (1.1.15)).
Hence

Bf

Bz
pz0q “

ÿ

m“0

pm` 1qcm`1z
m
0 ,

Bf

Bz
pz0q “ 0.

The claim follows because z0 is an arbitrary point of Bp0, Rq.
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Writing out (1.1.10) in real coordinates, one gets the Cauchy-Riemann
equations. More precisely, let zj “ xj ` iyj , where xj , yj are the real co-
ordinate functions. Then (1.1.7), (1.1.8), and (1.1.9) are equivalent to

B

Bzj
paq “

1

2

ˆ

B

Bxj
paq ´ i

B

Byj
paq

˙

,
B

Bzj
paq “

1

2

ˆ

B

Bxj
paq ` i

B

Byj
paq

˙

.

(1.1.17)
In particular, we may rewrite (1.1.10) as

Bf

Bxj
“
Bf

iByj
@j P t1, . . . , nu.

Letting fpzq “ upzq` ivpzq, where upzq, vpzq are the real and the imaginary
part of fpzq respectively, we get that f : U Ñ C is holomorphic if and only
if it is differentiable and for all j P t1, . . . , nu the following Cauchy-Riemann
equations hold on U :

Bu

Bxj
“

Bv

Byj
, (1.1.18)

Bu

Byj
“ ´

Bv

Bxj
. (1.1.19)

1.2 Holomorphic maps

Definition 1.2.1. Let U Ă Cn be an open subset. A map f : U Ñ Cm is
holomorphic if, for each a P U , it is differentiable at a, and the differential
dfpaq : Cn Ñ Cm is complex linear.

Write f “ pf1, . . . , fmq; then f is holomorphic if and only if each of its
component functions fj : U Ñ C is holomorphic. This holds because an
R-linear map V ÑW1 ‘W2, where V,W1,W2 are complex vector spaces is
C-linear if and only if each of the maps V Ñ Wj obtained by composing
with the projections pW1 ‘W2q ÑWj is C-linear.

Theorem 1.2.2. Let U Ă Cn be a non empty open subset.

1. The set of holomorphic functions f : U Ñ C with pointwise addition
and multiplication is a ring, with unit the constant function 1. If
f : U Ñ C is holomorphic and nowhere zero, then 1{fpzq is holo-
morphic.
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2. Let U Ă Cn and W Ă Cm be open subsets. Let f : U Ñ W and
g : W Ñ Ck be holomorphic (f holomorphic means that it is holo-
morphic when viewed as a map U Ñ Cn). Then the composition
g ˝ f : U Ñ Ck is holomorphic.

3. Holomorphic Inverse Function Theorem: Let U Ă Cn be open, and let
f : U Ñ Cn be holomorphic. Let a P U , and assume that dfpaq : Cn Ñ
Cn is invertible. Then f is a local diffeomorophism at a, with holo-
morphic local inverse.

4. Holomorphic Implicit Function Theorem: Let U Ă Cn be open, and
let f : U Ñ Ck be holomorphic, with components f1, . . . , fk. Write
elements of Cn as pz, wq, where z P Cn´k w P Ck. Let pa, bq P U .

Suppose that fpa, bq “ 0, and that the k ˆ k matrix
´

Bflpa,bq
Bwh

¯

1ďl,hďk

is non degenerate. Then there exist open (non empty) balls Bpa,Rq Ă
Cn´k, Bpb, rq Ă Ck and a holomorhic function ϕ : Bpa,Rq Ñ Bpb, rq
such that Bpa,Rq ˆBpb, rq Ă U and

tpz, wq P Bpa,Rq ˆBpb, rq | fpz, wq “ 0u “ tpz, ϕpzqq | z P Bpa,Rqu.

Proof. All the statements above follow from corresponding results on differ-
entiable maps. As an example, assume that f : U Ñ C is holomorphic and
nowhere zero. Let u, v : U Ñ C be the real and imaginary parts of f . Then

1

fpzq
“

u

u2 ` v2
´ i

v

u2 ` v2
.

Thus 1{f is differentiable. Since

B

Bzj

ˆ

1

f

˙

“ ´

Bf
Bzj

f2
“ 0,

1{f is holomorphic.

1.3 Complex valued differential forms

Definition 1.3.1. Let U Ă Cn be open. A complex valued m form ω on U
is a section of p

Źm T pUq˚q bR C (the complexified m-th exterior power of
the cotangent bundle of U), i.e. ω “ α ` iβ, where α, β are real m forms
on U . We say that ω is continuous, differentiable or C l if each of α, β is
respectively continuous, differentiable or C l.
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We recall that the complexified cotangent space of an open U Ă Cn at a
point a has a direct sum decomposition with addends the complex vectior
subspaces Ω1,0

a pUq and Ω0,1
a pUq. There is a similar decomposition of the fiber

of p
Źm T pUq˚q bR C at a.

Definition 1.3.2. Let Ωp,q
a pUq be the complex subspace of p

Źm T pUq˚qbRC
spanned by alle elements of the form df1paq^. . .^dfppaq^dg1paq^. . .^dgqpaq,
where f1, . . . , fp are holomorphic defined in an open neighborhood of a, and
g1, . . . , gq are antiholomorphic defined in an open neighborhood of a.

For multindices J “ pj1, . . . , jpq and K “ pk1, . . . , kqq, let

dzJpaq :“ dzj1paq^. . .^dzjppaq, dzKpaq :“ dzk1paq^. . .^dzkqpaq. (1.3.1)

A complex basis of Ωp,q
a pUq is provided by all dzJpaq ^ dzJpaq, where the

multiindices J , K have p and q entries respectively.

We have a direct sum decomposition

p

m
ľ

TapUq
˚q bR C “

à

p`q“m

Ωp,q
a pUq. (1.3.2)

Hence a complex valued m form on U can be written uniquely as

ω “
ÿ

|I|`|J |“m

ωI,JdzI ^ dzJ , ωI,J : U Ñ C, (1.3.3)

and ω is continuous, differentiable or Ck if and only if each of ωI,J is re-
spectively continuous, differentiable or Ck.

Definition 1.3.3. A differential form ω on an open U Ă Cn is of type pp, qq
if ωpaq P Ωp,q

a pCnq for all a P U .

Let U Ă Cn be open. For a differentiable complex valued m form ω “
u`iv, where u, v are the real and imaginary parts of ω, we let dω “ du`idv.
It is convenient to split dω according to the decomposition in (1.3.2). For a
differentiable function f : U Ñ C, we let

Bf :“
n
ÿ

j“1

Bf

Bzj
dzj , Bf :“

n
ÿ

k“1

Bf

Bzk
dzk. (1.3.4)
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We extend B and B to linear operators on differential forms by imposing
Leibiniz rule. Thus

Bp
ÿ

|I|`|J |“m

ωI,JdzI ^ dzJq :“
ÿ

|I|`|J |“m
kPt1,...,nu

BωI,J
Bzk

dzk ^ dzI ^ dzJ (1.3.5)

Bp
ÿ

|I|`|J |“m

ωI,JdzI ^ dzJq :“
ÿ

|I|`|J |“m
kPt1,...,nu

BωI,J
Bzk

dzk ^ dzI ^ dzJ(1.3.6)

A straighforward computation shows that

d “ B ` B. (1.3.7)

Since d ˝ d “ 0, it follows that

B ˝ B “ 0, B ˝ B “ 0, B ˝ B ` B ˝ B “ 0. (1.3.8)

In fact, it suffices to prove that the above operators are zero on a pp, qq form
ω. We have

0 “ d ˝ dpωq “ B ˝ Bpωq ` pB ˝ B ` B ˝ Bqpωq ` B ˝ Bpωq. (1.3.9)

Since B ˝ Bpωq is of type pp` 2, qq, pB ˝ B ` B ˝ Bqpωq is of type pp` 1, q ` 1q,
and B ˝ Bpωq is of type pp, q ` 2q, it follows that each vanishes.

1.4 Cauchy’s integral formula

Definition 1.4.1. Let U Ă Cn be open, and let ω be a continuous complex
valued 1 form on U . Write ω “ α` iβ, where α, β are (real) 1 forms on U .
Given a piecewise C1 parametrized path γ : ra, bs Ñ U , we let

ż

γ
ω :“

ż

γ
α` i

ż

γ
β “

ż b

a
γ˚pαq ` i

ż b

a
γ˚pβq.

(Since γ is piecewise C1, γ˚pαq and γ˚pβq make sense over each closed in-
terval over which γ is differentiable, and they are continuous 1 forms, hence
they have finite integrals.)

Remark 1.4.2. With notation as in Definition 1.4.1, the integral of ω does
not change if we reparametrize γ by a non decreasing differentiable function
rc, ds Ñ ra, bs (by the change of variables formula). Thus we may speak of
the integral of ω over an oriented path in U .
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Remark 1.4.3. Complex valued differential forms make sense on any open of
Rd (but of course dzi and dzi make sense only on Cn), and one may define
differentiation and pull-back as above, by reducing to the real and imaginary
parts. In Definition 1.4.1 we could have defined

ş

γ ω to be
şb
a γ
˚pωq.

Definition 1.4.4. Given a P C and R ą 0 we let ΓapRq be the path

r0, 2πs
ΓapRq
ÝÑ C

θ ÞÑ a`R exppiθq

Example 1.4.5. We have
ż

ΓapRq

dz

z ´ a
“ 2πi.

In fact

ΓapRq
˚

ˆ

dz

z ´ a

˙

“
Rieiθdθ

Reiθ
“ idθ.

(see Remark 1.4.3) and the result follows.

The following integral representation is the beginning of complex analyis
in one variable.

Theorem 1.4.6 (Cauchy’s integral formula). Let f : U Ñ C be a holo-
morphic function, where U Ă C is open. Suppose that the closed disk Bpa,Rq
is contained in U . Then, for all z P Bpa,Rq we have

fpzq “
1

2πi

ż

ΓapRq

fptqdt

t´ z
(1.4.1)

We prove Cauchy’s integral formula after a few preliminaries.

Key Observation 1.4.7. Let U Ă C be open, and f : U Ñ C differentiable.
Then

dpfpzqdzq “
Bf

Bz
dz ^ dz `

Bf

Bz
dz ^ dz “

Bf

Bz
dz ^ dz.

In particular f is holomorphic if and only if the (differentiable) 1 form
fpzqdz is closed.

Theorem 1.4.8 (Cauchy-Goursat). Let U Ă C be open, and f : U Ñ C be
holomorphic. Let R Ă U be compact, with piecewise C1 boundary BR, with
orientation induced by the standard orientation1 of Cn “ R2n. Then

ż

BR

fdz “ 0. (1.4.2)

1If zj “ xj ` iyj , the orientation is given by dx1 ^ dy1 ^ . . .^ dxn ^ dyn.
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Proof. If one assumes that f is C1, then Stokes’ Theorem applies to fpzqdz
and the Theorem follows from the Key Observation 1.4.7. For the beau-
tiful proof (by Goursat) valid without the assumption that f is C1, see
Ahlfors [?].

Proof of Cauchy’s integral formula. By Example 1.4.5, it suffices to prove
that

ż

ΓapRq

fptq ´ fpzq

t´ z
dt “ 0. (1.4.3)

Let δ be a very small (strictly) positive number. By applying Proposition
1.4.8 to the region between the circles described by Γzpδq and ΓapRq, we
get that

ż

ΓapRq

fptq ´ fpzq

t´ z
dt “

ż

Γzpδq

fptq ´ fpzq

t´ z
dt.

On the other hand,
ş

Γzpδq

f 1paqdt “ 0 because f 1paqdt “ dpf 1paqtq is an exact

differential, and hence

ż

ΓapRq

fptq ´ fpzq

t´ z
dt “

ż

Γzpδq

fptq ´ fpzq ´ f 1pzq ¨ pt´ zq

t´ z
dt. (1.4.4)

Since f is differentiable at a, with derivative f 1paq, the integrand in the right
hand side of (1.4.4) has absolute bounded above, say by M ą 0. It follows
that the integral in the right hand side of (1.4.4) has absolute bounded
above by 2πδM . Since δ is arbitrarily small, it follows that integral in the
left hand side of (1.4.4) is zero.

Corollary 1.4.9. Let f : U Ñ C be a holomorphic function, where U Ă C
is open. Then f is C8, and the derivatives of any order are holomorphic.
Suppose that the closed disk Bpa,Rq is contained in U . Then for z P Bpa,Rq
we have

f pnqpzq “
n!

2πi

ż

ΓapRq

fptqdt

pt´ zqn`1
. (1.4.5)

Proof. If the closed disk Bpa,Rq is contained in U , then (1.5.4) holds for
n “ 0 by Cauchy’s integral formula. By differentiation under the integral
sign (this has to be justified, we leave details to the reader) and induction
on n, we get the corollary.



14 CHAPTER 1. COMPLEX MANIFOLDS

1.5 Holomorphic functions are analytic

Definition 1.5.1. Let U Ă Cn be an open subset. A function f : U Ñ C
is analytic if, for each a P U there exist an open ball Bpa,Rq Ă U and an
absolutely convergent power series in Bpa,Rq

ÿ

mPNn

cmpz ´ aq
m, (1.5.1)

where cm is a complex number and pz ´ aqm “ pz1 ´ a1q
m1 ¨ ¨ ¨ pzn ´ anq

m1 ,
whose sum is equal to fpzq for all z P Bpa, rq.

Example 1.1.6 shows that analytic functions of one variable are holo-
morphic. The same is true of analytic functions of several complex variables.
What is surprising is that the converse holds, i.e. holomorphic functions are
analytic that is the main result of the present subsection.

Let a P Cn and let pR1, . . . , Rnq P Rn`. Let

B pa1, R1q ˆ ¨ ¨ ¨ ˆB pan, Rnq
f
ÝÑ C

be a continuous function. Let 0 ă ri ă Ri for i P t1, . . . , nu. We let
ż

Γa1 pr1qˆ¨¨¨ˆΓan prnq

fptqdt1 ^ ¨ ¨ ¨ ^ dtn
pt1 ´ z1q ¨ ¨ ¨ ¨ ¨ ptn ´ znq

:“

ż

r0,2πsn

ϕ˚
ˆ

fptqdt1 ^ ¨ ¨ ¨ ^ dtn
pt1 ´ z1q ¨ ¨ ¨ ¨ ¨ ptn ´ znq

˙

,

(1.5.2)
where ϕ :“ Γa1pr1q ˆ . . .ˆ Γanprnq, i.e.

r0, 2πsn
ϕ
ÝÑ Cn

pθ1, . . . , θnq ÞÑ pa1 ` r1 exppiθ1q, . . . , an ` rn exppiθ1qq

(Continuity of f guarantees that the integral in the right hand side of (1.5.2)
is defined.)

Proposition 1.5.2. Let a P Cn and let pR1, . . . , Rnq P Rn`. Suppose that

B pa1, R1q ˆ ¨ ¨ ¨ ˆB pan, Rnq
f
ÝÑ C

is a continuous function which is holomorphic in each variable separately.
Let 0 ă ri ă Ri for i P t1, . . . , nu. Then

fpzq “
1

p2πiqn

ż

Γa1 pr1qˆ¨¨¨ˆΓan prnq

f pt1, . . . , tnq dt1 ^ ¨ ¨ ¨ ^ dtn
pt1 ´ z1q ¨ ¨ ¨ ¨ ¨ ptn ´ znq

(1.5.3)

for all z P B pa1, R1q ˆ ¨ ¨ ¨ ˆB pan, Rnq
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Proof. By induction on n. For n “ 1 (1.5.3) is Cauchy’s formula, i.e. The-
orem 1.4.6. Let’s prove the inductive step. Let n ě 2. By Fubini’s theorem
the right-hand side of (1.5.3) is equal to

1

2πi

ż

Γan prnq

¨

˚

˝

1

p2πiqn´1

ż

Γa1 pr1qˆ¨¨¨ˆΓan´1 prn´1q

f pt1, . . . , tnq dt1 ^ ¨ ¨ ¨ dtn´1

pt1 ´ z1q ¨ ¨ ¨ ¨ ¨ ptn´1 ´ zn´1q

˛

‹

‚

dtn
tn ´ zn

.

By the inductive hypothesis the above integral is equal to

1

2πi

ż

Γan prnq

f pz1, . . . , zn´1, tnq dtn
tn ´ zn

,

and the proposition follows from Cauchy’s integral formula

Arguing as in the proof of Corollary 1.4.9, we get the following result.

Corollary 1.5.3. Let f : U Ñ C be a holomorphic function, where U Ă

Cn is open. Then f is C8, and the partial derivatives of any order are
holomorphic. Suppose that the closure of B pa1, R1q ˆ ¨ ¨ ¨ ˆ B pan, Rnq is
contained in U . Then for z P B pa1, R1q ˆ ¨ ¨ ¨ ˆB pan, Rnq we have

Bk1`...`knfpzq

Bzk11 . . . Bzknn
“
k1! . . . kn!

2πi

ż

Γa1 pr1qˆ¨¨¨ˆΓan prnq

f pt1, . . . , tnq dt1 ¨ ¨ ¨ dtn

pt1 ´ z1q
k1`1

¨ ¨ ¨ ¨ ¨ ptn ´ znq
kn`1

.

(1.5.4)

Theorem 1.5.4. Let U Ă Cn be open and f : U Ñ C. The following
conditions on f are equivalent:

1. f is holomorphic.

2. f is a continuous function, and is holomorphic in each variable separ-
ately.

3. f is analytic.

Proof. (1) ùñ (2): immediate from the definitions. (2) ùñ (3): by Pro-
position 1.5.2 and the geometric series expansion

1

tk ´ zk
“

1

tk ´ ak
¨

1

1´ zk´ak
tk´ak

“
1

tk ´ ak
`

zk ´ ak
ptk ´ akq2

`
pzk ´ akq

2

ptk ´ akq3
` . . . ,
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we get that for z P Ba1pr1q ˆ . . .ˆBanprnq

fpzq “
ÿ

kPNn

ck1,...,knpz1 ´ a1q
k1 . . . pzn ´ anq

kn , (1.5.5)

where

ck1,...,kn “
1

2πi

ż

Γa1 pr1qˆ¨¨¨ˆΓan prnq

fptqdt1 ^ ¨ ¨ ¨ ^ dtn

pt1 ´ z1q
k1`1

¨ ¨ ¨ ¨ ¨ ptn ´ znq
kn`1

(1.5.6)

(3) ùñ (1): Since f is analytic, it is a continuous function, and it is ana-
lytic in each variable separately. By Example 1.1.6, it follows that f is
holomorphic in each variable separately. By Proposition 1.5.2 it follows
that f is holomorphic (differentiation under the inegral sign).

Corollary 1.5.5. Let U Ă Cn be open and f : U Ñ C be holomorphic. Let
a P U , and let (according to Theorem 1.5.4) be an expansion in power
series of f around a

fpzq “
ÿ

mPNn

cmpz ´ aq
m, z P Bpa,Rq Ă U.

Then
Bk1`...`knfpaq

Bzk11 . . . Bzknn
“ pk1q! . . . pknq!ck1,...,kn . (1.5.7)

Proof. Follows from Corollary 1.5.3 and (1.5.6).

The following result is in stark contrast with what happens for C8 func-
tions.

Proposition 1.5.6 (Principle of analytic continuation). Let U Ă Cn be
open and connected. If f, g : U Ñ C are holomorphic, and are equal on a
non empty open V Ă U , then they are equal on all of U .

Proof. Since the difference of two holomorphic functions is holomorphic, it
suffices to prove that if a holomorphic function is zero on a non empty open
V Ă U , then it is zero on all of U . Let D Ă U be the subset of z such that
all partial derivetives of f in z vanish. Then D is closed because it is the
intersection of the closed subsets of points where a specific partial derivative
vanishes. In addition D is non empty because it contains Y . Since U is
connected, it suffices to show that U is also open. If a P D, then f vanishes
in a neighborhood of a by Corollary 1.5.5, and hence D contains an open
neighborhood of a. Thus D is open.
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1.6 Complex manifolds

Let X be a topological manifold. A holomorphic atlas on X is a family
tpUk, ϕkqukPK , where

1. tUkukPK is an open covering of X,

2. ϕk : Uk
„
ÝÑ Vk is a homeomorphism between Uk and an open Vk Ă Cn,

3. and for each k, h P K, the transition function ϕhpUhXUkq ÝÑ ϕkpUhX
Ukq is holomorphic (this makes sense because domain and codomain
are open subsets of Cn).

Remark 1.6.1. If tpUk, ϕkqukPK is a holomorphic atlas on X, we say that
pUk, ϕkq are the charts of the atlas. Each chart determines holomorphic
coordinates pz1 ˝ϕk, . . . , zn ˝ϕkq on Uk. It is often convenient to identify Uk
with its image ϕkpUkq Ă Cn, and to denote the associated coordinates by
pz1, . . . , znq.

Two holomorphic atlases on X are compatible if the union is a holomorphic
atlas. The relation of compatibility is an equivalence relation.

Definition 1.6.2. A complex manifold is an equivalence class of holo-
morphic atlases for the relation of compatibility. If the charts take values in
Cn, the dimension of X is n.

Let U Ă Cn be open. The atlas on U defined by the identity map U Ñ U
determines an equivalence class of holomorphic atlases on U , and hence gives
U the structure of a complex manifold. Below are non trivial (i.e. not zero
dimensional) examples of compact complex manifolds.

Example 1.6.3. Let Pn be complex projective space, with atlas tpPnZi
, fiqu0ďiďn,

where PnZi
is the open subset of points whose Zi homogeneous coordinate is

non zero, and

PnZi

fi
ÝÑ Cn

rZs ÞÑ pZ0
Zi
, . . . , Zi´1

Zi
, Zi`1

Zi
, . . . , Zn

Zi
q

The above atlas is holomorphic, hence it provides Pn a structure of complex
manifold. From now on Pn denotes the above complex manifold. More
generally the complex Grassmannian Grpd, nq of complex vector subspaces
V Ă Cn of dimension d has the following holomorphic atlas. First, given a
multiindex J “ pj1, . . . , jdq, where 1 ď j1 ă . . . ă jd ď n, let V pZj1 , . . . , Zjdq
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be the kernel of the linear map Cn Ñ Cd defined by Z Ñ pZj1 , . . . , Zjdq. Let
Grpd, nqJ Ă Grpd, nq be the open subset defined by

Grpd, nqJ :“ tW P Grpd, nq |W X V pZj1 , . . . , Zjdq “ t0u.

A d dimensional subspace W Ă Cn belongs to Grpd, nqJ if and only if it has
a basis tv1, . . . , vdu given by the rows of a matrix

»

—

—

—

—

—

—

–

z1,1 . . . z1,j1´1 1 z1,j1`1 ¨ ¨ ¨ z1,j2´1 0 z1,j2`1 ¨ ¨ ¨ 0 z1,jd`1 ¨ ¨ ¨ z1,n

z2,1 . . . z2,j1´1 0 z2,j1`1 ¨ ¨ ¨ z2,j2´1 1 z2,j2`1 ¨ ¨ ¨ 0 z2,jd`1 ¨ ¨ ¨ z2,n
...

...
...

...
...

...
...

...
...

...
...

...
...

...
zd,1 . . . zd,j1´1 0 zd,j1`1 ¨ ¨ ¨ zd,j2´1 0 zd,j2`1 ¨ ¨ ¨ 1 zd,jd`1 ¨ ¨ ¨ zd,n

fi

ffi

ffi

ffi

ffi

ffi

ffi

fl

We let fJ : Grpd, nqJ Ñ Cdpn´dq be the map associating to W the entries
Zk,j above. The atlas tpGrpd, nqJ , fJqu is homolorphic, and it gives Grpd, nq
a structure of complex manifold of dimension dpn´ dq.

Definition 1.6.4. Let X and Y be complex manifolds. A continuous
map f : X Ñ Y is holomorphic if, for any atlases tpUk, ϕkqukPK of X and
tpWh, ψhquhPH of Y , the following holds. Let pk, hq P K ˆH; then the map

ϕkpUk X f
´1pWhqq ÝÑ Cn

z ÞÑ ψhpfpϕ
´1
k pzqqq

(1.6.1)

is holomorphic (this makes sense because the domain is an open subset of a
Cn).

If the maps in (1.6.1) are holomorphic for one choice of atlas for X, then
they are holomorphic for any other choice of compatible atlas. Similarly,
if the maps in (1.6.1) are holomorphic for one choice of atlas for Y , they
remain holomorphic for a compatible atlas of Y . Thus, in order to check
whether a given continuous function is holomorphic, it suffices to check that
the maps in (1.6.1) are holomorphic for one choice of atlas for X and one
choice of atlas for Y .

In particular, if U Ă Cn is open, the two definitions of a holomorphic
map f : U Ñ Cm, i.e. Definition 1.2.1 and Definition 1.6.5, coincide.
We notice that the identity map IdX : X Ñ X is holomorphic, and that the
composition of holomorphic maps f : X Ñ Y and g : Y Ñ Z is holomorphic.

Definition 1.6.5. Let X and Y be complex manifolds. A holomorphic
map f : X Ñ Y is an isomorphism if it has a holomorphic inverse, i.e. a
holomorphic map g : Y Ñ X such that g ˝ f “ IdX and f ˝ g “ IdY . An
automorphism of X is an isomorphism between X and itself.
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The set of automorphisms of X with operation given by composition is
a group that we denote by AutpXq.

Definition 1.6.6. Let X, Y be two complex manifolds, with holomorphic
atlases tpUj , fjqujPJ and tpVk, gkqukPK respectively. Then tpUj ˆ Vk, fj ˆ
gkqupj,kqPJˆK is a holomorphic atlas of the topological manifold X ˆ Y . Re-
placing tpUj , fjqujPJ and tpVk, gkqukPK by compatible holomorphic atlases,
we get a holomorphic atlas compatible with tpUj ˆ Vk, fj ˆ gkqupj,kqPJˆK .
Hence X ˆ Y has a complex structure induced by those of X and Y .

From now on XˆY denotes the complex manifold defined in Definition
1.6.6. The projections X ˆ Y Ñ X and X ˆ Y Ñ Y are holomorphic,
because in local coordinates they are given by the projection the first (or last)
coordinates. Moreover X ˆ Y is the product of X and Y in the category of
complex manifolds, i.e. given a complex manifold W and holomorphic maps
f : W Ñ X and g : W Ñ Y , there is a unique holomorphic map W Ñ XˆY
which composed with the two projections X ˆ Y Ñ X and X ˆ Y Ñ Y
gives back f and g.

A complex manifold determines an underlying C8 manifold, because
a holomorphic atlas is also a C8 atlas, and a holomorphic map between
complex manifolds is a C8 map of the underlying C8 manifolds. One
distinctive feature of the C8 manifolds underlying holomorphic manifolds
(beyond having even dimension) is that they are oreintable.

Proposition 1.6.7. The C8 manifold underlying a complex manifold is
orientable.

Proof. Let X be a complex manifold. Let z “ pz1, . . . , znq be holomorphic
coordinates on a holomorphic chart pU, fq of X. Then

ωz :“ indz1 ^ dz1 ^ . . .^ dzn ^ dzn “ 2ndx1 ^ dy1 ^ . . .^ dxn ^ dyn

is a volume form on U . Let u “ pu1, . . . , unq be holomorphic coordinates
on another holomorphic chart pV, gq of X, and let ωu be the corresponding
volume form on V . Let z “ ϕpuq be the transition function, and let

Jpϕq :“

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

Bϕ1

Bu1
. . . Bϕ1

Bun
...

...
...

Bϕn

Bu1
. . . Bϕn

Bun

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

be the holomorphic Jacobian determinant. Then ωz “ |Jpϕq|
2ωw. Thus the

holomorphic atlas of X is oriented, and hence X is orientable.
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Remark 1.6.8. The proof of Proposition 1.6.7 shows that a complex man-
ifold has a well-defined complex orientation. An isomorphism f : X Ñ Y of
complex manifolds maps the complex oientation of Y to the complex ori-
entation of X. Moreover the complex orientation of the product of complex
manifolds X and Y is the product of the complex orientation of X and the
complex orientation of Y .

One goal that we would like to reach when studying complex manifolds
is to determine the isomorphism classes of complex manifolds. A neces-
sary condition for two complex manifolds to be isomorphic is that the un-
derlying C8 manifolds be diffeomorphic. The latter condition is far from
being sufficient. The simplest example is provided by C and the unit disc
∆ :“ tz P C | |z| “ 1u. A holomorphic map CÑ ∆ is constant by Louville’s
Theorem (see Exercise 1.8.1), and hence C and ∆ are not isomorphic,
although they are clearly diffeomorphic. A richer family of such examples
is provided by annuli in C, see Ahlfors [?]. We will give plenty of compact
examples later on.

Definition 1.6.9. Let X be a complex manifold. A subset Y Ă X is a
complex submanifold of X if the following holds. There exist a covering
tUkukPK of X by the open sets of a (holomorphic) atlas of X and, for each
k P K, holomorhic functions f1

k , . . . , f
r
k : Uk Ñ C (we identify Uk with an

open subset of Cn via the local chart, see Remark 1.6.1) such that

1. Y X Uk is the set of zeroes of f1
k , . . . , f

r
k :

Y X Uk “ tz P Uk | f
1
k pzq “ . . . “ f rk pzq “ 0u.

2. The differentials df1
k pzq, . . . , df

r
k pzq are linearly independent for each

z P Y X Uk.

Given a complex submanifold Y Ă X, we can define an equivalence class
of holomorphic atlases on Y , by imitating the C8 definition - we simply
replace the C8 Implicit Function Theorem by its holomorphic analogue,
i.e. Item (4) of Theorem 1.2.2. Thus Y is a complex manifold, and the
inclusion map Y ãÑ X is a holomorphic map.

1.7 Tangent space

Let M be a C8 manifold, and a PM . The ring of germs of smooth functions
at a, denoted EM,a, is the set of equivalence classes of couples pU, fq, where
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U Ă M is an open subset containing a, f P C8pUq, and couples pU, fq,
pV, gq are equivalent if there exists a couple pW,hq such that W Ă U X V
and h “ f|W “ g|W . Given ϕ “ rpU, fqs P EM,a, the evaluation ϕpaq :“ fpaq
is well defined. Hence we may give the abelian group R a structure of module
over EM,a by setting ϕ ¨ x “ ϕpaqx, for ϕ P EM,a and x P R.

One may define the tangent space of M at a as the real vector space of
R derivations D : EM,a Ñ R, where R has the EM,a module structure defined
above. In local coordinates px1, . . . , xmq centered at a, a basis of tangent
space of M at a is given by p B

Bx1
|x“0, . . . ,

B
Bxm

|x“0q. We denote the tangent

space to M at a by TR
a pMq.

Now we let TC
a pMq :“ TR

a pMqbR C be the complexified tangent space to
M at a. Moltiplication on the right hand side by complex numbers, gives
TC
a pMq a structure of complex vector space (of dimension dimM). Let

E C
M,a :“ EM,abR C be the ring of germs of complex valued smooth functions

at a. One has a canonical identification of TC
a pMq with the complex vector

space of derivations DerCpE
C
M,a,Cq. Concretely, an element of EM,a b C is

represnted by pU, f`igq, where f, g P C8pUq, and a basis (over C) of TC
a pMq

is provided by the basis of TR
a pMq given above.

Going from the tangent space to the complexified tangent space does not
give anything new in general. On the other hand, the complexified tangent
space of a complex manifold has a canonical splitting into a direct sum of
complex vector spaces of equal dimensions. In order to explain this, we give
a couple of definitions.

Definition 1.7.1. Let X be a complex manifold, and x P X. The ring
of germs of holomorphic functions at x is the set of ϕ P E C

M,a which are
represented by couples pU, fq such that f is holomorphic (clearly a subring),
and is denoted Oan

X,x.

Definition 1.7.2. Let X be a complex manifold, and x P X. A (complex)
tangent vector v P TC

x pXq is holomorphic if vpϕq for every ϕ P Oan
X,x, it is

anti holomorphic if vpϕq for every ϕ P Oan
X,x.

In local holomorphic coordinates pz1, . . . , znq centered at x, a basis of
the complexified tangent space of X at x is given by

B

Bz1
|z“0, . . . ,

B

Bzn
|z“0,

B

Bz1
|z“0, . . . ,

B

Bzn
|z“0 .

The first n tangent vectors are holomorphic, the last n are anti holomorphic.
Let TxpXq Ă TC

x pXq be the subspace of holomorphic tangent vectors (no-
tice the potential for notational confusion!). Then we have a direct sum
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decomposition
TC
x pXq “ TxpXq ‘ T xpXq. (1.7.1)

1.8 Differential forms on complex manifolds

Exercises

Exercise 1.8.1. Let f be an entire function, i.e. a holomorphic function f : CÑ C.
Suppose that there exists an integer d such that

lim
|z|Ñ`8

|fpzq|

|z|d`1
“ 0. (1.8.1)

Prove that f is a polynomial of degree at most d, i.e. there exist a0, . . . ad P C such
that fpzq “ a0z

d` . . .` ad. (Hint: prove that f pnqp0q “ 0 for n ą d.) In particular
one gets Liouville’s Theorem: a bounded entire function is constant.

Exercise 1.8.2. Let U Ă C be open, and a P U . Suppose that f : pUztauq Ñ C is
holomorphic, and that there exists r ą 0 such that f is bounded on Bpa, rq X U .
Riemann’s extension Theorem states that f extends to a holomorphic function
rf : U Ñ C. Prove it as follows. Let r ą 0 be such that Bpa, rq Ă U . Show that the
usual Cauchy integral formula holds for all z P pBpa, rqztauq:

fpzq “
1

2πi

ż

Γaprq

fptq

t´ z
dt,

and then notice that the right hand side of the above euqation extends to a holo-
morphic function over a as well.

Exercise 1.8.3. Let U Ă C be open and connected and let f : U Ñ C be holo-
morphic non constant. Prove that f is open, i.e. it maps open sets to open sets,
proceeding as follows. Let a P U , and let

fpzq “
8
ÿ

m“0

cmpz ´ aq
m

be a power series expansion of f in a neighborhhod of a, say Bpa, rq. Let m0 be
the minimum strictly positive natural number such that cm0 ­“ 0 (since f is not
constant on U , such an m0 exists by the Principle of analytic prolungation). Then,
on Bpa, rq we have

fpzq “ c0 ` cm0
pz ´ aqm0gpzq,

where g is holomorphic and gpaq ­“ 0.

1. Prove that for a sufficiently small positive δ, there exists a homolorphic func-
tion h : Bpa, δq such that g|Bpa,δq “ hm0 (use the Inverse function Theorem,
i.e. Item (3) of Theorem 1.2.2).
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2. Let ϕ : Bpa, δq Ñ C be the holomorphic function ϕpzq “ c
1{m0
m0 pz ´ aq ¨ hpzq.

By Item (1), on Bpa, δq we have fpzq “ c0 ` ϕpzq
m0 . Check that ϕ1paq ­“ 0,

and hence ϕpBpa, δqq Ą Bp0, δ1q, for some δ1 ą 0 by the Inverse function
Theorem.

3. Conclude that fpBpa, δqq Ą Bpc0, δ
m0
1 q.

Notice that the analogous statement for differentiable (or even analytic) real func-
tions of a real variable is false.

Exercise 1.8.4. Prove the Maximum modulus priciple: Let U Ă Cn be open and
connected, and let f : U Ñ C be holomorphic non constant. If K Ă U is compact,
any z0 P K achieving the maximum of the absolute value function |fpzq| is not
an interior point of K, i.e z0 P BK. (Hint: if n “ 1 the result follows at once
from Exercise 1.8.3. If n ą 1 reduce to the case n “ 1 by restricting f to lines in
Cn.)

Exercise 1.8.5. Let

ˆ

a b
c d

˙

be an invertible 2ˆ 2 matrix. Then

P1 f
ÝÑ P1

rZ0, Z1s ÞÑ rcZ1 ` dZ0, aZ1 ` bZ0s
(1.8.2)

is an automorphism of P1. (The weird choice of formula in (1.8.2) is explained by
the formula fpzq “ az`b

cz`d valid when using the affine coordinate z “ z1{z0.) Prove

that every automorphism of P1 (as complex manifold!) is of the above form, and
hence

AutpP1q – PGL2pCq,

by arguing as follows.

1. Let ϕ P AutpP1q. Composing with a suitable automorphism in (1.8.2), we
may replace ϕ by an automorphism ψ0 of P1 such that ψpr0, 1sq “ r0, 1s.
The restriction of ψ to the affine line P1ztr0, 1su defines a (holomorphic)
automorphism ψ0 P AutpCq. It suffices to prove that there exists pα, βq P
C˚ ˆ C such that ψ0pzq “ αz ` β.

2. Prove that (1.8.1) holds for f “ ψ0 and d “ 1. Conclude that ψ0 is a
polynomial function of degree 1 by Exercise 1.8.1.

Exercise 1.8.6. Let f : CÑ C be an automorphism. Prove that the map rf : P1 Ñ

P1 defined by setting

rfprZ0, Z1sq :“

#

r1, fpZ1

Z0
qs if Z0 ­“ 0,

r0, 1s if Z0 “ 0,

is an automorphism of P1. Conclude that there exists pα, βq P C˚ ˆ C such that
fpzq “ αz ` β.
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Exercise 1.8.7. Prove that the upper half plane

H :“ tz P C | Impzq ą 0u

is isomorphic (as complex manifold) to the unit disc ∆ Ă C. (Hint: find an auto-
morphism f of P1

C which takes the closure of the real line to the boundary of the
unit disc. Either f or 1

f defines an isomorphism between H and ∆.)



Chapter 2

Algebraic varieties

2.1 Projective varieties

Let CrZ0, . . . , Znsd Ă CrZ0, . . . , Zns be the degree-d subspace of the algebra of
polynomials. If F P CrZ0, . . . , Znsd, and Z P Cn`1, then F pZq “ 0 if and only if
F pλZq “ 0 for every λ P C˚, because F pλZq “ λdF pZq. Hence, although F pxq
is not defined, it makes to state F pxq “ 0 or F pxq ­“ 0 for a point x P Pn. Let
Fi P CrZ0, . . . , Znsdi for i P t1, . . . , ru; we let

V pF1, . . . , Frq :“ tx P Pn | F1pxq “ . . . “ Frpxq “ 0u.

Definition 2.1.1. A subsetX Ă Pn is a projective variety if it is equal to V pF1, . . . , Frq
for suitable homogeneous polynomials F1, . . . , Fr P CrZ0, . . . , Zns.

Example 2.1.2. A subset X Ă Pn is a hypersurface if X “ V pF q, where F is a non
zero homogeneous polynomial of strictly positive degree. Assume that

V

ˆ

BF

BZ0
, . . . ,

BF

BZn

˙

“ H. (2.1.1)

ThenX is a complex submanifold of Pn, of dimension n´1. In fact let pz0, . . . , pzj , . . . , znq
be the (customary) holomorphic coordinates on PnZj

given by zk :“ Zk

Zj
. Then

X X PnZj
“ tz P Cn | F pz0, . . . , zj´1, 1, zj`1, . . . , znq “ 0,

and hence it suffices to show that for each z P X X PnZj
, at least one of the partial

derivatives BF
Bzk
pz0, . . . , zj´1, 1, zj`1, . . . , znq does not vanish. Suppose the contrary.

25
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From Euler’s relation we get that

0 “ pdegF qF pz0, . . . , zj´1, 1, zj`1, . . . , znq “

“
ÿ

0ďkďn
k ­“j

zk
BF

Bzk
pz0, . . . , zj´1, 1, zj`1, . . . , znq `

BF

Bzj
pz0, . . . , zj´1, 1, zj`1 . . . , znq “

“
BF

Bzj
pz0, . . . , zj´1, 1, zj`1 . . . , znq, (2.1.2)

and hence also BF
Bzj
pz0, . . . , zj´1, 1, zj`1, . . . , znq vanishes. This contradicts (2.1.1).

Notice that F :“
řn
j“0 Z

d
j provides an example satisfying (2.1.1) in an arbitrary

number of variables and arbitrary degree.

Remark 2.1.3. If V is a finite dimensional complex vector space, a subset X Ă PpV q
is a projective variety if there is a collection F1, . . . , Fr of homogeneous elements
of SymV _ such that X “ V pF1, . . . , Frq. Everything that we do in the present
section applies to this situation, but for the sake of concreteness we formulate it for
Pn.

2.2 Zariski’s topology

Let I Ă CrZ0, . . . , Zns be a homogeneous ideal, i.e. such that

I “
8
à

d“0

pI X CrZ0, . . . , Znsdq. (2.2.1)

We let

V pIq :“ tx P Pn | F pxq “ 0 @ homogeneous F P Iu “ trZs P Pn | F pZq “ 0 @F u.

(The second equality holds because I is homogeneous.) If I is generated by ho-
mogeneous polynomials F1, . . . , Fr, then V pIq “ V pF1, . . . , Frq, and hence V pIq is
a projective variety. Conversely, by Hilbert’s basis Theorem a homogeneous ideal
I Ă CrZ0, . . . , Zns is generated by homogeneous polynomials F1, . . . , Fr, and hence
V pIq is a projective variety.

Corollary 2.2.1. The collection of projective varieties in Pn satisfies the axioms
for the closed subsets of a topological space.

Proof. We must show that the collection of subsets V pIq Ă Pn, where I Ă CrZ0, . . . , Zns
is a homogeneous ideal, satisfies the axioms for the closed subsets of a topological
space. We have H “ V pp1qq, Pn “ V pp0qq. If I, J are homogeneous ideal, then
I X J is a homogeneous ideal of CrZ0, . . . , Zns, and V pIq Y V pJq “ V pI X Jq. If
tItutPT is a family of homogeneous ideals of CrZ0, . . . , Zns, then

č

tPT

V pItq “ V pxtItutPT yq,
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where xtItutPT y is the (homogeneous) ideal generated by the collection of the It’s.

Definition 2.2.2. The topology whose closed sets are projective varieties in Pn
is the Zariski topology. The Zariski topology of a subset A Ă Pn is the topology
induced by the Zariski topology of Pn.

Notice that the Zariski topology is weaker than the classical topology of Pn.
In fact, unless n “ 0, the Zariski is much weaker than the classical topology, in
particular it is not Hausdorff. Given a subset A Ă Pn, let

IpAq :“ xF P CrZ0, . . . , Zns | F is homogeneous and F ppq “ 0 for all p P Ay,
(2.2.2)

where x, y means “the ideal generated by”. Clearly IpAq is a homogeneous ideal of
CrZ0, . . . , Zns, and V pIpAqq is the closure of A in the Zariski topology.

Example 2.2.3. Identify An with the open subset pPnzV pZ0qq Ă Pn. A subet
X Ă An is closed if and only if there exist an ideal I Ă Crz1, . . . , zns (in general
not homogeneous!) such that X “ V pIq.

Definition 2.2.4. A quasi-projective variety is a Zariski locally closed subset of a
projective space, i.e. X Ă Pn such that X “ U X Y , where U, Y Ă Pn are Zariski
open and Zariski closed respectively.

Definition 2.2.5. Let X Ă Pn be a quasi projective variety. A principal open
subset of X is a U Ă X which is equal to

YF :“ Y zV pF q,

where Y Ă Pn is closed, and F P CrZ0, . . . , Zns is a homogeneous polynomial of
strictly positive degree.

Claim 2.2.6. Let X Ă Pn be locally closed. The collection of principal open subsets
of X is a basis of the Zariski topology of X.

Proof. By hypothesis there exist Zariski closed subsets Y,W Ă Pn such that X “

Y zW . We have W “ V pIq, where I Ă CrZ0, . . . , Zns is a homogeneous ideal. Let
J Ă CrZ0, . . . , Zns be the homogeneous ideal generated by all products F ¨Zi, where
F P I, and i P t0, . . . , nu. Then V pJq “ V pIq “ W , and J is generated by a non
empty finite set of homogeneous polynomials F1, . . . , Fr. Then

X “ Y zV pF1, . . . , Frq “ YF1
Y YF2

Y . . .Y YFr
.
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2.3 Noetherianity and decomposition into irredu-
cibles

A proper projective variety i P1 is a finite set of points. In general, a quasi projective
variety is a finite union of closed subsets which are irreducible, i.e. are not the union
of proper closed subsets. This will be proved in the present subsubsection.

The following is a remarkable geometric consequence of Hilbert’s basis Theorem.

Proposition 2.3.1. Let A Ă Pn, and let A Ą X0 Ą X1 Ą . . . Ą Xm Ą . . . be a
descending chain of Zariski closed subsets of A, i.e Xm is defined for all m P N,
and Xm Ą Xm`1 for all m P N. Then the chain is stationary, i.e. there exists
m0 P N such that Xm “ Xm0

for m ě m0, i.e. .

Proof. Let Xi be the closure of Xi in Pn. Then Xi “ AXXi, because Xi is closed in
A. Hence we may replace Xi by Xi, or equivalently we may suppose that the Xi are
closed in Pn. Let Im “ IpXmq. Then I0 Ă I1 Ă . . . Ă Im Ă . . . is an ascending chain
of (homogeneous) ideals of CrZ0, . . . , Zns. By Hilbert’s basis Theorem and Lemma
A.1.3 the ascending chain of ideals is stationary, i.e. there exists m0 P N such that
Im0

“ Im for m ě m0. Thus Xm0
“ V pIm0

q “ V pImq “ Xm for m ě m0.

Corollary 2.3.2. Let X Ă Pn, with the Zariski topology. Every open covering of
X has a finite subcover.

Definition 2.3.3. Let X be a topological space. We say that X is reducible if
either X “ H or there exist proper closed subsets Y,W Ă Z such that X “ Y YW .
We say that X is irreducible if it is not reducible.

Example 2.3.4. Pn with the euclidean (classical) topology is reducible except if
n “ 0. Pn with the Zariski topology is irreducible for any n. In fact suppose that
Pn “ Y YW with Y and W proper closed subsets. Then there exist F P IpY q such
that F ppq ­“ 0 for one (at least) p PW and g P IpW q such that gpqq ‰ 0 for one (at
least) q P Y . Then fg “ 0 because Pn “ Y YW ; that is a contradiction because
CrZ0, . . . , Zns is an integral domain.

We leave the easy proof of the following claim to the reader.

Claim 2.3.5. Let X be a topological space. A subset of X is irreducible (with the
induced topology) if and only if its closure is irreducible.

The proof of the following result is left to the reader (see Example 2.3.4).

Proposition 2.3.6. A subset X Ă Pn is irreducible if and only if IpXq is a prime
ideal.

Remark 2.3.7. Let I :“ pZ2
0 q Ă CrZ0, Z1s. Then V pIq “ tr0, 1su is irreducible

although I is not prime. Of course IpV pIqq is prime, it equals pZ0q. In general
V pIq is irreducible if and only if

?
I is prime (by Proposition 2.3.6 and the

Nullstellensatz).



2.4. REGULAR MAPS 29

Definition 2.3.8. Let X be a topological space. An irreducible decomposition of
X consists of a decomposition (possibly empty)

X “ X1 Y ¨ ¨ ¨ YXr (2.3.1)

where each Xi is a closed irreducible subset of X (irreducible with respect to the
induced topology) and moreover Xi Ć Xj for all i ‰ j.

The following result is easily proved. We leave the details to the reader.

Proposition 2.3.9. Let X be a topological space. Suppose that an irreducible de-
composition (2.3.1) of X exists. Then the irreducible decomposition of X is unique
up to reordering the Xi’s. In particular the collection of the Xi’s is uniquely de-
termined by X. The Xi’s are the irreducible components of X.

Theorem 2.3.10. Let A Ă Pn with the (induced) Zariski topology. Then A admits
an irreducible decomposition.

Proof. If A is empty, then it is the empty union (of irreducibles). Assume that A
is not empty. Suppose that A does not admit an irreducible decomposition; then
A in reducible, i.e. A “ X0 YW0 with X0,W0 Ă A proper closed subsets. Suppose
that both X0 and W0 have an irreducible decomposition; then A is the union of the
irreducible components of X0 and W0, contradicting the assumption that A does
not admit an irreducible decomposition. Hence one of X0, W0, does not have an
irreducible decomposition. We may assume that X0 does not have an irreducible
decomposition. In particular X0 is reducible, say X0. Thus X0 “ X1 YW1 with
X1,W1 Ă X0 proper closed subsets. Iterating the reasoning above, we get a strictly
descending chain of closed subsets

A Ľ X0 Ľ X1 Ľ ¨ ¨ ¨ Ľ Xm Ľ Xm`1 Ľ ¨ ¨ ¨

This contradicts Proposition 2.3.1.

Example 2.3.11. Let V pF q Ă Pn be a hypersurface, and let F1, . . . , Fr be the
distinct prime factors of the decomposition of F into a products of primes (recall
that CrZ0, . . . , Zns is a UFD, by Corollary A.3.2. The irreducible decomposition
of V pF q is

V pF q “ V pF1q Y . . .Y V pFrq.

2.4 Regular maps

Definition 2.4.1. Let X Ă Pn and Y Ă Pm be quasi-projective varieties, and let
ϕ : X Ñ Y be a map. Then ϕ is regular at x P X if there exist an open U Ă X
containing x and F0, . . . , Fm P CrZ0, . . . , Znsd such that for all rZs P U ,

1. pF0pZq, . . . , FmpZqq ‰ p0, . . . , 0q, and

2. ϕprZsq “ rF0pZq, . . . , FmpZqs.
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The map ϕ is regular if it is regular at each point of X.

The identity map of a quasi-projective variety is regular (choose FjpZq “ Zj).
If f : X Ñ Y and g : Y Ñ W are regular maps of quasi projective varieties, the
composition g ˝ f : X Ñ W is regular, because the composition of polynomial
functions is a polynomial function. Thus we have the category of quasi projective
varieties. In particular we have the notion of isomorphism between quasi-projective
varieties.

Example 2.4.2. Let An “ PnZ0
and Am “ PmT0

, and let

An f
ÝÑ Am

z ÞÑ pf1pzq, . . . , fmpzqq

where f1, . . . , fm P Crz1, . . . , zns. Then f is regular. In fact,

fprZ0, Z1, . . . , Znsq “ rZ
d
0 , Z

d
0f1

ˆ

Z1

Z0
, . . . ,

Zn
Z0

˙

, . . . , Zd0fm

ˆ

Z1

Z0
, . . . ,

Zn
Z0

˙

s,

and if d is large enough, then each of Zd0 , Z
d
0f1

´

Z1

Z0
, . . . , Zn

Z0

¯

, . . . , Zd0fm

´

Z1

Z0
, . . . , Zn

Z0

¯

is a homogeneous polynomial of degree d.

Example 2.4.3. Let

Cn “
"

rξ0, . . . , ξns P Pn | rk

ˆ

ξ0 ξ1 ¨ ¨ ¨ ξn´1

ξ1 ξ2 ¨ ¨ ¨ ξn

˙

ď 1

*

. (2.4.1)

Since a matrix has rank at most 1 if and only if all the determinants of its 2 ˆ 2
minors vanish it follows that Cn is closed, and hence it is a projective variety. We
have a regular map

P1 ϕn
ÝÑ Cn

rs, ts ÞÑ rsn, sn´1t, . . . , tns
(2.4.2)

Let us prove that ϕn is an isomorphism. Let ψn : Cn Ñ P1 be defined as follows:

ψn prξ0, . . . , ξnsq “

#

rξ0, ξ1s if rξ0, . . . , ξns P Cn X Pnξ0
rξn´1, ξns if rξ0, . . . , ξns P Cn X Pnξn

Of course one has to check that the two expressions coincide for points in CnXPnξ0X
Pnξn : from (2.4.1) we get that ξ0 ¨ ξn ´ ξ1ξn´1 vanishes on Cn and this shows the
required compatibility. One checks easily that ψd ˝ ϕn “ IdP1 and ϕn ˝ ψn “ IdCn

;
thus ϕn defines an isomorphism P1 „

ÝÑ Cn.
Unless we are in the trivial case n “ 1, it is not possible to define ψn globally

as
ψn prξ0, . . . , ξnsq “ rP pξ0, . . . , ξnq, Qpξ0, . . . , ξnqs, (2.4.3)

with P,Q P Crξ0, . . . , ξnse. In fact suppose that (2.4.3) holds, and let

pps, tq :“ P psn, . . . , tnq, qps, tq :“ Qpsn, . . . , tnq.
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Then
rpps, tq, qps, tqs “ rs, ts @rs, ts P P1. (2.4.4)

It follows that
pps, tq “ asde, qps, tq “ btde,

where a, b P C˚. That contradicts (2.4.4), unless de “ 1.

The following lemma will be useful later on. The easy proof is left to the reader.

Lemma 2.4.4. Let f : X Ñ Y be a map between quasi projective varieties. Suppose
that Y “

Ť

iPI Ui is an open cover, that f´1Ui is open in X for each i P I and that
the restriction

f´1Ui ÝÑ Ui
x ÞÑ fpxq

is regular for each i P I. Then f is regular.

Regarding An as the open subset PnZ0
, it makes sense to give the following.

Definition 2.4.5. An affine variety is a quasi projective variety isomorphic to a
closed subset of An.

Example 2.4.6. Let F P CrZ0, . . . , Zns be a homogeneous polynomial of strictly
positive degree. The principal open subset PnF (see Definition 2.2.5) is an affine
variety. In fact, consider the Veronese map

Pn νn
d
ÝÑ Pp

d`n
n q´1

rZs ÞÑ rZd0 , Z
d´1
0 Z1, . . . , Z

d
ns

(2.4.5)

defined by all homogeneous monomials of degree d. The map νnd is clearly regular.

One checks that V n
d :“ Im νnd is a closed subset of Pp

d`n
n q´1 (see Exercise 2.12.1)

- it is called a Veronese variety. Moreover, one shows that the map Pn Ñ V n
d

defined by νnd is an isomorphism. The case n “ 1 was discussed in Example 2.4.3,
the general case is treated similarly. From the above it follows that the restriction

of νnd to PnF defines an isomorphism between PnF and V n
d zH, where H Ă Pp

d`n
n q´1

is a suitable hyperplane section. Equivalently, PnF is isomorphic to the intersection

of the affine space Pp
d`n
n q´1

zH and the closed set V n
d , which, by definition, is an

affine variety.
It follows that an arbitrary principal open set YF , where Y Ă Pn is closed, and

F P CrZ0, . . . , Zns is homogeneous of strictly positive degree d, is an affine variety.
In fact, since νnd is an isomorphism νnd pYF q is closed in the affine variety V n

d zH, and
hence is itself affine. Moreover, the restriction of νnd to YF defines an isomorphism
YF and the affine variety νnd pYF q.

Claim 2.2.6 and Example 2.4.6 give the following result.

Proposition 2.4.7. The open affine subsets of a quasi projective variety form a
basis of Zariski’s topology.



32 CHAPTER 2. ALGEBRAIC VARIETIES

In a certain sense, open affine subsets of a quasi projective variety are similar
to the open subsets of a complex manifold given by charts of a holomorphic atlas.

Definition 2.4.8. A regular function on a quasi projective variety X is a regular
map X Ñ C.

Let X be a non empty quasi projective variety. The set of regular functions
on X with pointwise addition and multiplication is a C-algebra, named the ring of
regular functions of X. We denote it by CrXs.

Let X Ă Pn be a quasi projective variety which happens to be a complex
submanifold, e.g. hypersurfaces satisfying (2.1.1). Then regular functions on X are
holomorphic. If in addition we assume that X is closed, then it is compact (classical
topology) and hence every holomorphic function on X is locally constant by the
Maximum modulus principle (see Exercise 1.8.4). In fact, it is true in general
that a regular function on a projective variety is locally constant (see Exercise
??). On the other hand, affine varieties have plenty of functions. In fact if X Ă An
is closed we have an inclusion

Crz1, . . . , zns{IpXq ãÑ CrXs. (2.4.6)

Theorem 2.4.9. Let X Ă An be closed. Then (2.4.6) is an equality, i.e. every
regular function on X is the restriction of a polynomial function on An.

Before proving Theorem 2.4.9, we notice that, if X Ă An is closed, the
Nullstellensatz for Crz1, . . . , zns implies a Nullstellensatz for Crz1, . . . , zns{IpXq.
First a definition: given an ideal J Ă pCrz1, . . . , zns{IpXqq we let

V pJq :“ ta P X | fpaq “ 0 @f P Ju .

The following result follows at once from the Nullstellensatz.

Proposition 2.4.10 (Nullstellensatz for a closed subset of An). Let X Ă An be
closed, and let J Ă pCrz1, . . . , zns{IpXqq be an ideal. Then

 

f P pCrz1, . . . , zns{IpXqq | f|V pJq “ 0
(

“
?
J.

(The radical
?
J is taken inside Crz1, . . . , zns{IpXq.) In particular V pJq “ H if

and only if J “ p1q.

The following example makes it clear that Proposition 2.4.10 must play
a rôle in the proof of Theorem 2.4.9. Let X Ă An be closed. Suppose that
g P Crz1, . . . , zns and that gpaq ‰ 0 for all a P Z. Then 1{g P CrXs and hence The-
orem 2.4.9 predicts the existence of f P Crz1, . . . , zns such that g´1 “ f|X .
By Proposition 2.4.10, pgq “ p1q in Crz1, . . . , zns{IpXq, because V pgq “ H,
where g :“ g|X . hence there exists f P Crz1, . . . , zns such that f ¨ g “ 1, where

f :“ f|X , i.e. g´1 “ f|X

Proof of Theorem 2.4.9. Let ϕ P CrXs. We claim that there exist fi, gi P
Crz1, . . . , zns for 1 ď i ď d such that
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1. X “
Ť

1ďiďdXgi , i.e. V pg1, . . . , gdq XX “ H,

2. for all a P Xgi we have ϕpaq “ fipaq
gipaq

,

3. for 1 ď i ď j we have pgjfi ´ gifjq|X “ 0.

(Notice: the last item implies that on Xgi X Xgj we have fi{gi “ fj{gj .) For
i “ 1, . . . , d let ḡi :“ gi|X and f̄i :“ fi|X . Then

giϕ “ f i. (2.4.7)

In fact by Item (1) it suffices to check that (2.4.7) holds on Xfj for j “ 1, . . . , d. For
j “ i it holds by Item (2), for j ­“ i it holds by Item (3). (Notice: if we do not assume
that Item (3) holds we only know that (2.4.7) holds on Uj XUi.) By Proposition
2.4.10 we have that pḡ1, . . . , ḡdq “ p1q, i.e. there exist h1, . . . , hd P Crz1, . . . , zns
such that

1 “ h̄1ḡ1 ` ¨ ¨ ¨ ` h̄dḡd.

where h̄i :“ hi|X . Multiplying by ϕ both sides of the above equality and remem-
bering (2.4.7) we get that

ϕ “ h̄1ḡ1ϕ` ¨ ¨ ¨ ` h̄dḡdϕ “ h̄1f1 ` . . .` h̄1fd “ ph1f1 ` ¨ ¨ ¨ ` hdfdq|X . (2.4.8)

It remains to prove that there exist fi, gi P Crz1, . . . , zns with the properties stated
above. By definition of regular function there exist an open covering of X, and
for each set U of the open cover a couple α, β P Crz1, . . . , zns such that ϕpxq “
αpxq{βpxq for all x P U (it is understood that βpxq ­“ 0 for all x P U). By Remark

2.4.11 we may cover U by open affine sets Xγ1 , . . . , Xγr . Since V pβq Ă
r
Ş

i“1

V pγiq

the Nullstellensatz gives that, for each i, there exist Ni ą 0 and µi P Crz1, . . . , zns
such that γNi

i “ µiβ and hence ϕpxq “ µipxqαpxq{γipxq
N for all x P Xγi . Since

Xγi “ XγN
i

we get that we have covered X by principal open sets Xg1 such that

ϕ “ f 1{g1 for all x P Xg1 , where f 1 P Crz1, . . . , zns (of course f 1 depends on g1).
By Corollary 2.3.2, the open covering has a finite subcovering, corresponding to
f 11, g

1
1, . . . , f

1
d, g

1
d. Now let

fi :“ f 1ig
1
i, gi :“ pg1iq

2.

Clearly Items (1) and (2) hold. In order to check Item (3) we write

pgjfi ´ gifjq|X “ ppg
1
jq

2f 1ig
1
i ´ pg

1
iq

2f 1jg
1
jq|X “ ppg

1
ig
1
jqpf

1
ig
1
j ´ f

1
jg
1
iqq|X .

Since ϕpzq “ f 1ipzq{g
1
ipzq “ f 1jpzq{g

1
jpzq for all z P Xg1i

XXg1j
the last term vanishes

on Xg1i
XXg1j

, on the other hand it vanishes also on pXzXg1i
XXg1j

q “ X X V pg1ig
1
jq

because of the factor pg1ig
1
jq.

We end the present section with a couple of consequences of Theorem 2.4.9.
First we give a more explicit version of Proposition 2.4.7 in the case that

the quasi projective variety itself is affine. Given a quasi projective variety X, and
f P CrXs, let

Xf :“ XzV pfq, (2.4.9)

where V pfq :“ tx P X | fpxq “ 0u. The following remark is easily verified.
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Remark 2.4.11. Let X Ă An be closed (and hence an affine variety). Let f P CrXs,
and hence by Theorem 2.4.9 there exists rf P Crz1, . . . , zns such that rf|X “ f .
Let Y Ă An`1 be the subset of solutions of gpz1, . . . , znq “ 0 for all g P IpXq, and
the extra equation fpz1, . . . , znq ¨ zn`1 ´ 1 “ 0. Then the map

Xf ÝÑ Y
pz1, . . . , znq ÞÑ pz1, . . . , zn,

1
fpz1,...,znq

q

is an isomorphism. In particular Xf is an open affine subset of X. Moreover, the
open affine subset Xf , for f P CrXs form a basis for the Zariski topology of X.

Notice that, by Theorem 2.4.9 and the above isomorphism, every regular
function on Xf is given by the restriction to Xf of g

fm , where g P CrXs and m P N.

Next, we give a few remarkable consequences of Theorem 2.4.9.

Proposition 2.4.12. Let R be a finitely generated C algebra without nilpotents.
There exists an affine variety X such that CrXs – R (as C algebras).

Proof. Let α1, . . . , αn be generators (over C) of R, and let ϕ : Crz1, . . . , zns Ñ R
be the surjection of algebras mapping zi to αi. The kernel of ϕ is an ideal I Ă
Crz1, . . . , zns, which is radical because R has no nilpotents. Let X :“ V pIq Ă An.
Then CrXs – R by Theorem 2.4.9.

In order to introduce the next result, consider a regular map f : X Ñ Y of
(non empty) quasi projective varieties. The pull-back f˚ : CrY s Ñ CrXs is the
homomorphism of C-algebras defined by f˚pϕq :“ ϕ ˝ f .

Proposition 2.4.13. Let Y be an affine variety, and let X be a quasi projective
variety. The map

tf : X Ñ Y | f regularu ÝÑ tϕ : CrY s Ñ CrXs | ϕ homomorphism of C-algebrasu
f ÞÑ f˚

(2.4.10)
is a bijection.

Proof. We may assume that Y Ă An is closed; let ι : Y ãÑ An be the inclusion
map. Suppose that f, g : X Ñ Y are regular maps, and that f˚ “ g˚. Then
f˚pι˚pziqq “ g˚pι˚pziqq for i P t1, . . . , nu, and hence f “ g. This proves injectivity
of the map in (2.4.10). In order to prove surjectivity, let ϕ : CrY s Ñ CrXs be a
homomorphism of C algebras. Let fi :“ ϕpι˚pziqq, and let f : X Ñ An be the
regular map defined by fpxq :“ pf1pxq, . . . , fnpxqq for x P X. Then fpxq P Y for
all x P X. In fact, since Y is closed, it suffices to show that gpfpxqq “ 0 for all
g P IpXq. Now

gpf1pxq, . . . , fnpxqq “ gpϕpι˚pz1qq, . . . , ϕpι
˚pznqq “ ϕpgpι˚pz1qq, . . . , ι

˚pznqq “ ϕp0q “ 0.

(The second and last equality hold because ϕ is a homomorphism of C-algebras.)
Thus f is a regular map f : X Ñ Y such that f˚pι˚pziqq “ ϕpι˚pziqq for i P
t1, . . . , nu. By Theorem 2.4.9 the C-algebra CrY s is generated by ι˚pz1q, . . . , ι

˚pznq;
it follows that f˚ “ ϕ.
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Corollary 2.4.14. In Proposition 2.4.12, the affine variety X such that CrXs –
R is unique up to isomorphism.

2.5 Products

The category of quasi projective sets has products. If X Ă Pm and Y Ă Pn are
quasi projective sets which happen to be complex submanifolds (or just locally
complex submanifolds), then the product XˆY in the category of quasi projective
sets is a complex submanifold of Pm¨n`m`n isomorphic to the product of X and Y
in the category of complex manifolds. We go thorugh the construction of products
in the category of quasi projective sets. Proofs are absent or sketched.

First let X, Y be affine varieties. Thus, we may assume that X Ă Am and
Y Ă An are closed subsets. Then X ˆ Y Ă Am ˆ An – Am`n is a closed subset,
and the maps XˆY Ñ X and XˆY Ñ Y given by the two projections are regular.
One checks easily that X ˆ Y with the two projection maps is the product of X
and Y in the category of quasi projective varieties (use Proposition 2.4.13). The
ring of regular functions of X ˆ Y is constructed from CrXs and CrY s as follows.
Let πX : X ˆ Y Ñ X and πY : X ˆ Y Ñ Y be the projections. The C-bilinear map

CrXs ˆ CrY s ÝÑ CrX ˆ Y s
pf, gq ÞÑ π˚Xpfq ¨ π

˚
Y pgq

(2.5.1)

induces a linear map
CrXs bC CrY s ÝÑ CrX ˆ Y s. (2.5.2)

Proposition 2.5.1. The map in (2.5.2) is an isomorphism.

Proof. We may assume thatX Ă Am and Y Ă An are closed subsets. ThenXˆY Ă
Am`n is closed subset, and hence the map in (2.5.2) is surjective by Theorem
2.4.9. It remains to prove injectivity, i.e. the following: if A Ă CrXs and B Ă CrY s
are finite-dimensional complex vector subspaces, then the map AbB Ñ CrX ˆY s
obtained by restriction of (2.5.2) is injective. Let tf1, . . . , fau, tg1, . . . , gbu be bases
of A and B. By considering the maps

X ÝÑ Ca
z ÞÑ pf1pzq, . . . , fapzqq

Y ÝÑ Cb
z ÞÑ pg1pzq, . . . , gbpzqq

(2.5.3)

we get that there exist p1, . . . , pa P X and q1, . . . , qb P Y such that the square
matrices pfippjqq and pgipqjqq are non-singular. By change of bases, we may assume
that fippjq “ δij and gkpqhq “ δkh. Computing the values of π˚Xpfiq ¨ π

˚
Y pgjq on

pps, qtq for 1 ď i, s ď a and 1 ď j, t ď b we get that the functions . . . , π˚Xpfiq ¨
π˚Y pgjq, . . . are linearly independent. Thus AbB Ñ CrW ˆ Zs is injective.

Since every quasi projective variety has an open cover by affine varieties, one
could try to define the product of quasi projective varieties X and Y by gluing
together the products of the affine varieties in open coverings of X and Y . This
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is done in scheme theory, where schemes are algebriac varieties defined by atlases
with charts given by affine schemes. However, one wants to show more, for example
that the product of projective varieties is a projective varietry. This is why we need
the more elaborate construction presented below.

Let Mm`1,n`1 be the vector space of complex pm` 1q ˆ pn` 1q matrices. Let

Σm,n :“ trAs P PpMm`1,n`1q | rkA “ 1u.

Then Σm,n is a projective variety in PpMm`1,n`1q “ Pmn`m`n. In fact the
entries of a non zero matrix A P Mm`1,n`1 define homogegeous coordinates on
PpMm`1,n`1q, and Σm,n is the set of zeroes of determinants of all 2ˆ 2 minors of
A. Let rW s P Pm and rZs P Pn; then W t ¨Z is a complex pm` 1q ˆ pn` 1q matrix
of rank 1, determined up to recsaling. Thus we have the Segre map

Pm ˆ Pn σm,n
ÝÑ Σm,n

prW s, rZsq ÞÑ rW t ¨ Zs
(2.5.4)

Proposition 2.5.2. The map in (2.5.4) is a bijection.

From now on, we identify PmˆPn with the projective variety Σm,n. In partic-
ular Pm ˆ Pn has a Zariski topology.

Claim 2.5.3. A subset X Ă Pm ˆ Pn is closed if and only if there exist bihomo-
geneous polynomials 1

F1, . . . , Fr P CrW0, . . . ,Wm, Z0, . . . , Zns

such that

X “ V pF1, . . . , Frq :“ tprW s, rZsq P Pn ˆ Pm | 0 “ F1pW ;Zq “ ¨ ¨ ¨ “ FrpW ;Zqu .
(2.5.5)

Remark 2.5.4. If m ­“ 0 and n ­“ 0, then the Zariski topology on the product
Pm ˆ Pn is not the product topology. In fact it is finer than the product topology

Example 2.5.5. The diagonal ∆Pn Ă Pn ˆ Pn is closed. In fact, ∆ is the set of
couples prW s, rZsq such that the matrix with rows W and Z has rank less than 2,
and hence it is the zero locus of the bihomogeneous polynomials WiZj ´WjZi for
pi, jq P t0, . . . , nu. Notice that this is not in contrast with the fact that, if n ­“ 0,
the Zariski topology on Pn is not Hausdorff, because of Remark 2.5.4.

Claim 2.5.6. The projections of Pm ˆ Pn on its two factors are regular maps.

Proof. Let aij , where pi, jq P t0, . . . ,mu ˆ t0, . . . , nu, be the homogeneous coordin-
ates on PpMm`1,n`1q given by the entries of a matrix A P Mm`1,n`1. Then

Pm ˆ Pn “
ď

0ďiďm
0ďjďn

pPm ˆ Pnqaij . (2.5.6)

1A polynomial F P CrW ;Zs is bihomogeneous of degree pd, eq if F “
ř

deg I“d
deg J“e

aI,JW
IZJ .
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On the open subset pPm ˆ Pnqaij , the projections Pm ˆ Pn Ñ Pm, Pm ˆ Pn Ñ Pn
are given by

Pm ˆ Pn ÝÑ Pm
rAs ÞÑ ra0j , . . . , amjs

Pm ˆ Pn ÝÑ Pn
rAs ÞÑ rai0, . . . , ains

respectively.

Proposition 2.5.7. Let X be a quasi projective variety, and let f : X Ñ Pm and
g : X Ñ Pn be regular maps. Then

X ÝÑ Pm ˆ Pn
x ÞÑ pfpxq, gpxqq

(2.5.7)

is a regular map.

Proof. We have the open cover of PmˆPn given by (2.5.6), with open sets indicized
by t0, . . . ,mu ˆ t0, . . . , nu. By Lemma 2.4.4, it suffices to prove that, for each
pi, jq P t0, . . . ,mu ˆ t0, . . . , nu, the following hold:

1. pf ˆ gq´1pPm ˆ Pnqaij q is open in X.

2. The restriction

pf ˆ gq´1pPm ˆ Pnqaij q ÝÑ pPm ˆ Pnqaij
x ÞÑ pfpxq, gpxqq

(2.5.8)

is regular.

We have
pf ˆ gq´1ppPm ˆ Pnqaij q “ Xzpf´1V pWiq Y g

´1V pZjqq.

Both f and g are continuous, because they are regular, and hence f´1V pXiq and
g´1V pYjq are closed. It follows that Item (1) holds. The map

Am
ˆAn

ÝÑ pPm
ˆPn

qaij

ppw0,..., pwi,...,wmq,pz0,...,pzj ,...,znqq ÞÑ prw0,...,wi´1,1,wi`1...,wms,rz0,...,zj´1,1,zj`1,...,znsq

is an isomorphism commuting with the projections. Item (2) follows.

It follows that Pm ˆ Pn with the two projections is the product of Pm and Pn
in the category of quasi projective varieties.

Now suppose that X Ă Pm and Y Ă Pn are locally closed sets. It follows from
Claim 2.5.3 that Y ˆY Ă PmˆPn is locally closed, i.e. we have identified W ˆZ
with a quasi-projective set. Moreover, the projections of X ˆ Y to X and Y are
regular, because they are the restrictions of the projections of Pm ˆ Pn to X ˆ Y .

The proof of the following result is easy; we leave details to the reader.

Proposition 2.5.8. Keep notation as above. The quasi projective variety X ˆ Y ,
with the projections to the two factors, is the product of X and Y in the category
of quasi projective sets.
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Notice that if X Ă Pm and Y Ă Pn are closed then XˆY is closed in PmˆPn.
Hence the product of projective varieties is a projective variety. On the othar hand,
we have already observed that the product of affine varieties is an affine varietry.

Remark 2.5.9. Let X Ă Pm and Y Ă Pn be locally closed sets. Let ϕ : X
„
ÝÑ X 1,

ψ : Y
„
ÝÑ Y 1 be isomorphisms, where X 1 Ă Pa and Y 1 Ă Pb are locally closed sets.

Then
X ˆ Y ÝÑ X 1 ˆ Y 1

pp, qq ÞÑ pϕppq, ψpqqq
(2.5.9)

is an isomorphism. This follows from the formal property of a categorical product.
Thus the isomorphism class of X ˆ Y is independent of the embeddings X Ă Pm
and Y Ă Pn. This is why we say that X ˆ Y is the product of X and Y .

Since the product of two quasi projective varieties exists, also the product
X1 ˆ . . . ˆXr of a finite collection X1, . . . , Xr of quasi-projective varieties exists;
it is given by pX1 ˆ pX2 ˆ pX3 . . . ˆ Xrq . . .q (we may rearrange the parenthesis
arbitrarily, and we will get an isomorphic variety).

Let X be a quasi projective variety, and let ∆X Ă X ˆX be the diagonal. It
follows from Example 2.5.5 that ∆X is closed in XˆX (this is not in contradiction
with the fact that, if X is not finite, then it is not Hausdorff, see Remark 2.5.4).
This property of quasi projective varieties goes under the name of properness. The
following is a consequence of properness.

Proposition 2.5.10. Let X, Y be quasi projective varieties, and let f, g be regular
maps X Ñ Y . If fpxq “ gpxq for x in a dense subset of X, then f “ g.

Proof. Let ϕ : X Ñ Y ˆ Y be the map defined by ϕpxq :“ pfpxq, gpxqq. Then ϕ is
regular, because Y ˆY is the categorical square of Y . Since ∆Y is closed, ϕ´1p∆Y q

is closed. By hypothesis ϕ´1p∆Y q contains a dense subset of X, hence it is equal
to X, i.e. fpxq “ gpxq for all x P X.

2.6 Elimination theory

Let M be a topological space. Then M is quasi compact, i.e. every open covering
has a finite subcovering, if and only if M is universally closed, i.e. for any topological
space T , the projection map T ˆM Ñ T is closed, i.e. it maps closed sets to closed
sets. (See tag/005M in [TSPR].)

A quasi projective variety X is quasi compact, but it is not generally true that,
for a variety T , the projection T ˆ X Ñ T is closed. In fact, let X Ă Pn be
locally closed; then ∆X , the diagonal of X, is closed in X ˆ Pn, because it is the
intersection of XˆX Ă PnˆPn with the diagonal ∆Pn Ă PnˆPn, which is closed.
The projection X ˆ Pn Ñ Pn maps X to X, hence if X is not closed in Pn, then
X is not universally closed. This does not contradict the result in topology quoted
above, because the Zariski topology of the product of quasi projective varieties is
not the product topology.

The following key result states that projective varieties are the equivalent of
compact topological spaces in the category of quasi projective varieties.
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Theorem 2.6.1 (Main Theorem of elimination theory). Let T be a quasi-projective
variety and X be a projective variety. Then the projection

π : T ˆX Ñ T

is closed.

Proof. By hypothesis we may assume that X Ă Pn is closed. It follows that TˆX Ă

T ˆPn is closed. Thus it suffices to prove the result for X “ Pn. Since T is covered
by open affine subsets, we may assume that T is affine, i.e. T is (isomorphic to) a
closed subset of Am for some m. It follows that it suffices to prove the proposition
for T “ Am. To sum up: it suffices to prove that if X Ă Am ˆ Pn is closed, then
πpXq is closed in Am, where π : Am ˆ Pn Ñ Am is the projection. We will show
that pAmzπpXqq is open. By Claim 2.5.3 there exist Fi P Crt1, . . . , tm, Z0, . . . , Zns
for i “ 1, . . . , r, homogeneous as polynomial in X0, . . . , Xn such that

X “ tpt, rZsq | 0 “ F1pt, Zq “ . . . “ Frpt, Zqu.

Suppose that Fi P Crt1, . . . , tmsrZ0, . . . , Znsdi i.e. Fi is homogeneous of degree di
in Z0, . . . , Zn. Let t P pT zπpXqq. By Hilbert’s Nullstellensatz, there exists N ě 0
such that

pF1pt, Zq, . . . , Frpt, Zqq Ą CrZ0, . . . , ZnsN . (2.6.10)

We may assume that N ě di for 1 ď i ď r. For t P Am let

CrZ0, . . . , ZnsN´d1 ˆ . . .ˆ rZ0, . . . , ZnsN´dr
Φptq
ÝÑ CrZ0, . . . , ZnsN

pG1, . . . , Grq ÞÑ
řr
i“1Gi ¨ Fi

Thus Φptq is a linear map: choose bases of domain and codomain and letMptq be the
matrix associated to Φptq. Clearly the entries of Mptq are elements of Crt1, . . . , tms.
By hypothesis Φptq is surjective and hence there exists a maximal minor of Mptq,
say MI,Jptq, such that detMI,Jptq ­“ 0. The open pAmC zV pdetMI,Jqq is contained
in pT zπpXqq. This finishes the proof of Theorem 2.6.1.

We will give a few corollaries of Theorem 2.6.1. First, we prove an elemntary
auxiliary result.

Lemma 2.6.2. Let f : X Ñ Y be a regular map between quasi-projective varieties.
The graph of f

Γf :“ tpx, fpxqq | p P Xu

is closed in X ˆ Y .

Proof. The map
f ˆ IdY : X ˆ Y Ñ Y ˆ Y

is regular, and Γf “ pf ˆ IdXq
´1p∆Y q. Hence Γf is closed because ∆Y is closed in

Y ˆ Y .
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Proposition 2.6.3. Let X be a projective variety and Y be a quasi-projective set.
A regular map f : X Ñ Y is closed.

Proof. Since closed subsets of X are projective it suffices to prove that fpXq is
closed in Y . Let π : X ˆ Y Ñ Y be the projection map. Then fpXq “ πpΓf q.
By Lemma 2.6.2 and the Main Theorem of elimination theory we get that fpXq
is closed.

Corollary 2.6.4. A locally-closed subset of PnC is projective if and only if it is
closed.

Corollary 2.6.5. Let X be a projective set. A regular map f : X Ñ C is locally
constant.

Proof. Composing f with the inclusion j : C ãÑ P1 we get a regular map f̄ : X Ñ

P1. By Proposition 2.6.3 f̄pXq is closed. Since f̄pXq S r0, 1s it follows that
f̄pXq “ fpXq is a finite set.

2.7 Rational maps

Let X and Y be quasi projective varieties. We define a relation on the set of
couples pU,ϕq where U Ă X is open dense and ϕ : U Ñ Y is a regular map, as
follows: pU,ϕq „ pV, ψq if the restrictions of ϕ and ψ to U X V are equal. One
checks easily that „ is an equivalence relation.

Definition 2.7.1. A rational map f : X 99K T is a „-equivalence class of couples
pU,ϕq where U Ă X is open dense and ϕ : U Ñ Y is a regular map. Let f : X 99K Y
be a rational map.

1. The map f is regular at x P X (equivalently x is a regular point of f), if
there exists pU,ϕq in the equivalence class of f such that x P U . We let
Regpfq Ă X be the set of regular points of f .

2. The point x P X is a point of indeterminancy if it is in XzRegpfq.

From now on we will consider only rational maps between irreducible quasi
projective varieties. Let f : X 99K Y and g : Y 99K W be rational maps between
(irreducible) quasi projective varieties. It might happen that for all x P Regpfq the
image fpxq does not belong to Regpgq, and then the composition g ˝ f makes no
sense. In order to deal with compositions of reational maps, we give the following
definition.

Definition 2.7.2. A rational map f : X 99K Y between irreducible quasi projective
varieties is dominant if it is represented by a couple pU,ϕq such that ϕpUq is dense
in Y .

Notice that if f : X 99K Y is dominant and pV, ψq is an arbitrary representative
of f then ψpV q is dense in Y .
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Definition 2.7.3. Let f : X 99K Y be a dominant rational map, and let g : Y 99K
W be a rational map (X,Y,W are irreducible). Let pU,ϕq and pV, ψq be rep-
resentatives of f and g respectively. Then ϕ´1V is open dense in X. We let
g ˝f : X 99KW be the rational map represented by pϕ´1V, ψ ˝ϕq. (The equivalence
class of pϕ´1V, ψ ˝ ϕq is independent of the representatives pU,ϕq and pV, ψq.)

Definition 2.7.4. A dominant rational map f : X 99K Y between irreducible quasi
projective varieties is birational if there exists a dominant rational map g : Y 99K X
such that g ˝ f “ IdX and f ˝ g “ IdY . An irreducible quasi projective variety X
is rational if it is birational to Pn for some n, it is unirational if there exists a
dominant rational map f : Pn 99K X.

Example 2.7.5. 1. Of course isomorphic irreducible quasi projective varieties are
birational. On the other a quasi projective (irreducible) variety is birational
to any of its dense open subsets. In particular Pn is birational to An, although
they are not isomorphic if n ą 0 (if they were isomorphic, they would be
diffeomorphic as C8 manifolds, but Pn is compact, An is not).

2. Let 0 ­“ F P CrZ0, . . . , Zns2, and let Qn´1 :“ V pF q Ă Pn. Suppose that F is
prime, i.e that rkF ě 3, and hence Qn´1 is irreducible. We claim that Qn´1

is rational. In fact, after a suitable change of coordinates, we may assume
that F “ Z0Zn ´G, where 0 ­“ G P CrZ1, . . . , Zn´1s2. The rational maps

Qn´1 f
99K Pn´1

rZ0, . . . , Zns ÞÑ rZ0, . . . , Zn´1s

and

Pn´1 g
99K Qn´1

rT0, . . . , Tn´1s ÞÑ rT 2
0 , T0T1, . . . , T0Tn´1, GpT1, . . . , Tn´1qs

are dominant, and they are inverses of each other. Notice that if n “ 2,
then f and g are regular (see Example 2.4.3), while for n ě 3, the quadric
Qn´1 is not isomorphic to Pn´1, because the underlying C8 manifolds are
not homeomorphic.

Proposition 2.7.6. Irreducible quasi varieties X, Y are birational if and only if
there exist open dense subsets U Ă X and V Ă Y that are isomorphic.

Proof. An isomorphism ϕ : U
„
ÝÑ V clearly defines a birational map f : X 99K Y .

Conversely, suppose that f : X 99K Y is birational with inverse g : Y 99K X. Let
pU,ϕq represent f and pV, ψq represent g. Then ϕ´1V Ă U and ψ´1U Ă V are open
dense. By hypothesis the composition ψ ˝

`

ϕ|ϕ´1V

˘

: ϕ´1V Ñ U is equal to the
identity on an open non-empty subset of ϕ´1V . By Proposition 2.5.10, we get
that ψ ˝

`

ϕ|ϕ´1V

˘

“ Idϕ´1V . In particular ψ ˝ ϕ
`

ϕ´1V
˘

Ă U i.e. ϕ
`

ϕ´1V
˘

Ă

ψ´1U , and similarly ϕ ˝
`

ψ|ψ´1U

˘

“ Idψ´1U and ψ
`

ψ´1U
˘

Ă ϕ´1V . Thus we

have isomorphisms ϕ´1V
„
ÝÑ ψ´1U and ψ´1U

„
ÝÑ ϕ´1V .
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Many natural invariants of projective varieties do not separate between (pro-
jective) birational varieties. This fact gives practical criteria that allow to establish
that certain projective varieties are not birational. On the other hand, it leads
us to approach the classification of isomorphism classes of projective varieties in
two steps: first we classify equivalence classes for birational equivalence, then we
distinguish isomorphim classes within each birational equivalence class.

2.8 The field of rational functions

If we consider the category whose objects are irreducible quasi projective varieties,
and morphisms are dominant rational maps, we get a familiar algebraic category.
In order to explain this, we introduce a key definition. Let X be an irreducible
quasi projective variety. The field of rational functions on X is

CpXq :“ tf : X 99K C | f is a rational mapu . (2.8.1)

Addition and multiplication are defined on representatives. Let f, g P CpXq be
represented by pU,ϕq and pV, ψq respectively. Then

f ` g :“ r
`

U X V, ϕ|UXV ` ψ|UXV
˘

s,

f ¨ g :“ r
`

U X V, ϕ|UXV ¨ ψ|UXV
˘

s.

Example 2.8.1. • CpPnq – Cpz1, . . . , znq is the purely transcendental extension
of C of transcendence degree n.

• Let p P Crzs be free of square factors (and deg p ě 1). Then t2´ppzq is prime
and hence X :“ V

`

t2 ´ ppzq
˘

Ă A2 is irreducible. Then Cpzq Ă CpXq is an
extension of degree 2. We may ask whether CpXq is a purely trascendental
extension of C. The answer is yes if deg p “ 1, 2 (see Example 2.4.3), no if
deg p ě 3 (this requires new ideas).

Let f : X 99K Y be a dominant rational map of irreducible quasi projective
varieties. We have a well-defined pull-back

CpY q ϕ˚

ÝÑ CpXq
ϕ ÞÑ ϕ ˝ f

(The composition is well defined because by hypothesis f is dominant.) The map
f˚ is an inclusion of extensions of C. Suppose that f : X 99K Y and g : Y 99KW are
dominant rational maps of irreducible quasi projective varieties. Then g ˝f : X 99K
W is dominant and

f˚ ˝ g˚ “ pg ˝ fq
˚
. (2.8.2)

Of course Id˚X : CpXq Ñ CpXq is the identity map. We will prove the following
result.
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Theorem 2.8.2. By associating to each quasi projective variety its field of frac-
tions, and to each dominant rational map f : X 99K Y of irreducible quasi project-
ive varieties the pull back, we get an equivalence between the category of irreducible
quasi projective varieties with homomorphisms dominant rational maps, and the
category of finitely generated field extensions of C.

What must be proved are the following two statements:

1. An extension of fields C Ă E is isomorphic to the filed of rational functions
CpXq of a quasi projective variety X if and only it it is finitely generated
over C.

2. Let E, F be finitely generated field extensions of C, and let α : E Ñ F
be a homomorphism of C extensions (i.e. an inclusion E ãÑ F which is
the identity on C). Let Y,X be irreducible quasi projective varieties such
that CpY q,CpXq are isomorphic to E and F respectively as extensions of C
(they exist by Item (1)). Then there exists a unique dominant rational map
f : X 99K Y such that f˚ “ α.

Item (1) is proved in Proposition 2.8.4. Item (2) is proved in Proposition 2.8.5.

We start by observing that we may restrict our attention to affine (irreducible)
varieties. In fact, let X be an irreducible quasi projective variety, and let Y Ă X
be an open dense affine subset (e.g. a prinipal open subset). We have a well-defined
restriction map

CpXq 99K CpY q. (2.8.3)

In fact, let f P CpXq, and let pU,ϕq be a couple representing an element. Then
U X Y is an open dense subset of Y , and the couple pU X Y, ϕ|UXY q represents an

element f P CpY q, which is independnet of the representative of f . The restriction
map in (2.8.3) is an isomorphism of C extensions. Hence, when dealing with the
field of fractions of a quasi projective variety, we may assume that the variety is
affine.

Let X be an irreducible quasi projective variety. We have an inclusion of C
extensions:

(field of fractions of CrXs) ãÑ CpXq
α
β ÞÑ rpXzV pβq, αβ qs

(2.8.4)

Claim 2.8.3. Let X be an affine irreducible variety. Then (2.8.4) is an isomorph-
ism.

Proof. We must prove that the map in (2.8.4) is surjective. Let f P CpXq, and let
pU,ϕq represent f . By Remark 2.4.11, there exists 0 ­“ γ P CrXs such that the
dense principal open subset Xγ is contained in U . Moreover, by Remark 2.4.11
and Theorem 2.4.9, CrXf s is generated as C-algebra by CrXs and γ´1, hence φ
is represented by pXγ ,

α
γm q where α P CrXs. Let β :“ γ. Since Xγ “ Xβ , we have

proved that f belongs to the image of (2.8.4).
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Proposition 2.8.4. A field extension of C is isomorphic to the field of fractions
of an irreducible quasi projective variety if and only if it is finitely generated over
C.

Proof. Let X be a quasi projective variety. The field CpXq is isomorphic to the
field of fractions of an open dense affine subset of X. Thus we may assume that
X Ă An is closed. By Claim 2.8.3 CpXq is the field of quotients of CrXs, and
by Theorem 2.4.9 CrXs is generated (over C) by the restrictions of the coordinate
functions z1, . . . , zn. Hence the restrictions of the coordinate functions z1, . . . , zn
to X generate CpXq over C.

Now assume that E is a finitely generated field extension of C. In particular
the transcendenece degree of E over C is finite, say d. Let f1, . . . , fm P CpXq be a
transcendence basis of CpXq over C. Then CpXq is a finitely generated algebraic
extension of C pf1, . . . , fmq. By the Theorem on the primitive element, i.e. The-
orem A.4.1, there exists g P CpXq algebraic of degree d over C pf1, . . . , fmq and
such that CpXq is generated over C by f1, . . . , fm, g. Let P P C pf1, . . . , fnq rys be
the minimal polynomial of g over C pf1, . . . , fnq. Thus

P pyq “ yd ` c1y
d´1 ` ¨ ¨ ¨ ` cd, ci P C pf1, . . . , fmq .

Write ci “
ai
bi

where ai, bi P Crf1, . . . , fms. Let rQ P Crf1, . . . , fmsrys be obtained

from P by clearing denominators, i.e. rQ “ pb1¨. . .¨bdqP . Let Q P Crf1, . . . , fmsrys be

obtained from rQ by factoring out the maximum common divisor of the coefficients
(recall that Crf1, . . . , fms is a UFD). Notice that Q is irreducible and hence prime.
Write

Q “ e0y
d ` e1y

d´1 ` ¨ ¨ ¨ ` ed, ei P Crf1, . . . , fms, e0 ­“ 0.

Let θ : Crf1, . . . , fm, ys
„
ÝÑ Crz1, . . . , zm, ys be the isomorphism of C-algebrae map-

ping fi to zi and y to itself. Let Φ :“ θpQq. Then X :“ V pΦq Ă An`1 is an
irreducible hypersurface because Φ is prime. Let zi :“ zi|X . We claim that the
rational functions on X represented by tz1, . . . , zmu are algebraically independent
over C. In fact suppose that R P Crt1, . . . , tms and Rpz1, . . . , znq “ 0. By the
fundamental Theorem of Algebra, for any pξ1, . . . , ξmq P pAmzV pe0qq there exists
ξm`1 P C such that pξ1, . . . , ξm, ξm`1q P X. It follows that Rpξ1, . . . , ξmq “ 0 for
all pξ1, . . . , ξmq P pAnzV pe0qq, and hence R ¨ e0 vanishes identically on Am. Thus
R ¨ e0 “ 0, and since e0 ­“ 0 it follows that R “ 0. This proves that tz1, . . . , zmu
are algebraically independent over C. On the other hand y :“ y|X is algebraic over
Cpz1, . . . , zmq and its minimal polynomial equals Φ. Since the field of fractions of
X is the field of quotients of CrXs “ Crz1, . . . , zm`1s{pΦq, we get that

E – C pf1, . . . , fmq rys{pQpyqq – C pz1, . . . , zmq rys{pΦq – CpXq.

Proposition 2.8.5. Let X and Y be irreducible quasi projective varieties. Suppose
that α : CpY q ãÑ CpXq is an inclusion of extensions of C. There exists a unique
dominant rational map f : X 99K Y such that f˚ “ α.
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Proof. We may assume that X Ă An and Y Ă Am are closed. By Claim 2.8.3
CpXq, CpY q are the fields of fractions of CrXs and CrY s respectively, and by The-
orem 2.4.9, CrXs “ Crz1, . . . , zns{IpXq and CrY s “ Crw1, . . . , wms{IpY q. Given
p P Crz1, . . . , zns and q P Crw1, . . . , wms we let p :“ p|X and q :“ q|Y . We have

α pwiq “
f i
gi
, fi, gi P Crz1, . . . , zns, gi ‰ 0.

Let U :“ XzpV pg1q Y . . .Y V pgmqq. Then U is open and dense in X. Let

U
rφ
ÝÑ Am

a ÞÑ

´

f1paq
g1paq

, . . . , fmpaqgmpaq

¯

We claim that rφpUq Ă Y . In fact let h P IpY q. Since α is an inclusion of extensions
of C,

hpf1{g1, . . . , fm{gmq “ hpαpw1q, . . . , αpwmqq “ αphpw1, . . . , wmq “ αp0q “ 0.

This proves that if h P IpY q then h vanishes on rφpUq , i.e. rφpUq Ă Y . Thus rφ
induces a regular map φ : U Ñ Y . Let f : X 99K Y be the equivalence class of
pU, φq. Then f˚ “ α.

It is clear by the above construction that f is the unique rational (dominant)
map such that f˚ “ α.

The result below follows at once from what has been proved above.

Corollary 2.8.6. Irreducible quasi projective varieties are birational if and only if
their fields of rational functions are isomorphic as extensions of C.

The result below follows from the above corollary and the proof of Proposition
2.8.4.

Proposition 2.8.7. Let X be an irreducible quasi projective variety and let m :“
Tr.degC CpXq. Then X is birational to an irreducible hypersurface in Am`1.

2.9 Dimension

Let X be an irreducible quasi projective variety. The dimension of X is defined
to be the transcendence degree of CpXq over C. Next, let X be an arbitrary quasi
projective variety, and let X “ X1 Y ¨ ¨ ¨ YXr be its irreducible decomposition.

1. The dimension of X is the maximum of the dimensions of its irreducible
components.

2. Let p P X. The dimension of X at p is the maximum of the dimensions of
the irreducible components of X containing p.
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Notice that the dimension of X is equal to the dimension of any open dense subset
U Ă X.

Example 2.9.1. 1. The dimension of An is equal to n because tz1, . . . , znu is a
transcendence basis of Cpz1, . . . , znq over C.

2. Let X Ă An`1
C be an irreducible hypersurface. Let IpXq “ pfq. Reordering

the coordinates pz1, . . . , zn, zn`1q we may assume that

f “ c0z
d
n`1 ` c1z

d´1
n`1 ` ¨ ¨ ¨ ` cd, ci P Crz1, . . . , zns, c0 ‰ 0, d ą 0.

In proving Proposition 2.8.7 we showed that the restrictions to X of the
zi’s, for i “ 1, . . . , d give a transcendence basis of CpXq. Thus dimX “ n.
It follows that the dimension of any hypersurface X Ă Pn`1 is also n.

Proposition 2.9.2. Let X be an irreducible quasi projective variety and Y Ă X
be a proper closed subset. Then dimY ă dimX.

Proof. We may assume that Y is irreducible. Since X is covered by open affine
varieties, we may assume that X is affine. Thus X Ă An is a closed (irreducible)
subset, and so is Y . We may choose a transcendence basis tf1, . . . , fdu of CpY q,
where each fi is a regular function on Y (for example a coordinate function).

Let f̃1, . . . , f̃d P CrXs such that f̃i|W “ fi. Since Y is a proper closed subset
of X, there exists a non zero g P CrXs such that g|Y “ 0. It suffices to prove that

f̃1, . . . , f̃d, g are algebraically independent over. We argue by contradiction. Sup-
pose that there exists 0 ‰ P P CrS1, . . . , Sd, T s such that P pf̃1, . . . , f̃d, gq “ 0. Since
X is irreducible we may assume that P is irreducible. Restricting to Y the equality
P pf̃1, . . . , f̃d, gq “ 0, we get that P pf1, . . . , fd, 0q “ 0. Thus P pS1, . . . , Sd, 0q “ 0,
because f1, . . . , fd are algebraically independent. This means that T divides P .
Since P is irreducible P “ cT , c P C˚. Thus P pf̃1, . . . , f̃d, gq “ 0 reads g “ 0, and
that is a contradiction.

Proposition 2.9.3. Let X and Y be quasi projective varieties. Then dimpXˆY q “
dimX ` dimY .

Proof. We may assume that X and Y are irreducible affine varieties. There exist
transcendence bases tf1, . . . , fdu, tg1, . . . , geu of CpXq and CpY q respectively given
by regular functions. Let πX : XˆY Ñ X and πY : XˆY Ñ Y be the projections.
We claim that tπ˚Xpf1q, . . . , π

˚
Xpfdq, π

˚
Y pg1q, . . . , π

˚
Y pgequ is a transcendence basis of

CpX ˆ Y q.
First, by Proposition 2.5.1 CrX ˆ Y s is algebraic over the subring generated

(over C) by π˚Xpf1q, . . . , π
˚
Y pgeq.

Secondly, let us show that π˚Xpf1q, . . . , π
˚
Y pgeq are algebraically independent.

Suppose that there is a polynomial relation

ÿ

0ďm1,...,meďN

Pm1,...,me
pπ˚Xpf1q, . . . , π

˚
Xpfdqq ¨ π

˚
Y pg1q

m1 ¨ . . . ¨ π˚Y pgeq
me “ 0,
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where each Pm1,...,me
is a polynomial. Since g1, . . . , ge are algebraically inde-

pendent we get that Pm1,...,me
pf1paq, . . . , fdpaqq “ 0 for every a P X. Since

f1, . . . , fd are algebraically independent, it follows that Pm1,...,me
“ 0 for every

0 ď m1, . . . ,me ď N , and hence P “ 0. This proves that π˚Xpf1q, . . . , π
˚
Y pgeq are

algebraically independent.

2.10 Tangent space

One definition of tangent space of a C8 manifold M at a point x P M is as
the real vector space of derivations of the space EM,x of germs of C8 functions
at x. Similarly, the holomorphic tangent space of a complex manifold X at a
point x P X is as the complex vector space of derivations of the space OX,x of
germs of holomorphic functions at x. We will give an analogous definition of the
tangent space of a quasi projective variety. A fundamental difference between quasi
projective varieties and the previous examples is that the dimension of the tangent
space at a point might depend on the point. Intuitively, the reason is that a quasi
projective variety can have non smooth points, meaning that in a neighborhood of
such a point the variety is not a complex submanifold of the ambient projective
space.

Let X be a quasi projective variety. We start by defining the ring of germs of
regular functions at x P X.

Definition 2.10.1. Let X be a quasi projective variety, and let x P X. Let pU, φq
and pV, ψq be couples where U, V are open subsets of X containing x, and φ P CrU s,
ψ P CrV s. Then pU, φq „ pV, ψq if there exists an open subset W Ă X containing x
such that W Ă U X V and φ|W “ ψ|W .

One checks easily that „ is an equivalence relation: an equivalence class for the
realtion „ is a germ of regular function of X at x. We may define a sum and a
product on the set of germs of regular functions of X at x by setting

rpU, φqs ` rpV, ψqs :“ r
`

U X V, φ|UXV ` ψ|UXV
˘

s, (2.10.1)

and
rpU, φqs ¨ rpV, ψqs :“ r

`

U X V, φ|UXV ¨ ψ|UXV
˘

s. (2.10.2)

Of course one has to check that the equivalence class of the sum and product is
independent of the choice of representatives: this is easy, we leave details to the
reader. With these operations, the set of germs of regular functions of X at x is a
ring.

Definition 2.10.2. Let X be a quasi projective variety, and let x P X. The local
ring of X at x is the ring of germs of regular functions of X at x, and is denoted
OX,x.

We have a natural homomorphism of rings

CrXs ρ
ÝÑ OX,x

f ÞÑ rpX, fqs
(2.10.3)
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Lemma 2.10.3. Suppose that X is an affine variety, and let x P X. If ϕ P OX,x
then there exist f, g P CrXs, with gpxq ­“ 0, such that ϕ “ ρpfq

ρpgq .

Proof. Let ϕ be represented by pU, hq, where U Ă X is open, and x P U . Since
the principal open affine subsets of X form a basis of the Zariski topology, there
exists h P CrXs such that Xh Ă U and x P Xh (see Remark 2.4.11). Then
ϕ “ rpXh, h|Xh

qs. By Remark 2.4.11, there exist f P CrXs and m P N such that

h is the restriction to Xh of f
hm . Then ϕ “ ρpfq

ρphmq
.

There is a well-defined surjective homomorphism

OX,x ÝÑ C
rpU, φqs ÞÑ φpaq

(2.10.4)

The kernel

mx :“ trpU, φqs | φpxq “ 0u

of (2.10.4) is a maximal ideal, because (2.10.4) is a surjection to a field.

Proposition 2.10.4. With notationas above, mx is the unique maximal ideal of
OX,x, and hence OX,x is a local ring. Moreover, OX,x is Noetherian.

Proof. Let f “ rpU, φqs P pOX,xzmxq. Then W :“ pUzV pφqq is an open subset of X
containing x and hence g :“ rpW, pφ|W q

´1s belongs to OX,x. Since gf “ 1 we get
that f is invertible. It follows that mx contains any proper ideal of OX,x and hence
is the unique maximal ideal of OX,x.

In order to prove that OX,x is Noetherian, we notice that if U Ă X is Za-
riski open and contains x, then the natural homomorphism OU,x Ñ OX,x is an
isomorphism. Since X is covered by open affine ssubsets, it follows that we may
assume that X is affine. Let I Ă OX,x be an ideal. Then ρ´1pIq is a finitely gen-
erated ideal, because CrXs is Noetherian. Let f1, . . . , fr be generators of ρ´1pIq.
Then ρpf1q, . . . , ρpfrq generate I. In fact let ϕ P I. By Lemma 2.10.3, there exist

f, g P CrXs, with gpxq ­“ 0, such that ϕ “ ρpfq
ρpgq . We have f “

řr
i“1 aifi, and hence

ϕ “
řr
i“1

ρpaiq
ρpgq ρpfiq.

The homomorphism (2.10.4) equips C with a structure of OX,x-module. Moreover
OX,x is a C-algebra. Thus it makes sense to speak of C-derivations of OX,x to C.

Definition 2.10.5. Let X be a quasi projective variety, and let x P X. The Zariski
tangent space to X at x is DerCpOX,x,Cq, and will be denoted by ΘxX. Thus ΘxX
is an OX,x-module (see Section A.5), and since mx annihilates every derivation
OX,x Ñ C, it is a complex vector space.

The result below shows that the Zariski tangent space at a point of An agrees
with the holomorphic tangent space.
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Lemma 2.10.6. Let a P An. The complex linear map

ΘaAn ÝÑ Cn
D ÞÑ pDpz1q, . . . , Dpznqq

(2.10.5)

is an isomorphism.

Proof. The formal partial derivative B
Bzm

defined by (A.5.1) defines an element of
ΘaAn by the familiar formula

B

Bzm

ˆ

f

g

˙

paq :“

Bf
Bzm

paq ¨ gpaq ´ fpaq ¨ Bg
Bzm

paq

gpaq2
.

(See Example A.5.3.) Since B
Bzm

pzjq “ δmj , the map in (2.10.5) is surjective.
Let’s prove that the map in (2.10.5) is injective. Assume that D P ΘX,x is

mapped to 0 by the map in (2.10.5), i.e. Dpxjq “ 0 for j P t1, . . . , nu. Let f, g P
Crz1, . . . , zns, with gpaq ­“ 0. Then

D

ˆ

f

g

˙

“
Dpfq ¨ gpaq ´ fpaq ¨Dpgq

gpaq2
.

(See Example A.5.3.) Hence it suffices to show that Dpfq “ 0 for every f P
Crz1, . . . , zns. Consider the first-order expansion of f around a i.e. write

f “ fpaq `
n
ÿ

i“1

cipzi ´ aq `R, R P m2
a. (2.10.6)

Since D is zero on constants (because D is a C-derivation) and Dpzjq “ 0 for all
j it follows that Dpfq “ DpRq, and the latter vanishes by Leibniz’ rule and the
hypothesis Dpzjq “ 0 for all j.

The differential of a regular map at a point of the domain is defined by the
usual procedure. Explicitly, let f : X Ñ Y be a regular map of quasi projective
varieties, let x P X and y :“ fpxq. There is a well-defined pull-back homomorphism

OY,y
f˚

ÝÑ OX,x
rpU, φqs ÞÑ rpf´1U, φ ˝ pf|f´1U qqs

(2.10.7)

The differential of f at x is the linear map of complex vector spaces

TxX
dfpxq
ÝÑ TyY

D ÞÑ pφ ÞÑ D pf˚φqq
(2.10.8)

The differential has the customary functorial properties. Explicitly, suppose that
we have

X1
f1 // X2

f2 // X3 , x1 P X1, x2 “ f1 px1q .

Since pf2 ˝ f1q
˚
“ f˚1 ˝ f

˚
2 we have

d pf2 ˝ f1q px1q “ df2 px2q ˝ df1 px1q . (2.10.9)

Moreover d IdXpxq “ IdTxX for x P X.
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Remark 2.10.7. It follows from the above that if f is an isomorphism, then dfpxq : TxX Ñ

TfpxqY is an isomorphism, in particular dimTxX “ dimTyY .

The next result shows how to compute the Zariski tangent space of a closed
subset of An. Since every point x of a quasi projective variety X is contained in an
open affine subset U , and ΘxX “ ΘxU (because restriction defines an identification
OX,x “ OU,x), the result will allow to compute the Zariski tangent space in general.

Proposition 2.10.8. Let ι : X ãÑ An be the inclusion of a closed subset and a P X.
The differential dιpaq : ΘaX Ñ ΘaAn is injective and, identifying ΘaAn with Cn
via (2.10.5), we have

Im djpaq “

#

v “ pv1, . . . , vnq P Cn |
n
ÿ

i“1

Bf

Bzi
paq ¨ vi “ 0 @f P IpXq

+

. (2.10.10)

Proof. The differential dιpaq is injective because the pull-back ι˚ : OAn
C ,a
Ñ OX,a is

surjective. Let D P DerCpOX,a,Cq. If f P IpXq Ă Crz1, . . . , zns, then dιpDqpfq “
Dpι˚fq “ Dp0q “ 0. Hence Im dιpaq is contained in the right-hand side of (2.10.10).

Let’s prove that Im dιpaq contains the right-hand side of (2.10.10). Let rD P

DerCpOAn,a,Cq belong to the right hand side of (2.10.10), i.e. rDpfq “ 0 for all

f P IpXq. By Item (3) of Example A.5.3 it follows that rDp fg q “ 0 whenever

f, g P Crz1, . . . , zns and f P IpXq (of course we assume that gpaq ­“ 0). Thus rD

descends to a C-derivation D P DerpOX,a,Cq, and rD “ dι˚paqpDq.

Remark 2.10.9. With the hypotheses of Proposition 2.10.8, suppose that IpXq
is generated by f1, . . . , fr. Then

Im djpaq “

#

v “ pv1, . . . , vnq P Cn |
n
ÿ

i“1

Bfk
Bzi
paq ¨ vi “ 0 k P t1, . . . , ru

+

.

In fact, the right hand side of the above equation is equal to the right hand side

of (2.10.10), because if f “
řr
j“1 gjfj , then Bf

Bzi
paq “

řr
j“1 gjpaq

Bfjpaq
Bzi

.

Example 2.10.10. Let f P Crz1, . . . , zns be a polynomial without multiple factors,
i.e. such that

a

pfq “ pfq, and let X “ V pfq. Let a P X; by Remark 2.10.9
Zariski’s tangent space to X is the subspace of Cn defined by

n
ÿ

i“1

Bf

Bzi
paq ¨ vi “ 0.

Hence

dim ΘaX “

#

n´ 1 if p Bf
Bz1
paq, . . . , Bf

Bzn
paqq ­“ 0,

n if p Bf
Bz1
paq, . . . , Bf

Bzn
paqq “ 0.

Let us show that

XzV

ˆ

Bf

Bz1
, . . . ,

Bf

Bzn

˙

(2.10.11)
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is an open dense subset of X (it is obviously open, the point is that it is dense),
i.e. dim ΘaX “ n´ 1 for a in an open dense subset of X.

First assume that f is irreducible. Reordering the coordinates if necessary, we
may assume that

f “ a0z
d
n ` a1z

d´1
n ` ¨ ¨ ¨ ` ad, ai P Crz1, . . . , zn´1s, a0 ‰ 0, d ą 0.

Thus
Bf

zn
“ da0z

d´1
n ` pd´ 1qa1z

d´2
n ` ¨ ¨ ¨ ` ad´1 ­“ 0.

The degree in zn of f is d (i.e. f has degree d as element of Crz1, . . . , zn´1srzns)
while the degree in zn of Bfzn is pd ´ 1q and hence f - Bfzn . This shows that the set
in (2.10.11) is dense in X if f is irreducible.

In general, let f “ f1 ¨ ¨ ¨ ¨ ¨ fr be the decomposition of f as product of prime
factors. Let Xi “ V pfiq. Then

X “ X1 Y ¨ ¨ ¨ YXr

is the irreducible decomposition of X. As shown above, for each i P t1, . . . , ru

XjzV

ˆ

Bfj
z1
, . . . ,

Bfj
zn

˙

­“ H.

Hence there exists a P Xj such that
Bfj
zh
paq ‰ 0 for a certain 1 ď h ď n, and in

addition a does not belong to any other irreducible component of X. It follows that

Bf

zh
paq “

Bfj
zh
paq ¨

ź

k‰j

fkpaq ‰ 0.

This proves that the open set in(2.10.11) has non empty intersection with every
irreducible component of X, and hence is dense in X.

The result below shows that the behaviour of the tangent space examined in
the above example is typical of what happens in general.

Proposition 2.10.11. Let X be a quasi projective variety. The function

X ÝÑ N
x ÞÑ dim ΘxX

(2.10.12)

is Zariski upper-semicontinuous, i.e. for every k P N

Xk :“ tx P X | dim ΘxX ě ku

is closed in X.
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Proof. Since X has an open affine covering, we may suppose that X Ă An is closed.
Let IpXq “ pf1, . . . , frq. For x P AnC let

Jpf1, . . . , fsqpxq :“

¨

˚

˝

Bf1
z1
pxq ¨ ¨ ¨

Bf1
zn
pxq

...
. . .

...
Bfr
z1
pxq ¨ ¨ ¨

Bfr
zn
pxq

˛

‹

‚

be the Jacobian matrix of pf1, . . . , fsq at x. By Proposition 2.10.8 we have that

Xk “ tx P X | rk Jpf1, . . . , frqpxq ď n´ ku . (2.10.13)

Given multi-indices I “ t1 ď i1 ă . . . ă im ď su and J “ t1 ď j1 ă . . . ă
jm ď nu let Jpf1, . . . , fsqpxqI,J be the m ˆ m minor of Jpf1, . . . , frqpxq with
rows corresponding to I and columns corresponding to J (if m ą mintr, nu we
set Jpf1, . . . , fsqpxqI,J “ 0). We may rewrite (2.10.13) as

Xk “ X X V p. . . ,det Jpf1, . . . , frqpxqI,J , . . .q|I|“|J|“n´k`1 .

It follows that Xk is closed.

2.11 Cotangent space

Let X be a quasi projective variety, and let x P X. The cotangent space to X at x
is the dual complex vector space of the tangent space ΘxX, and is denoted ΩXpxq:

ΩXpxq :“ pΘxXq
_
. (2.11.1)

We define a map

OX,x
d
ÝÑ ΩXpxq (2.11.2)

as follows. Let f P OX,x be represented by pU, φq. The codomain of the differen-
tial dφpxq : ΘxU Ñ ΘφpxqC is identified with with C, because of the isomorphism
in (2.10.5), and hence dφpxq P pΘxUq

_. Since U Ă Z is an open subset containing
x, the differential at x of the inclusion map defines an identification ΘxU

„
ÝÑ ΘxX.

Thus dφpxq P pΘxXq
_ “ ΩXpxq. One checkes immediately that if pV, ψq is another

representative of f then dψpxq “ dφpxq. We let

dfpxq :“ dφpxq, pU, φq any representative of f .

Remark 2.11.1. We equip ΩXpxq with a structure of OX,x-module by composing
the evaluation map OX,x Ñ C given by (2.10.4) and scalar multiplication of the
complex vector-space ΩZpaq. With this structure (2.11.2) is a derivation over C.

Remark 2.11.2. Let f P Crz1, . . . , zns and a P An. Then the familiar formula

dfpaq “
n
ÿ

i“1

Bf

Bzi
paqdzipaq
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holds. In fact this follows from the first-order Taylor expansion of f at a:

f “ fpaq`
n
ÿ

i“1

Bf

Bzi
paqpzi´aiq`

ÿ

1ďi,jďn

mijpzi´aiqpzj´ajq, mij P Crz1, . . . , zns.

(2.11.3)

Remark 2.11.3. Let X Ă An be closed, and let a P X. Identify ΘaAn with Cn
via Lemma 2.10.6. By Remark 2.11.2 we have the identification

TaX “ Anntdfpaq | f P IpXqu.

Let X be a quasi projective variety, and let x P X. Let mx Ă OX,x be the
maximal ideal. By Leibiniz’ rule dφpxq “ 0 if φ P m2

x (recall that d : OX,x Ñ ΩXpxq
is a derivation over C). Thus we have an induced C-linear map

mx{m
2
x

δpxq
ÝÑ ΩXpxq

rφs ÞÑ dφpaq
(2.11.4)

Proposition 2.11.4. Keep notation as above. Then δpxq is an isomorphism of
complex vector spaces.

Proof. Since ΘxX is a finite dimensional complex vector space, it is the dual of its
dual, i.e. the dual of ΩXpxq. Thus, in order to prove that δpxq is surjective it suffices
to show that no non zero D P ΘxX annihilates the image of δpxq. Suppose that
dφpxqpDq “ 0 for all rφs P mx{m

2
x. Since the differential of a constant is zero we

get that dφpxqpDq “ 0 for all φ P OX,x, and hence D “ 0. This proves surjectivity
of δpxq.

In order to prove injectivity of δpxq, we must show that if φ P mx is such
that dφpxqpDq “ 0 for all D P ΘxX, then φ P m2

x. We may suppose that X is
a closed subset of An. In order to avoid confusion, we let x “ a “ pa1, . . . , anq.
Let pU, f{gq be a representative of φ, where f, g P CrXs, and fpaq “ 0, gpaq ­“ 0.
It will suffice to prove that f P m2

a. Since 0 “ dφpaq “ gpaq´1dfpaq we have
dfpaq “ 0. By Theorem 2.4.9 there exists f̃ P Crz1, . . . , zns such that f̃|X “ f .
By Proposition 2.10.8 we may identify ΘaX with the subspace of TaCn “ Cn
given by (2.10.10). By hypothesis df̃paqpDq “ 0 for all D P ΘaX, i.e.

df̃paq P Ann pΘaXq Ă ΩAnpxq.

By (2.10.10) there exists h P IpXq such that df̃paq “ dhpaq. Then pf̃´hq|X “ f and

dpf̃ ´ hqpaq “ 0. Thus pf̃ ´ hq P Crz1, . . . , zns has vanishing value and differential
at a. It follows (first-order Taylor expansion of f̃ ´ h at a) that

pf̃ ´ hq P pz1 ´ a1, . . . , zn ´ anq
2.

Since h P IpXq we get that f P m2
a.
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2.12 Smooth points of quasi projective varieties

Definition 2.12.1. Let X be a quasi projective variety, and let x P X. Then X
is smooth at x if dim ΘxX “ dimxX, it is singular at x otherwise. The set of
smooth points of X is denoted by Xsm. The set of singular points of X is denoted
by singX.

Example 2.12.2. Let Y Ă Am`1 be a hypersurface. By Example 2.9.1, the di-
mension of Y is equal to m, and hence the set of smooth points of Y is an open
dense subset of Y by Example 2.10.10.

The main result of the present section extends the picture for hypersurfaces to
the general case.

Theorem 2.12.3. Let X be a quasi projective variety. Then the following hold:

1. The set Xsm of smooth points of X is an open dense subset of X.

2. For x P X we have dim ΘxX ě dimxX.

3. If X Ă Pn is locally closed, then Xsm is a complex submanifold of PnzsingX,
and for x P Xsm the dimension of Xsm as complex manifold equals its di-
mension as quasi projective variety.

We will prove Theorem 2.12.3 at the end of the section. First we go through
some preliminary results.

Our first result proves a weaker version of Item (1) of Theorem 2.12.3, and
proves Item (2) of the same theorem.

Proposition 2.12.4. Let X be a quasi projective variety. Then the following hold:

1. The set Xsm of smooth points of X contains an open dense subset of X.

2. For x P X we have dim ΘxX ě dimxX.

Proof. Suppose that X is irreducible of dimension d. By Proposition 2.8.7 there
is a birational map g : X 99K Y , where Y Ă Ad`1 is a hypersurface. By Proposi-
tion 2.7.6 there exist open dense subsets U Ă X and V Ă Y such that g is regular
on U , and it defines an isomorphism f : U

„
ÝÑ V . By Example 2.12.2, the set of

smooth points Y sm of Y is open and dense in Y . Since V is open and dense in Y the
intersection Y sm X V is open and dense dense in Y and hence f´1pY sm X V q is an
open dense subset of X. Since f´1pY sm X V q is contained in U sm, we have proved
that the set of smooth points of X contains an open dense subset of X. We have
proved that Item (1) holds if X is irreducible. In general, let X “ X1 Y ¨ ¨ ¨ YXr

be the irreducible decomposition of X. Let

X0
j :“ pXz

ď

i‰j

Xiq “ pXjz
ď

i‰j

Xiq

By the result that was just proved, pX0
j q

sm contains an open dense subset of smooth

points. Every smooth point of X0
j is a smooth point of X, because X0

j is open in
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X. Thus
Ť

ipX
0
i q

sm is an open dense subset of X, containing an open dense subset
of X. This proves Item (1).

Let us prove Item (2). Let x0 P X, and let X0 be an irreducible component of
X containing x0 such that dimX0 “ dimx0 X. By Item (1) Xsm

0 contains an open
dense subset of points x such that dim ΘxX0 “ dimxX0, and hence by Proposition
2.10.11 we have dim ΘxX0 ě dimxX0 for all x P X. In particular dim Θx0

X0 ě

dimx0
X0 “ dimx0

X. Since Θx0
X0 Ă Θx0

X, it follows that dim Θx0
X ě dimx0

X.

The next result involves more machinery. We will give an algebraic version of
the (analytic) Implicit Function Theorem. The algebraic replacement for the ring
of analytic functions defined in a neighborhood of 0 P An is the ring Crrz1, . . . , znss
of formal power series in z1, . . . , zn with complex coefficients. We have inclusions

Crz1, . . . , zns Ă OAn,0 Ă Crrz1, . . . , znss. (2.12.1)

(The second inclusion is obtained by developing f
g as convergent power series

centered at 0, where f, g P Crz1, . . . , zns and gp0q ­“ 0.) We will need the following
elementary results.

Lemma 2.12.5. Let m Ă Crz1, . . . , zns, m1 Ă OAn,0 and m2 Ă Crrz1, . . . , znss be
the ideals generated by z1, . . . , zn in the corresponding ring. Then for every i ě 0
we have pm2qi X OAn,0 “ pm

1qi, and pm1qi X Crz1, . . . , zns “ mi.

Proof. By induction on i. For i “ 0 the statement is trivially true. The proof
of the inductive step is the same in both cases. For definiteness let us show that
pm2qi`1 X OAn,0 “ pm

1qi`1, assuming that pm2qi X OAn,0 “ pm
1qi. The non trivial

inclusion is pm2qi`1 X OAn,0 Ă pm
1qi`1. Assume that f P pm2qi`1 X OAn,0. Then

f P pm2qi X OAn,0, and hence f P pm1qi by the inductive hypothesis. Thus we may
write

f “
ÿ

|I|

αJz
J ,

where the sum is over all multiindices J “ pj1, . . . , jnq of weight |J | “
řn
s“1 js “ i,

and αJ P OAn,0 for all J . Since f P pm2qi`1, we have αJp0q “ 0 for all J . It follows
that αJ P m

1 for all J , and hence f P pm1qi`1.

Proposition 2.12.6 (Formal Implicit Function Theorem). Let ϕ P Crrz1, . . . , znss,
and suppose that ϕ “ z1 ` ϕ2 ` . . . ` ϕd ` . . ., where ϕd P Crz1, . . . , znsd. Given
α P Crrz1, . . . , znss, there exists a unique p P Crrz1, . . . , znss such that

pα´ p ¨ ϕq P Crrz2, . . . , znss. (2.12.2)

Hence the natural map Crrz2, . . . , znss Ñ Crrz1, . . . , znss{pϕq is an isomorphism.

Proof. Write p “ p0 ` p1 ` . . . ` pd ` . . ., where pd P Crz1, . . . , znsd. Expand the
product pα´ p ¨ϕq, and solve for p0 (we get p0 “ 1), then for p1, etc. At each stage
there is one and only one solution.
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Proposition 2.12.7. Let f1, . . . , fk P Crz1, . . . , zns and a P An. Suppose that

(i) each fi vanishes at a, and

(ii) the differentials df1paq, . . . , dfkpaq are linearly independent.

Then V pf1, . . . , fkq “ X Y Y , where

1. X,Y are closed in An, a P X, while Y does not contain a;

2. X is irreducible of dimension n´k, it is smooth at a, and ΘapXq “ Annpxdf1paq, . . . , dfkpaqyq
(as subspace of ΘaAn).

Moreover, there exists a principal open affine set Ang containing a such that f1|An
g
, . . . , fk|An

g

generate the ideal of X X Ang .

Proof. By changing affine coordinates, if necessary, we may assume that a “ 0,
and that dfip0q “ zi for i P t1, . . . , ku. Let J 1 Ă OAn,0 be the ideal gener-
ated by f1, . . . , fk (to be consistent with our notation, we should write J 1 “
pϕpf1q, . . . , ϕpfkqq), let J :“ J 1 X Crz1, . . . , zns, and let J2 Ă Crrz1, . . . , znss be
the ideal generated by f1, . . . , fk. Lastly, let I Ă Crz1, . . . , zns be the ideal gener-
ated by f1, . . . , fk. We claim that

J ¨ g Ă I Ă J. (2.12.3)

for a suitable g P Crz1, . . . , zns with gp0q ­“ 0. In fact, the second inclusion is
trivially true. In order to prove the first inclusion, let h1, . . . , hr be generators of
the ideal J Ă Crz1, . . . , zns. By definition of J , there exist ai, gi P Crz1, . . . , zns, for
i P t1, . . . , ru, such that ai P I, gip0q ­“ 0, and hi “

ai
gi

. Hence the second inclusion

in (2.12.3) holds with g “ g1 ¨ . . . ¨ gr. This proves (2.12.3), and hence we have
V pJq Ă V pIq Ă pV pJq Y V pgqq. It follows that, letting X :“ V pJq, there exists a
closed Y Ă V pgq such that

V pf1, . . . , fkq “ X Y Y, 0 R Y. (2.12.4)

Let us prove that J is a prime ideal, so that in particular X is irreducible. First,
we claim that

J2 X OAn,0 “ J 1. (2.12.5)

The non trivial inclusion to be proved is J2XOAn,0 Ă J 1. Let f P J2XOAn,0. Then

there exist α1, . . . , αk P Crrz1, . . . , znss such that f “
řk
j“1 αjfj . Given s P N, let

αsj be the MacLaurin polynomial of αj of degree s, i.e. such that pαj´α
s
jq P pm

2qs`1,
where m2 is as in Lemma 2.12.5. Then

f “
k
ÿ

j“1

α
psq
j fj `

k
ÿ

j“1

pαj ´ α
s
jqfj .

Both addends are in OAn,0. In addition, the first addend belongs to J 1, and the
second one belongs to pm2qs`1. By Lemma 2.12.5, it follows that the second one
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belongs to pm1qs`1. Hence f P
Ş8

s“0pI
1`pm1qs`1q. By Corollary A.6.2, it follows

that f P I 1. This proves (2.12.5). By (2.12.5) and the definition of J , we have an
inclusion

Crz1, . . . , zns{J Ă Crrz1, . . . , znss{J
2.

Hence, in order to prove that J is prime, it suffices to show that Crrz1, . . . , znss{J
2

is an integral domain. In fact we will see that the natural map

Crzk`1, . . . , zns ÝÑ Crrz1, . . . , znss{J
2 (2.12.6)

is an isomorphism of rings. This follows from the algebraic version of the Implicit
Function Theorem, i.e. Proposition 2.12.6. In fact, by Proposition 2.12.6,
the natural map Crrz2, . . . , znss Ñ Crrz1, . . . , znss{pf1q is an isomorphism. Let i P
t2, . . . , ku. Given the identification Crrz1, . . . , znss{pf1q “ Crrz2, . . . , znss, the image
of fi under the quotient map Crrz1, . . . , znss Ñ Crrz1, . . . , znss{pf1q is an element
zi`f

1
i , where f 1i P pm

2q2 (notation as in Lemma 2.12.5). Iterating, we get that the
map in (2.12.6) is an isomorphism of rings. As explained above, this proves that J is
a prime ideal. In particular X is irreducible. Moreover, since zk`1, . . . , zn P CrXs,
the isomorphism in (2.12.6) shows that CpXq has transcendence degree n ´ k,
i.e. X has dimension n ´ k. Since f1, . . . , fk vanish on X, and their differentials
are linearly independent, it follows that dim Θ0pXq ď pn ´ kq “ dim0X. Hence
dim Θ0pXq “ pn ´ kq “ dim0X, by Item (2) of Proposition 2.12.4, i.e. X is
smooth at 0, and Θ0pXq Ă Θ0An is the annihilator of df1p0q, . . . , dfkp0q. This
proves Items (1) and (2). The last statement in the proposition holds with the
polynomial g appearing in (2.12.3).

Corollary 2.12.8. Let X Ă An be a Zariski closed subset. Let a be a smooth point
of X, and let k “ n´ dimaX. Then following hold:

1. there exist f1, . . . , fk P Crz1, . . . , zns with linerly independent differentials
df1paq, . . . , dfkpaq, and a Zariski open affine subset U Ă An containing a,
such that IpX X Uq “ pf1|U , . . . , fk|U q;

2. there is a unique irreducible component of X containing a;

3. there exists an open (classical topology) U Ă An containing a such that
X XU is a complex submanifold of U , of dimension n´ k;

4. the natural map TapX XU q Ñ ΘaX, where TapX XU q is the holomorphic
tangent space, induced from the injection of rings of germs OX,a ãÑ Ohol

XXU ,a

is an isomorphism.

Proof. Since X is smooth at a, and dimaX “ n´ k, there exist f1, . . . , fk P IpXq
such that df1paq, . . . , dfkpaq are linearly independent. Of course X Ă V pf1, . . . , fkq.
By Proposition 2.12.7 there is a unique irreducible component of V pf1, . . . , fkq
containing a, call it Y , and dimY “ n ´ k. Every irreducible component of X
containing a is contained in Y . Since dimaX “ n ´ k, there exists (at least) one
irreducible component of X containing a of dimension n´k. Let X 1 be such an irre-
ducible component; by Proposition 2.9.2, X 1 “ Y . It follows that there is a single
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component of X containing a, and it is equal to the unique irreducible compon-
ent of V pf1, . . . , fkq containing a. Hence the corollary follows from Proposition
2.12.7.

Proof of Theorem 2.12.3. Let X “
Ť

iPI Xi be the irreducible decomposition of
X. Since X is covered by open affine subset, Corollary 2.12.8 gives that

Xsm Ă Xz
ď

i,jPI
i ­“j

XXi XXj . (2.12.7)

The right hand side of (2.12.7) is an open dense subset of X. Let X0
i be an

irreducible component of the right hand side of (2.12.7). Thus X0
i Ă Xi is the

complement of the intersection of Xi with the other irreducible componets of X.
The set of smooth points of X0

i is non empty by Proposition 2.12.4, and it is
open by upper semiconinuity of the dimension of ΘxX (Proposition 2.10.11),
because dimxX is independent of x P X0

i . Hence Xsm is an open dense subset of
the open dense subset of X given by the right hand side of (2.12.7), and hence is
open and dense in X. This proves Item (1) of Theorem 2.12.3. Item (2) has been
proved in Proposition 2.12.4. Item (3) follows at once from Corollary 2.12.8,
because X is covered by open affine subset.

Exercises

Exercise 2.12.1. Let V Ă PpCrZ0, . . . , Znsdq be defined by

V :“ trLds | 0 ‰ L P CrZ0, . . . , Znsdu.

1. Prove that rF s P V if and only if

BF

BZ0
, . . . ,

BF

BZn
span a 1-dimensional subspace of CrZ0, . . . , Zns.

[Hint. By induction on degF . Moreover use Euler’s identity

n
ÿ

j“0

Zj
BF

BZj
“ pdegF q ¨ F

for F homogeneous.]

2. Deduce from (1) that V is closed in PpCrZ0, . . . , Znsdq.

3. Identify up to projectivities V with the Veronese variety V n
d .



Appendix A

Commutative algebra à la
carte

A.1 Noetherian rings

In what follows, rings are always commutative with 1. The proofs of the results
below are contained in most Algebra textbooks (e.g. Lang [?]).

Definition A.1.1. A (commutative unitary) ring R is Noetherian if every ideal of
R is finitely generated.

Example A.1.2. A field K is Noetherian, because the only ideals are t0u “ p0q and
K “ p1q. The ring Z is Noetherian, because every ideal has a single generator.

Lemma A.1.3. A (commutative unitary) ring R is Noetherian if and only if every
ascending chain

I0 Ă I1 Ă . . . Ă Im Ă . . .

of ideals of R (here Im is defiend for all m P N, and Im Ă Im`1 for all m P N) is
stationary, i.e. there exists m0 P N such hat Im “ Im0

for m ě m0.

Proof. Suppose that R is Noetherian. The union I :“
Ť

mPN Im is an ideal because
the tImu form a chain. By Noetherianity I is finitely generated, say I “ pa1, . . . , arq.
There exists m0 such that aj P Im0

for j P t1, . . . , ru, and hence I “ Im0
. Let

m ě m0; then Im Ă I and I Ă Im, hence I “ Im. Thus Im0
“ Im for m ě m0.

Now suppose that every ascending chain of ideals of R is stationary. Let I Ă R
be an ideal. Suppose that I is not finitely generated. Let a1 P I. Then pa1q Ĺ I
because I is not finitely generated; let a2 P pIzpa1qq. Then pa1, a2q Ĺ I because I is
not finitely generated. Iterating, we get a non stationary chain of ideals (contained
in I)

pa1q Ĺ pa1, a2q Ĺ . . . Ĺ pa1, . . . , amq Ĺ

This is a contradiction.

59
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Example A.1.4. The ring HolpCq of entire functions of one variable is not Noeth-
erian. In fact let fm P HolpCq be defined by

fmpzq :“
8
ź

n“m

ˆ

1´
z2

n2

˙

, m ě 1.

Then pfmq Ĺ pfm`1q. Thus pf1q Ă pf2q Ă . . . Ă pfmq Ă . . . is a non-stationary
ascending chain of ideals, and hence HolpCq is not Noetherian by Lemma A.1.3.

Theorem A.1.5. Let R be a Noetherian commutative ring. Then Rrts is Noeth-
erian.

Theorem A.1.6 (Hilbert’s basis Theorem). Every ideal of Crx1, . . . , xns is finitely
generated.

Proof. By induction on n. If n “ 0, the ring is a field, and hence is Noeth-
erian. The inductive step follows from Theorem A.1.5, because Crx1, . . . , xns –
Crx1, . . . , xn´1srts.

A.2 The Nullstellensatz

We will denote Cn by An when we will view it as an n dimensional complex affine
space. If I Ă Crz1, . . . , zns is an ideal, we let

V pIq :“ tz P An | fpzq “ 0 @f P Iu.

(The above notation is the same that is used for closed subsets of Pn, and hence
there is potential for confusion. Which of the two definitions of V pIq applies in
each instance will be clear from the context.)

If Y Ă An is a subset, we let IpY q :“ tf P Crz1, . . . , zns | f |Y “ 0u. We recall
that the radical of an ideal I ina ring R, is the set of elements a P R such that
am P I for some m P N. As is easily checked, the radical is an ideal; it is denoted
by
?
I,

Theorem A.2.1 (Hilbert’s Nullstellensatz). Let I Ă Crz1, . . . , zns be an ideal.
Then IpV pIqq “

?
I.

Corollary A.2.2 (Weak Nullstellensatz). Let I Ă Crz1, . . . , zns be an ideal. Then
V pIq “ H if and only if I “ p1q.

Proof. If I “ p1q, then V pIq “ H.Assume that V pIq “ H. By the Nullstellensatz,?
I “ IpV pIqq “ IpHq “ p1q. Thus 1m P I for some m P N, and hence 1 P I.
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A.3 Unique factorization

Theorem A.3.1. Let R be a UFD. Then Rrts is a UFD. Moreover a polynomial
p “ a0t

d ` a1t
d´1 ` . . .` ad is prime if and only if

1. p is prime when viewed as element of Krts, where K is the field of fractions
of R,

2. and the greatest common divisor of a0, a1, . . . , ad is 1.

Corollary A.3.2. The ring Crx1, . . . , xns is a unique factorization domain.

Proof. By induction on n. If n “ 0, the ring is a field, and hence it is trivially a
UFD. The inductive step follows from Theorem A.3.1, because Crx1, . . . , xns –
Crx1, . . . , xn´1srts.

A.4 Extensions of fields

Let F Ă E be an extension of fields. Elements α1, . . . , αn P E are algebraically
dependent over F is there exists a non zero polynomial f P F rz1, . . . , zns such that
fpα1, . . . , αnq “ 0 (strictly speaking, we should say that the set tα1, . . . , αnu is al-
gebraically dependent over F ). A collection tαiuiPI of elements of E is algebraically
independent over F if there does not exist a non empty finite ti1, . . . , inu Ă I such
that αi1 , . . . , αin are algebraically dependent (with the usual abuse of language,
we also say that the αi’s are algebarically independent). A transcendence basis
of E over F is a maximal set of algebraically independent elements of E over F .
There always exists a transcendence basis, by Zorn’s Lemma. One proves that any
two transcendence bases have the same cardinality, which is by definition the tran-
scendence degree of E over F ; we denote it by Tr.degF pEq. An extension F Ă E
is algebraic if the transcendence degree is 0. Every finitely generated extension
F Ă E can be obtained as a composition of extensions F Ă K and K Ă E, where
F Ă K is a purely transcendental extension, i.e. there exists a transcendence basis
tα1, . . . , αnu of K over F such that K “ F pα1, . . . , αnq (thus F pα1, . . . , αnq is iso-
morphic to the filed of rational functions in n indeterminates with coefficients in
F ), and F Ă K is a finitely generated algebraic extension.

Theorem A.4.1. Let F Ă E be a finite extension of fields, i.e. the dimension of E
as F -vector space is finite. Suppose that F is of characteristic 0. Then there exists
a primitive element of E over F , i.e. α P E such that E “ F pαq.

A.5 Derivations

Let R be a ring (commutative with unit), and let M be an R-module.

Definition A.5.1. A derivation from R to M is a map D : R Ñ M such that
additivitity and Leibinitz’ rule hold, i.e. for all a, b P R,

Dpa` bq “ Dpaq `Dpbq, Dpabq “ bDpaq ` aDpbq.
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If k is a field and R is a k-algebra a k-derivation (or derivation over k) D : RÑM
is a derivation such that Dpcq “ 0 for all c P k. We let DerpR,Mq be the set of
derivations from R to M . If R is a k-algebra we let DerkpR,Mq Ă DerpR,Mq be
the subset of k-derivations.

Example A.5.2. Let k be a field, and let f “
ř

I aIz
I be a polynomial in krz1, . . . , zns,

where the summation is over multiindices I, aI P C for every I, and aI is almost
always zero. The formal derivative of f with respect to zm is defined by the familar
formula

Bf

Bzm
“

ÿ

I s.t. im ą 0

ihaIz
i1
1 ¨ . . . ¨ z

im´1

m´1 ¨ z
im´1
m ¨ z

im`1

m`1 ¨ . . . z
in
n . (A.5.1)

The map

krz1, . . . , zns
B
Bzm
ÝÑ krz1, . . . , zns

f ÞÑ
Bf
Bzm

(A.5.2)

is a k-derivation of the k algebra to istelf. We claim that Derkpkrz1, . . . , zns, krz1, . . . , znsq
is freely generated (as krz1, . . . , zns module) by B

Bz1
, . . . , B

Bzn
. In fact there is no re-

lation between B
Bz1
, . . . , B

Bzn
because

Bzj
Bzm

“ δjm, and moreover, given a k derivation

D : krz1, . . . , zns Ñ krz1, . . . , zns

we have D “
řn
m“1 αm

B
Bzm

, where αm :“ Dpzmq.

Example A.5.3. Let D : RÑM be a derivation.

1. By Leibniz we have Dp1q “ Dp1 ¨ 1q “ Dp1q `Dp1q and hence Dp1q “ 0.

2. Suppose that g P R is invertible. Then

0 “ Dp1q “ Dpg ¨ g´1q “ g´1Dg ` fDpg´1q (A.5.3)

and hence Dpg´1q “ ´g´2Dpfq.

3. Suppose that f, g P R and that g is invertible. By Item (2) we get that the
following familiar formula holds:

Dpf ¨ g´1q “ g´2pDpfq ¨ g ´ f ¨Dpgqq. (A.5.4)

Let D,D1 P DerpR,Mq and z P R we let

R
D`D1
ÝÑ M

a ÞÑ Dpaq `D1paq
(A.5.5)

and
R

zD
ÝÑ M

a ÞÑ zDpaq
(A.5.6)

Both D ` D1 and zD are derivations and with these operations DerpR,Mq is an
R-module. If R is a k-algebra then DerkpR,Mq is an R-submodule of DerpR,Mq.
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A.6 Order of vanishing

The prototype of a Noetherian local ring pR,mq is the ring OX,x of germs of regular
functions of a quasi projective variety X at a point x P X, with maximal ideal
mx, see Proposition 2.10.4. The following result of Krull can be interpreted as
stating that a non zero element of OX,x can not vanish to arbitrary high order at
x. In other words, elements of OX,x behave like analytic functions (as opposed to
C8 functions).

Theorem A.6.1 (Krull). Let pR,mq be a Noetherian local ring. Then

č

iě0

mi “ t0u.

Proof. Since R is Noetherian the ideal m is finitely generated; say m “ pa1, . . . , anq.
Let b P

Ş

iě0 m
i. Let i ě 0; since b P mi there exists Pi P RrX1, . . . , Xnsi such

that Pipa1, . . . , anq “ b. Let J Ă RrX1, . . . , Xns be the ideal generated by the
Pi’s. Since R is Noetherian so is RrX1, . . . , Xns. Thus J is finitely generated
and hence there exists N ą 0 such that J “ pP0, . . . , PN q. Thus there exists

QN`1´i P RrX1, . . . , XnsN`1´i for i “ 0, . . . , N such that PN`1 “
řN
i“0QN`1´iPi.

It follows that

b “ PN`1pa1, . . . , anq “
N
ÿ

i“0

QN`1´ipa1, . . . , anqPipa1, . . . , anq “ b
N
ÿ

i“0

QN`1´ipa1, . . . , anq.

(A.6.7)

NowQN`1´ipa1, . . . , anq P m for i “ 0, . . . , N and hence ε :“
řN
i“0QN`1´ipa1, . . . , anq P

m. Equality (A.6.7) gives that p1 ´ εqb “ 0: since ε P m the element p1 ´ εq is in-
vertible and hence b “ 0.

Corollary A.6.2. Let pR,mq be a Noetherian local ring, and let I Ă R be an ideal.
Then

č

iě0

pI`miq “ t0u.

Proof. Let S :“ R{I. Then S is a Noetherian local ring, with maximal ideal
mS :“ I`m. The corollary follows by applying Theorem A.6.1 to pS,mSq.
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