# Asymptotic behaviour for the nonlinear beam equation in a time-dependent domain 
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Riassunto: In questo lavoro si dimostra l'esistenza di soluzioni forti per l'equazione non lineare delle travi $\left({ }^{*}\right)$ dove $Q_{t}$ è un dominio non cilindrico di $\mathbb{R}^{2}$, $\nu$ è una costante positiva e $M(\lambda)$ è una funzione reale tale che $M(\lambda) \geq-m_{0}$, con $m_{0}$ costante positiva. Si riconosce inoltre che l'energia ha un decadimento esponenziale.

Abstract: In this paper we prove existence of strong solutions as well as the exponential decay of the energy to the mixed problem for the nonlinear beam equation

$$
\begin{equation*}
u_{t t}+u_{x x x x}-M\left(\int_{I_{t}}\left|u_{x}\right|^{2} d x\right) u_{x x}+\nu u_{t}=0 \quad \text { in } Q_{t} \tag{*}
\end{equation*}
$$

where $Q_{t}$ is a non-cylindrical domain of $\mathbb{R}^{2}$. By $\nu$ we are denoting a positive constant. Here $M(\lambda)$ is a real function such that $M(\lambda) \geq-m_{0}$, for all $\lambda \geq 0$, where $m_{0}>0$.

## 1 - Introduction

In this work we will study the existence of strong solution as well as the exponential decay of the energy to the nonlinear beam equation of
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Kirchhoff type given by,
(1.2) $u(x, 0)=u_{0}(x), \quad u_{t}(x, 0)=u_{1}(x) \quad$ in $\alpha(0)<x<\beta(0)$,
(1.3) $u(x, t)=0, \quad u_{x}(x, t)=0 \quad$ on $\Sigma_{t}$.

By $Q_{t}$ we are denoting a non-cylindrical domain of $\mathbb{R}^{2}$ defined by

$$
\begin{equation*}
Q_{t}=\left\{(x, t) \in \mathbb{R}^{2} \mid \alpha(t)<x<\beta(t), \quad 0<t<T\right\} \tag{1.4}
\end{equation*}
$$

where $\alpha(\cdot), \beta(\cdot)$ are $C^{3}$-functions such that

$$
\alpha(t)<\beta(t) \quad \text { for all } 0 \leq t \leq T .
$$

The lateral boundary $\Sigma_{t}$ of $Q_{t}$ is given by

$$
\Sigma_{t}=\bigcup_{0<t<T}(\alpha(t) \times\{t\}) \cup(\beta(t) \times\{t\}) .
$$

The system (1.1)-(1.3) describes the transverse deflection $u(x, t)$ of a beam which changes its configuration at each instant of time, increasing its deformation and hence increasing its tension. This model was proposed by Woinowski [17] for the case of cylindrical domain, see also Eisley [7] and Burgreen [5] for the physical justification and background of the model.

The existence, uniqueness and regularity of solutions of this equation with some modifications was studied by Dickey [6], Ball [1], Medeiros [9], Pereira [13], Menzala [10], Rivera [16], Ramos [14], among others. While the exponential decay to zero in a cylinder domain was studied by Brito [4], Biler [3], Ball [2], Pereira [13], see also the references therein. The exponential decay over non cylindrical domains was studied by Nakao and Narazaki [11] for the nonlinear wave equation. In this work the authors, using the penalty method, were able to show the exponential decay of weaks solutions. The principal shortcoming of the above method is because it is not possible to show the existence of regular solution.

In this paper we deal with the nonlinear beam equation of Kirchhoff type over a non cylindrical domain. We show the existence and uniqueness of strong solutions to the system. The method we use to prove the result of existence and uniqueness is based on transform the system (1.1)-(1.3) into another initial boundary-value problem defined over a cylindrical domain whose sections are not time-dependent. This is done using a suitable change of variable. Then we show the existence and uniquenes for this new system. Our existence result on noncylindrical domains will follows using the inverse of the transformation. That is, using the diffeomorphism $h: Q_{t} \longrightarrow Q$ defined by

$$
\begin{equation*}
h(x, t)=(y, t)=\left(\frac{x-\alpha}{\gamma}, t\right) \quad \text { for } \quad(x, t) \in Q_{t} \quad \gamma=\beta-\alpha \tag{1.5}
\end{equation*}
$$

and $h^{-1}: Q \longrightarrow Q_{t}$ defined by

$$
\begin{equation*}
h^{-1}(y, t)=(x, t)=(\alpha(t)+\gamma(t) y, t) \tag{1.6}
\end{equation*}
$$

Denoting by $v$ the function

$$
\begin{equation*}
v(y, t)=u \circ h^{-1}(y, t)=u(\alpha(t)+\gamma(t) y, t) \tag{1.7}
\end{equation*}
$$

the eq. (1.1)-(1.3) becomes

$$
\begin{align*}
v_{t t} & +\frac{1}{\gamma^{4}} v_{y y y y}-\frac{1}{\gamma^{2}} M\left(\frac{1}{\gamma} \int_{0}^{1}\left(v_{y}\right)^{2} d y\right) v_{y y}+\nu v_{t}+  \tag{1.8}\\
& +a_{1} v_{y y}+a_{2} v_{t y}+a_{3} v_{y}=0 \quad \text { in } Q
\end{align*}
$$

$$
\begin{align*}
v(t, 0) & =v(t, 1)=0 & & \text { on }] 0, T[  \tag{1.9}\\
v_{y}(t, 0) & =v_{y}(t, 1)=0 & & \text { on }] 0, T[,  \tag{1.10}\\
\left.v\right|_{t=0} & =v_{0},\left.\quad v_{t}\right|_{t=0}=v_{1} & & \text { in }] 0,1[, \tag{1.11}
\end{align*}
$$

where

$$
\left\{\begin{array}{l}
a_{1}(y, t)=\left(\frac{\alpha^{\prime}+\gamma^{\prime} y}{\gamma}\right)^{2}, \quad a_{2}(y, t)=-2\left(\frac{\alpha^{\prime}+\gamma^{\prime} y}{\gamma}\right),  \tag{1.12}\\
a_{3}(y, t)=-\left(\frac{\alpha^{\prime \prime}+\gamma^{\prime \prime} y}{\gamma}\right)+\left(\gamma^{\prime}-\nu \gamma\right)\left(\frac{\alpha^{\prime}+\gamma^{\prime} y}{\gamma^{2}}\right) .
\end{array}\right.
$$

Let us denote by $\widehat{M}$ the function

$$
\begin{equation*}
\widehat{M}(\lambda)=\int_{0}^{\lambda} M(s) d s . \tag{1.13}
\end{equation*}
$$

To show the existence of strong solution we will use the following hypotheses

$$
\begin{align*}
& \alpha^{\prime} \leq 0, \quad \beta^{\prime} \geq 0  \tag{1.14}\\
& \gamma=\beta-\alpha \in L^{\infty}(0, \infty), \quad \text { ess } \inf _{0 \leq t<\infty} \gamma(t)=\gamma_{0}>0  \tag{1.15}\\
& \alpha^{\prime}, \beta^{\prime} \in W^{2, \infty}(0, \infty) \cap W^{2,1}(0, \infty) \tag{1.16}
\end{align*}
$$

Note that assumption (1.14) means that $Q_{t}$ is increasing in the sense that when $t_{1}<t_{2}$ then $I_{t_{1}}=\left[\alpha\left(t_{1}\right), \beta\left(t_{1}\right)\right] \subset I_{t_{2}}$.
The above method was introduced by R. Dal Passo and M. Ughi [12] to study certain class of parabolic equations in non cylindrical domains. On the contrary to the penalty method, the exponential decay of the solution in our case is not a simple task. The main difference is that in our case the first order energy is not a decreasing function. To see the dissipative properties of the system we have to construct a suitable functional whose derivative is negative and is equivalent to the first order energy. This functional is obtained using the multiplicative technique following Rivera's method in [16].

Concerning the function $M \in C^{1}([0, \infty[)$, we assume that

$$
\begin{equation*}
M(r) \geq-m_{0}, \quad M(r) r \geq \widehat{M}(r) \quad \forall r \geq 0, \tag{1.17}
\end{equation*}
$$

where

$$
\begin{equation*}
0 \leq m_{0}<\lambda_{1}\|\gamma\|_{L^{\infty}}^{-2} \tag{1.1}
\end{equation*}
$$

here $\lambda_{1}$ is the first eigenvalue of the Dirichlet problem

$$
\left\{\begin{array}{l}
\left.w_{x x x x}=\lambda_{1} w=\text { in }\right] 0,1[ \\
w(0)=w(1)=0, \quad w_{x}(0)=w_{x}(1)=0 .
\end{array}\right.
$$

We recall also the classical inequality

$$
\begin{equation*}
\left\|w_{x x}\right\|_{L^{2}(0,1)}^{2} \geq \lambda_{1}\left\|w_{x}\right\|_{L^{2}(0,1)}^{2} . \tag{1.1.}
\end{equation*}
$$

The remaining part of this work is organized as follows. In the following Section 2 we show the existence and uniqueness of strong solutions. Finally in Section 3 we will show the exponential decay.

## 2 - Global solution

Let us denote by $A$ the operator

$$
A w=w_{x x x x}, \quad D(A)=H^{4}(\Omega) \cap H_{0}^{2}(\Omega) .
$$

where $\Omega$ is a bounded domain in $\mathbb{R}$. It is well known that $A$ is a positive self adjoint operator in the Hilbert space $L^{2}(\Omega)$ for which there exist sequences $\left\{w_{n}\right\}_{n \in \mathbb{N}}$ and $\left\{\lambda_{n}\right\}_{n \in \mathbb{N}}$ of eigenfunctions and eigenvalues of $A$ such that the set of linear combinations of $\left\{w_{n}\right\}_{n \in \mathbb{N}}$ is dense in $D(A)$ and $\lambda_{1}<\lambda_{2} \leq \ldots \leq \lambda_{n} \rightarrow \infty$ as $n \rightarrow \infty$. Let us denote by

$$
v_{0}^{(m)}=\sum_{j=1}^{m}\left(v_{0}, w_{j}\right) w_{j}, \quad v_{1}^{(m)}=\sum_{j=1}^{m}\left(v_{1}, w_{j}\right) w_{j},
$$

Note that for any $\left(v_{0}, v_{1}\right) \in D(A) \times H_{0}^{2}(0,1)$, we have

$$
\left(v_{0}^{(m)}, v_{1}^{(m)}\right) \rightarrow\left(v_{0}, v_{1}\right) \quad \text { strong in } \quad D(A) \times H_{0}^{2}(\Omega) .
$$

Let us denote by $V_{m}$ the space generated by $w_{1}, \ldots, w_{m}$. Standard results on ordinary differential equations imply the existence of a local solution $v^{(m)}$ of the form

$$
v^{(m)}(t)=\sum_{j=1}^{m} g_{j m}(t) w_{j},
$$

to the system

$$
\begin{align*}
\left(v_{t t}^{(m)}, w_{j}\right) & +\mu\left(v_{t}^{(m)}, w_{j}\right)+\frac{1}{\gamma^{2}} M\left(\gamma^{-1}\left\|v_{y}^{(m)}\right\|_{L^{2}}^{2}\right)\left(v_{y y}^{(m)}, w_{j}\right)+ \\
& +\frac{1}{\gamma^{4}}\left(v_{y y y y}^{(m)}, w_{j}\right)+\left(a_{1} v_{y y}^{(m)}, w_{j}\right)+  \tag{2.1}\\
& +\left(a_{2} v_{y t}^{(m)}, w_{j}\right)+\left(a_{3} v_{y}^{(m)}, w_{j}\right)=0 \quad(j=1, \ldots, m)
\end{align*}
$$

$$
\begin{equation*}
v^{(m)}(y, 0)=v_{0}^{(m)}, \quad v_{t}^{(m)}(y, 0)=v_{1}^{(m)} \tag{2.2}
\end{equation*}
$$

To obtain the corresponding estimates of the approximated solutions $v_{m}$ we will define the following energy functions associated to the eq. (1.8)

$$
\begin{aligned}
& E_{1}(t, v)=\left\|v_{t}\right\|_{L^{2}}^{2}+\left\|v_{y y}\right\|_{L^{2}}^{2} \\
& E_{2}(t, v)=\left\|v_{t y}\right\|_{L^{2}}^{2}+\left\|v_{y y y}\right\|_{L^{2}}^{2}, \\
& E_{3}(t, v)=\left\|v_{t t}\right\|_{L^{2}}^{2}+\left\|v_{t y y}\right\|_{L^{2}}^{2} .
\end{aligned}
$$

We will denote by

$$
E_{i}^{(m)}(t)=E_{i}\left(t, v^{(m)}\right) \quad(\mathrm{i}=1,2,3) .
$$

To show the existence of strong solutions we will prove that the above energies are bounded. In fact, multiplying eq. (2.1) by $g_{j m}^{\prime}(t)$, and summing up the product result we obtain the inequality

$$
\begin{align*}
\frac{1}{2} \frac{d}{d t} \mathcal{L}_{1}^{(m)}(t) & +\nu\left\|v_{t}^{(m)}\right\|_{L^{2}}^{2}+\frac{\gamma^{\prime}}{\gamma^{2}}\left[\gamma^{-1}\left\|v_{y}^{(m)}\right\|_{L^{2}}^{2} M\left(\gamma^{-1}\left\|v_{y}^{(m)}\right\|_{L^{2}}^{2}\right)+\right.  \tag{2.3}\\
& \left.-\widehat{M}\left(\gamma^{-1}\left\|v_{y}^{(m)}\right\|_{L^{2}}^{2}\right)\right] \leq c(a+b)\left(\mathcal{L}_{1}^{(m)}(t)+\left\|v_{y}^{(m)}\right\|_{L^{2}}^{2}\right),
\end{align*}
$$

where

$$
\begin{equation*}
a=a(t)=\left|\alpha^{\prime}\right|+\left|\alpha^{\prime \prime}\right|, \quad b=b(t)=\left|\beta^{\prime}\right|+\left|\beta^{\prime \prime}\right|, \tag{2.4}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{L}_{1}^{(m)}(t)=\left\|v_{t}^{(m)}\right\|_{L^{2}}^{2}+\gamma^{-4}\left\|v_{y y}^{(m)}\right\|_{L^{2}}^{2}+\gamma^{-1} \widehat{M}\left(\gamma^{-1}\left\|v_{y}^{(m)}\right\|_{L^{2}}^{2}\right) . \tag{2.5}
\end{equation*}
$$

From (1.17)-(1.19) it follows that

$$
\begin{equation*}
\left.\gamma^{-4}\left\|v_{y y}^{(m)}\right\|_{L^{2}}^{2}+\gamma^{-1} \widehat{M}\left(\gamma^{-1}\left\|v_{y}^{(m)}\right\|_{L^{2}}^{2}\right)\right) \geq \frac{m_{1}}{\|\gamma\|_{L^{\infty}}^{2}}\left\|v_{y}^{(m)}\right\|_{L^{2}}^{2} \tag{2.6}
\end{equation*}
$$

where

$$
\begin{equation*}
m_{1}=\left(\frac{\lambda_{1}}{\|\gamma\|_{L^{\infty}}^{2}}-m_{0}\right)>0 . \tag{2.7}
\end{equation*}
$$

From (1.17), it follows that the inequality (2.3) can be written as

$$
\begin{align*}
\mathcal{L}_{1}^{(m)}(t) & +\nu \int_{0}^{t}\left\|v_{s}^{(m)}\right\|_{L^{2}}^{2} d s \leq c\left(\left\|v_{1}\right\|_{L^{2}}^{2}+\left\|v_{0}\right\|_{H^{2}}^{2}\right)+  \tag{2.8}\\
& +c \int_{0}^{t}(a(s)+b(s)) \mathcal{L}_{1}^{(m)}(s) d s
\end{align*}
$$

Using Gronwall's inequality and taking into account (1.16) we get

$$
\begin{equation*}
\mathcal{L}_{1}^{(m)}(t)+\int_{0}^{t}\left\|v_{s}^{(m)}\right\|_{L^{2}}^{2} d s \leq c\left(\left\|v_{1}\right\|_{L^{2}}^{2}+\left\|v_{0}\right\|_{H^{2}}^{2}\right) \tag{2.9}
\end{equation*}
$$

from (2.6) it follows that

$$
\begin{equation*}
\left\|v_{y}^{(m)}\right\|_{L^{2}}^{2} \leq c\left(\left\|v_{1}\right\|_{L^{2}}^{2}+\left\|v_{0}\right\|_{H^{2}}^{2}\right) \tag{2.10}
\end{equation*}
$$

Therefore (2.8) implies

$$
\begin{equation*}
E_{1}^{(m)}(t)=\left\|v_{t}^{(m)}\right\|_{L^{2}}^{2}+\left\|v_{y y}^{(m)}\right\|_{L^{2}}^{2} \leq c\left(\left\|v_{1}\right\|_{L^{2}}^{2}+\left\|v_{0}\right\|_{H^{2}}^{2}\right) \tag{2.11}
\end{equation*}
$$

Multiplying eq. (2.1) by $g_{j m}(t)$, and summing up the product result we obtain the following inequality

$$
\begin{align*}
\frac{1}{2} \frac{d}{d t} \mathcal{L}_{2}^{(m)}(t) & -\left\|v_{t}^{(m)}\right\|_{L^{2}}^{2}+\gamma^{-4}\left\|v_{y y}^{(m)}\right\|_{L^{2}}^{2}+ \\
& +\gamma^{-2} M\left(\gamma^{-1}\left\|v_{y}^{(m)}\right\|_{L^{2}}^{2}\right)\left\|v_{y}^{(m)}\right\|_{L^{2}}^{2} \leq  \tag{2.12}\\
& \leq c(a(t)+b(t))\left(\left\|v_{y y}^{(m)}\right\|_{L^{2}}^{2}+\left\|v_{t}^{(m)}\right\|_{L^{2}}^{2}\right)
\end{align*}
$$

where

$$
\mathcal{L}_{2}^{(m)}(t)=2 \int_{0}^{1} v^{(m)} v_{t}^{(m)} d y+\nu\left\|v^{(m)}\right\|_{L^{2}}^{2}
$$

In virtue of (2.6) and (2.9), it follows from (2.12) that

$$
\begin{equation*}
\int_{0}^{t}\left\|v_{y}^{(m)}\right\|_{L^{2}}^{2} d s \leq c\left(\left\|v_{1}\right\|_{L^{2}}^{2}+\left\|v_{0}\right\|_{H^{2}}^{2}\right) \tag{2.13}
\end{equation*}
$$

Multiplying eqs. (2.1) by $\sqrt{\lambda}{ }_{j} g_{j m}^{\prime}(t)$ and summing up in $j=1, \ldots, m$, we get after some calculations

$$
\begin{align*}
\frac{1}{2} \frac{d}{d t} \mathcal{L}_{3}^{(m)}(t)+\frac{\nu}{2}\left\|v_{t y}^{(m)}\right\|_{L^{2}}^{2} \leq & c(a(t)+b(t))\left\|v_{y y}^{(m)}\right\|_{L^{2}}^{2}+  \tag{2.14}\\
& +c\left\|v_{y}^{(m)}\right\|_{L^{2}}^{2}+c(a(t)+b(t)) \mathcal{L}_{3}^{(m)}(t)
\end{align*}
$$

where

$$
\begin{align*}
\mathcal{L}_{3}^{(m)}(t)= & \left\|v_{t y}^{(m)}\right\|_{L^{2}}^{2}+\gamma^{-4}\left\|v_{y y y}^{(m)}\right\|_{L^{2}}^{2}+  \tag{2.15}\\
& \left.+\gamma^{-2} M\left(\gamma^{-1}\left\|v_{y}^{(m)}\right\|_{L^{2}}^{2}\right)\left\|v_{y y}^{(m)}\right\|_{L^{2}}^{2}\right) .
\end{align*}
$$

from (1.17)-(1.19), we have

$$
\begin{equation*}
\left.\gamma^{-4}\left\|v_{y y y}^{(m)}\right\|_{L^{2}}^{2}+\gamma^{-2} M\left(\gamma^{-1}\left\|v_{y}^{(m)}\right\|_{L^{2}}^{2}\right)\right)\left\|v_{y y}^{(m)}\right\|_{L^{2}}^{2} \geq \frac{m_{1}}{\|\gamma\|_{L^{\infty}}^{2}}\left\|v_{y y}^{(m)}\right\|_{L^{2}}^{2} . \tag{2.16}
\end{equation*}
$$

Using Gronwall's inequality, relation (2.14) and taking into account (2.11), we get

$$
\begin{equation*}
\mathcal{L}_{3}^{(m)}(t)+\int_{0}^{t}\left\|v_{s y}^{(m)}\right\|_{L^{2}}^{2} d s \leq c\left(\left\|v_{1}\right\|_{H^{1}}^{2}+\left\|v_{0}\right\|_{H^{3}}^{2}\right) . \tag{2.17}
\end{equation*}
$$

Since

$$
\begin{aligned}
E_{2}^{(m)}(t)= & \left\|v_{t y}^{(m)}\right\|_{L^{2}}^{2}+\left\|v_{y y y}^{(m)}\right\|_{L^{2}}^{2} \leq c \mathcal{L}_{3}^{(m)}(t)+ \\
& +c \max _{0 \leq t \leq \infty}\left|M\left(\gamma^{-1}\left\|v_{y}^{(m)}\right\|_{L^{2}}^{2}\right)\right|\left\|v_{y y}^{(m)}\right\|_{L^{2}}^{2}
\end{aligned}
$$

from (2.17), (2.10)-(2.11) it follows that there exists a positive constant $c$ such that

$$
\begin{equation*}
E_{2}^{(m)}(t)=\left\|v_{t y}^{(m)}\right\|_{L^{2}}^{2}+\left\|v_{y y y}^{(m)}\right\|_{L^{2}}^{2} \leq c\left(\left\|v_{1}\right\|_{H^{1}}^{2}+\left\|v_{0}\right\|_{H^{3}}^{2}\right) . \tag{2.18}
\end{equation*}
$$

Finally, differentiating (2.1) with respect $t$, multiplying by $g_{j m}^{\prime \prime}(t)$ and using similar arguments as in (2.14), we obtain

$$
\begin{align*}
& \frac{1}{2} \frac{d}{d t} \mathcal{L}_{4}^{(m)}(t)+\nu\left\|v_{t t}^{(m)}\right\|_{L^{2}}^{2} \leq \\
& \quad \leq c\left(a(t)+\left|\alpha^{\prime \prime \prime}\right|+b(t)+\left|\beta^{\prime \prime \prime}\right|\right)\left(\left\|v_{y y}^{(m)}\right\|_{L^{2}}^{2}+\left\|v_{t y}^{(m)}\right\|_{L^{2}}^{2}\right)+  \tag{2.19}\\
& \quad+c\left\|v_{t y}^{(m)}\right\|_{L^{2}}^{2}+c\left(a(t)+\left|\alpha^{\prime \prime \prime}\right|+b(t)+\left|\beta^{\prime \prime \prime}\right| \mid\right) \mathcal{L}_{4}^{(m)}(t),
\end{align*}
$$

where

$$
\left.\mathcal{L}_{4}^{(m)}(t)=\left\|v_{t t}^{(m)}\right\|_{L^{2}}^{2}+\gamma^{-4}\left\|v_{t y y}^{(m)}\right\|_{L^{2}}^{2}+\gamma^{-2} M\left(\gamma^{-1}\left\|v_{y}^{(m)}\right\|_{L^{2}}^{2}\right)\left\|v_{t y}^{(m)}\right\|_{L^{2}}^{2}\right) .
$$

From eq. (2.1) we get

$$
\left\|v_{t t}^{(m)}(0)\right\|_{L^{2}}^{2} \leq c\left(\left\|v_{0}\right\|_{H^{4}}^{2}+\left\|v_{1}\right\|_{H^{2}}^{2}\right)
$$

Using the Gronwall's inequality, relations (2.11), (2.17) and (2.19) we get

$$
\mathcal{L}_{4}^{(m)}(t)+\int_{0}^{t}\left\|v_{t t}^{(m)}\right\|_{L^{2}}^{2} d s \leq c\left(\left\|v_{0}\right\|_{H^{4}}^{2}+\left\|v_{1}\right\|_{H^{2}}^{2}\right)
$$

From where it follows

$$
\begin{equation*}
E_{3}^{(m)}(t)=\left\|v_{t t}^{(m)}\right\|_{L^{2}}^{2}+\left\|v_{t y y}^{(m)}\right\|_{L^{2}}^{2} \leq c\left(\left\|v_{1}\right\|_{H^{2}}^{2}+\left\|v_{0}\right\|_{H^{4}}^{2}\right) \tag{2.20}
\end{equation*}
$$

From estimates $(2.11),(2.18)$ and (2.20), it follows that $\left\{v^{\left(m^{\prime}\right)}\right\}$ converges strongly at $v$ in $L_{\text {loc }}^{2}\left(0, \infty ; H_{0}^{1}(0,1)\right)$. Moreover, since $M \in C^{1}(0, \infty)$ and $v_{y}^{(m)}$ is bounded in $L^{\infty}\left(0, \infty, L^{2}(0,1)\right) \cap L^{2}\left(0, \infty ; L^{2}(0,1)\right)$, we have for any $t>0$

$$
\begin{align*}
\int_{0}^{t} \mid M\left(\gamma^{-1}\left\|v_{y}^{\left(m^{\prime}\right)}(t)\right\|_{L^{2}}^{2}\right) & -M\left(\gamma^{-1}\left\|v_{y}(t)\right\|_{L^{2}}^{2}\right) \mid d t \leq  \tag{2.21}\\
& \leq c\left\|v^{\left(m^{\prime}\right)}-v\right\|_{L^{2}\left(0, t ; H^{1}\right)}
\end{align*}
$$

where $c$ is a positive constant independent of $m^{\prime}$ and $t$, so that

$$
\begin{equation*}
M\left(\gamma^{-1}\left\|v_{y}^{\left(m^{\prime}\right)}(t)\right\|_{L^{2}}^{2}\right)\left(v_{y y}^{\left(m^{\prime}\right)}, w_{j}\right) \longrightarrow M\left(\gamma^{-1}\left\|v_{y}(t)\right\|_{L^{2}}^{2}\right)\left(v_{y y}, w_{j}\right) \tag{2.22}
\end{equation*}
$$

Therefore we have that $v$ satisfies

$$
\left\{\begin{array}{l}
v \in L^{\infty}\left(0, \infty ; H_{0}^{2}(0,1) \cap H^{3}(0,1)\right)  \tag{2.23}\\
v_{t} \in L^{\infty}\left(0, \infty ; H_{0}^{2}(0,1)\right) \\
v_{t t} \in L^{\infty}\left(0, \infty ; L^{2}(0,1)\right)
\end{array}\right.
$$

and

$$
\begin{align*}
\left(v_{t t}, w^{j}\right) & +\nu\left(v_{t}, w^{j}\right)+\gamma^{-2} M\left(\gamma^{-1} \int_{0}^{1}\left|v_{y}\right|^{2} d y\right)\left(v_{y y}, w^{j}\right)+ \\
& +\gamma^{-4}\left(v_{y y}, w_{y y}^{j}\right)+\left(a_{1} v_{y y}, w^{j}\right)+  \tag{2.24}\\
& +\left(a_{2} v_{t y}, w^{j}\right)+\left(a_{3} v_{y}, w^{j}\right)=0
\end{align*}
$$

$$
\begin{equation*}
v(y, 0)=v_{0}, \quad v_{t}(y, 0)=v_{1} \tag{2.25}
\end{equation*}
$$

For any $w^{j} \in V_{m}$. Letting $m \rightarrow \infty$ we conclude that $v$ satisfies eq. (1.8) in the sense of $L^{\infty}\left(0, \infty ; L^{2}(0,1)\right)$ therefore we have that

$$
\begin{equation*}
v \in L^{\infty}\left(0, \infty ; H_{0}^{2}(0,1) \cap H^{4}(0,1)\right) \tag{2.26}
\end{equation*}
$$

The Uniqueness follows by using standard arguments.
Thus we have the following result
Theorem 2.1. Let us take $v_{0} \in H_{0}^{2}(0,1) \cap H^{4}(0,1), v_{1} \in H_{0}^{2}(0,1)$ and let us suppose that assumptions (1.14)-(1.18) holds. Then there exists a unique solution $v$ of the problem (1.8)-(1.11) in the class (2.26) satisfying the eq. (1.8) in the sense of $L^{\infty}\left(0, \infty ; L^{2}(0,1)\right)$

To show the existence in non cylindrical domains, we return to our original problem by using the change variable given in (1.5) by $(y, t)=$ $h(x, t),(x, t) \in Q_{t}$.

Let $v$ the solution obtained from Theorem 2.1 and $u$ defined by (1.7), then $u$ belong to the class

$$
\left\{\begin{array}{l}
u \in L^{\infty}\left(0, \infty ; H_{0}^{2}\left(I_{t}\right) \cap H^{4}\left(I_{t}\right)\right)  \tag{2.27}\\
u_{t} \in L^{\infty}\left(0, \infty ; H^{2}\left(I_{t}\right)\right) \\
u_{t t} \in L^{\infty}\left(0, \infty ; L^{2}\left(I_{t}\right)\right)
\end{array}\right.
$$

where $\left.I_{t}=\right] \alpha(t), \beta(t)[$ for any $t \geq 0$. Denoting by

$$
u(x, t)=v(y, t)=(v \circ h)(x, t)
$$

then from (1.8) it is easy to see that $u$ satisfies the eq. (1.1) in the sense $L^{\infty}\left(0, \infty ; L^{2}\left(I_{t}\right)\right)$. The uniqueness of $u$ follows from the uniqueness of $v$. Therefore, we have the following result.

ThEOREM 2.2. Let us take $u_{0} \in H_{0}^{2}\left(I_{0}\right) \cap H^{4}\left(I_{0}\right), u_{1} \in H_{0}^{2}\left(I_{0}\right)$ and let us suppose that assumptions (1.14)-(1.18) holds. Then there exists a unique solution $u$ of the initial boundary value problem (1.1)-(1.3) satisfying (2.27) and the eq. (1.1) in the sense of $L^{\infty}\left(0, \infty ; L^{2}\left(I_{t}\right)\right)$.

## 3 - Asymptotic behaviour

In this section we will show the exponential decay of the solution given by the Theorem 2.2. To do this we assume that $M$ satisfies the condition

$$
\begin{equation*}
M(r) r \geq \widehat{M}(r), \quad M(r) \geq-m_{0} \quad \forall r \geq 0 \tag{3.1}
\end{equation*}
$$

with $m_{0}$ such that

$$
\begin{equation*}
0 \leq m_{0}<\frac{\lambda_{1}}{\|\gamma\|_{L^{\infty}}^{2}} \tag{3.2}
\end{equation*}
$$

Additionally, we assume that the functions $\beta$ and $\alpha$ satisfies the conditions

$$
\begin{equation*}
\max _{0 \leq t<\infty}\left|\beta^{\prime}(t)\right| \leq \varepsilon, \quad \max _{0 \leq t<\infty}\left|\alpha^{\prime}(t)\right| \leq \varepsilon \tag{3.3}
\end{equation*}
$$

where

$$
\varepsilon=\delta_{0} \min \left(r_{1},-r_{0}\right)
$$

and the numbers $\delta_{0}, r_{1}$ and $r_{0}$ are given by (3.6) and (3.20).
Then we have the following result.
Theorem 3.1. Let us take initial datas $u_{0} \in H_{0}^{2}\left(I_{0}\right), u_{1} \in L^{2}\left(I_{0}\right)$ and let us suppose that assumptions (3.1)-(3.3) hold. Then any regular solution of (1.1) satisfies the inequality

$$
E(t) \leq C e^{-\omega t}
$$

where $C$ and $\omega$ are positive constants and

$$
E(t)=\left\|u_{t}\right\|_{L^{2}\left(I_{t}\right)}^{2}+\|u\|_{H^{2}\left(I_{t}\right)}^{2}
$$

is the energy associated to the eq. (1.1).
Proof. Multiplying (1.1) by $u_{t}$ and performing an integration by parts over $I_{t}$ we get

$$
\begin{align*}
\frac{1}{2} \frac{d}{d t} \mathcal{L}_{1}(t) & +\nu\left\|u_{t}\right\|_{L^{2}\left(I_{t}\right)}^{2}-\frac{1}{2} \beta^{\prime}(t)\left(\left|u_{t}(\beta(t), t)\right|^{2}-\left|u_{x x}(\beta(t), t)\right|^{2}\right)+  \tag{3.4}\\
& +\frac{1}{2} \alpha^{\prime}(t)\left(\left|u_{t}(\alpha(t), t)\right|^{2}-\left|u_{x x}(\alpha(t), t)\right|^{2}\right)=0
\end{align*}
$$

where

$$
\begin{equation*}
\mathcal{L}_{1}(t)=\int_{I_{t}}\left(\left|u_{t}\right|^{2}+\left|u_{x x}\right|^{2}+\widehat{M}\left(\left\|u_{x}\right\|_{L^{2}\left(I_{t}\right)}^{2}\right)\right) d x \tag{3.5}
\end{equation*}
$$

with $\widehat{M}(\cdot)$ given by (1.13). Let us take $r \in C^{2}([0,1])$ such that

$$
\begin{equation*}
r(1)=r_{1}>0, \quad r(0)=r_{0}<0 \tag{3.6}
\end{equation*}
$$

For $x \in I_{t}(t \in[0, \infty[)$, we put

$$
\begin{equation*}
q(x)=(r \circ h)(x)=r\left(\frac{x-\alpha(t)}{\gamma(t)}\right)=r(y) \tag{3.7}
\end{equation*}
$$

then $q \in C^{2}\left(\bar{I}_{t}\right)$ and we also have

$$
\begin{equation*}
\|q\|_{\left.C^{2}\left(\bar{I}_{t}\right)\right)}=\left(1+\gamma_{0}^{-1}+\gamma_{0}^{-2}\right)\|r\|_{C^{2}([0,1])}=S<\infty . \tag{3.8}
\end{equation*}
$$

Let us introduce the functional

$$
\mathcal{L}_{2}(t)=-2 \int_{I_{t}} q u_{x} u_{t} d x
$$

Multiplying (1.1) by $-q u_{x}$ and integrating over $I_{t}$, we obtain

$$
\begin{align*}
\frac{d}{d t} \mathcal{L}_{2}(t) & +\frac{1}{2} q(\beta(t))\left(\left|u_{x x}(\beta(t), t)\right|^{2}+\left|u_{t}(\beta(t), t)\right|^{2}\right)+ \\
& -\frac{1}{2} q(\alpha(t))\left(\left|u_{x x}(\alpha(t), t)\right|^{2}+\left(\left|u_{t}(\alpha(t), t)\right|^{2}\right)=\sum_{i=1}^{4} J_{i}\right. \tag{3.9}
\end{align*}
$$

where

$$
\begin{aligned}
J_{1} & =\frac{1}{2} M\left(\int_{I_{t}}\left|u_{x}\right|^{2} d x\right) \int_{I_{t}} q_{x}\left|u_{x}\right|^{2} d x \\
J_{2} & =\frac{1}{2} \int_{I_{t}} q_{x}\left|u_{t}\right|^{2} d x, \quad J_{3}=\nu \int_{I_{t}} q u_{x} u_{t} d x \\
J_{4} & =-\int_{I_{t}} q_{t} u_{x} u_{t} d x \\
J_{5} & =\int_{I_{t}}\left(\left(q_{x x}\right)\left(u_{x x}\right) u_{x}+\frac{3}{2} q_{x}\left|u_{x x}\right|^{2}\right) d x
\end{aligned}
$$

Since $\left\|u_{x}\right\|_{L^{\infty}\left(0, \infty ; L^{2}\left(I_{t}\right)\right)} \leq \Lambda$ and $M(\cdot) \in C^{1}([0, \infty[)$, it follows that

$$
\begin{equation*}
\max _{0 \leq \lambda \leq \Lambda}|M(\lambda)|=R<\infty \tag{3.10}
\end{equation*}
$$

so that, taking into account (3.10), (3.8) and the Poincaré inequality, we have

$$
\left|J_{1}\right| \leq c_{1}\left\|u_{x x}\right\|_{L^{2}\left(I_{t}\right)}^{2}
$$

where $c_{i}(i=1, \ldots, 6)$ denote positive constants which depend only on $R, S$ and the norm $\|\gamma\|_{L^{\infty}}$. Moreover with the same arguments, we have

$$
\begin{gathered}
\left|J_{2}+J_{3}\right| \leq c_{2}\left(\left\|u_{t}\right\|_{L^{2}\left(I_{t}\right)}^{2}+\left\|u_{x x}\right\|_{L^{2}\left(I_{t}\right)}^{2}\right) \\
\left|J_{4}+J_{5}\right| \leq c_{3}\left\|u_{x x}\right\|_{L^{2}\left(I_{t}\right)}^{2}
\end{gathered}
$$

From (3.9) the above estimates of $J_{i}(i=1, \ldots, 5)$ and recalling that

$$
q(\beta(t))=r(1)=r_{1}, \quad q(\alpha(t))=r(0)=r_{0}
$$

we get

$$
\begin{align*}
\frac{d}{d t} \mathcal{L}_{2}(t) & +\frac{1}{2} r_{1}\left(\left|u_{x x}(\beta(t), t)\right|^{2}+\left|u_{t}(\beta(t), t)\right|^{2}\right)+ \\
& -\frac{1}{2} r_{0}\left(\left|u_{x x}(\alpha(t), t)\right|^{2}+\left(\left|u_{t}(\alpha(t), t)\right|^{2}\right)\right.  \tag{3.11}\\
& \leq c_{2}\left\|u_{t}\right\|_{L^{2}\left(I_{t}\right)}^{2}+c_{5}\left\|u_{x x}\right\|_{L^{2}\left(I_{t}\right)}^{2}
\end{align*}
$$

Using

$$
\begin{equation*}
\left\|u_{x x}\right\|_{L^{2}\left(I_{t}\right)}^{2} \leq\left\|u_{x x}\right\|_{L^{2}\left(I_{t}\right)}^{2}+\widehat{M}\left(\left\|u_{x}\right\|_{L^{2}\left(I_{t}\right)}^{2}\right)+m_{0}\left\|u_{x}\right\|_{L^{2}\left(I_{t}\right)}^{2} \tag{3.12}
\end{equation*}
$$

From (3.11) and (3.4), we get

$$
\begin{align*}
\frac{1}{2} \frac{d}{d t}\left(\mathcal{L}_{1}(t)\right. & \left.+\delta_{0} \mathcal{L}_{2}(t)\right)+\left(\nu-c_{2} \delta_{0}\right)\left\|u_{t}\right\|_{L^{2}\left(I_{t}\right)}^{2}+ \\
& +\frac{1}{2}\left(\delta_{0} r_{1}+\beta^{\prime}(t)\right)\left|u_{x x}(\beta(t), t)\right|^{2}+ \\
& +\frac{1}{2}\left(\delta_{0} r_{1}-\beta^{\prime}(t)\right)\left|u_{t}(\beta(t), t)\right|^{2}+ \\
& \left.+\frac{1}{2}\left(\alpha^{\prime}(t)-\delta_{0} r_{0}\right)\right)\left|u_{t}(\alpha(t), t)\right|^{2}-  \tag{3.13}\\
& \left.-\frac{1}{2}\left(\alpha^{\prime}(t)+\delta_{0} r_{0}\right)\right)\left|u_{x x}(\alpha(t), t)\right|^{2} \leq \\
& \leq \delta_{0} c_{5}\left(\left\|u_{x x}\right\|_{L^{2}\left(I_{t}\right)}^{2}+\widehat{M}\left(\left\|u_{x}\right\|_{L^{2}\left(I_{t}\right)}^{2}\right)\right)+ \\
& +c_{5} \delta_{0} m_{0}\left\|u_{x}\right\|_{L^{2}\left(I_{t}\right)}^{2},
\end{align*}
$$

where $\delta_{0}$ is a positive constants to be fixed later. Let us denote by

$$
\mathcal{L}_{3}(t)=\int_{I_{t}}\left(u_{t} u+\frac{\nu}{2}|u|^{2}\right) d x
$$

Multiplying (1.1) by $u$ and integrating over $I_{t}$ we obtain
(3.14) $\frac{d}{d t} \mathcal{L}_{3}(t)-\left\|u_{t}\right\|_{L^{2}\left(I_{t}\right)}^{2}+\left\|u_{x x}\right\|_{L^{2}\left(I_{t}\right)}^{2}+M\left(\left\|u_{x}\right\|_{L^{2}\left(I_{t}\right)}^{2}\right)\left\|u_{x}\right\|_{L^{2}\left(I_{t}\right)}^{2}=0$.

From (1.19), we have

$$
\left\|u_{x x}\right\|_{L^{2}\left(I_{t}\right)} \geq \frac{\sqrt{\lambda_{1}}}{\|\gamma\|_{L^{\infty}}^{2}}\left\|u_{x}\right\|_{L^{2}\left(I_{t}\right)}
$$

so that (3.1) and (3.2) give us

$$
\begin{equation*}
\left\|u_{x x}\right\|_{L^{2}\left(I_{t}\right)}^{2}+\widehat{M}\left(\left\|u_{x}\right\|_{L^{2}\left(I_{t}\right)}^{2}\right) \geq m_{1}\left\|u_{x}\right\|_{L^{2}\left(I_{t}\right)}^{2} \tag{3.15}
\end{equation*}
$$

From (3.2) and (3.14) it follows that

$$
\begin{align*}
\frac{1}{2} \frac{d}{d t} \mathcal{L}_{3}(t) & +\frac{1}{2}\left(\left\|u_{x x}\right\|_{L^{2}\left(I_{t}\right)}^{2}+\widehat{M}\left(\left\|u_{x}\right\|_{L^{2}\left(I_{t}\right)}^{2}\right)+\right.  \tag{3.16}\\
& +\frac{m_{1}}{2}\left\|u_{x}\right\|_{L^{2}\left(I_{t}\right)}^{2} \leq\left\|u_{t}\right\|_{L^{2}\left(I_{t}\right)}^{2}
\end{align*}
$$

Moreover, from (3.8) we have

$$
\begin{aligned}
2 \delta_{0}\left|\int_{\Omega_{t}}\left(q u_{x}\right) u_{t} d x\right| \leq & \frac{1}{2}\left\|u_{t}\right\|_{L^{2}\left(I_{t}\right)}^{2}+\delta_{0}^{2} m_{0} c_{6}\left\|u_{x}\right\|_{L^{2}\left(I_{t}\right)}^{2}+ \\
& +\delta_{0}^{2} c_{6}\left(\left\|u_{x x}\right\|_{L^{2}\left(I_{t}\right)}^{2}+\widehat{M}\left(\left\|u_{x}\right\|_{L^{2}\left(I_{t}\right)}^{2}\right)\right)
\end{aligned}
$$

Recalling the definition of $\mathcal{L}_{1}$ and $\mathcal{L}_{2}$ and using the above inequality we get

$$
\begin{align*}
\mathcal{L}_{1}(t)+\delta_{0} \mathcal{L}_{2}(t) \geq & \frac{1}{2}\left\|u_{t}\right\|_{L^{2}\left(\Omega_{t}\right)}^{2}+\left(\frac{m_{1}}{2}-\delta_{0}^{2} m_{0} c_{6}\right)\left\|u_{x}\right\|_{L^{2}\left(I_{t}\right)}^{2}+ \\
& +\left(\frac{1}{2}-\delta_{0}^{2} c_{6}\right)\left(\left\|u_{x x}\right\|_{L^{2}\left(I_{t}\right)}^{2}+\widehat{M}\left(\left\|u_{x}\right\|_{L^{2}\left(I_{t}\right)}^{2}\right)\right) \tag{3.17}
\end{align*}
$$

Since

$$
\mathcal{L}_{3}(t) \geq-\frac{2}{\nu}\left\|u_{t}\right\|_{L^{2}\left(I_{t}\right)}^{2}+\frac{\nu}{2}\|u\|_{L^{2}\left(I_{t}\right)}^{2}
$$

Finally we define

$$
\mathcal{L}(t)=\mathcal{L}_{1}(t)+\delta_{0} \mathcal{L}_{2}(t)+\frac{\nu}{8} \mathcal{L}_{3}(t)
$$

From (3.17) it follows that

$$
\begin{align*}
\mathcal{L}(t) \geq & \frac{\nu}{16}\|u\|_{L^{2}\left(I_{t}\right)}^{2}+\frac{1}{4}\left\|u_{t}\right\|_{L^{2}\left(I_{t}\right)}^{2}+\left(\frac{m_{1}}{2}-\delta_{0}^{2} m_{0} c_{6}\right)\left\|u_{x}\right\|_{L^{2}\left(I_{t}\right)}^{2}+  \tag{3.18}\\
& +\left(\frac{1}{2}-\delta_{0}^{2} c_{6}\right)\left(\left\|u_{x x}\right\|_{L^{2}\left(I_{t}\right)}^{2}+\widehat{M}\left(\left\|u_{x x}\right\|_{L^{2}\left(I_{t}\right)}^{2}\right)\right)
\end{align*}
$$

From (1.14) and (3.6) we get

$$
\begin{align*}
\frac{1}{2} \frac{d}{d t} \mathcal{L}(t) & +\left(\frac{7}{8} \nu-c_{2} \delta_{0}\right)\left\|u_{t}\right\|_{L^{2}\left(I_{t}\right)}^{2}+\left(\frac{\nu m_{1}}{16}-c_{5} \delta_{0} m_{0}\right)\left\|u_{x}\right\|_{L^{2}\left(I_{t}\right)}^{2}+ \\
& +\left(\frac{\nu}{16}-c_{5} \delta_{0}\right)\left(\left\|u_{x x}\right\|_{L^{2}\left(I_{t}\right)}^{2}+\widehat{M}\left(\left\|u_{x}\right\|_{L^{2}\left(I_{t}\right)}^{2}\right)+\right.  \tag{3.19}\\
& +\frac{1}{2}\left(\delta_{0} r_{1}-\beta^{\prime}(t)\right)\left|u_{t}(\beta(t), t)\right|^{2}-\frac{1}{2}\left(-\alpha^{\prime}(t)+\right. \\
& +\delta_{0} r_{0}\left|u_{t}(\alpha(t), t)\right|^{2} \leq 0 .
\end{align*}
$$

Now taking

$$
\begin{equation*}
\delta_{0}=\min \left(\sqrt{\frac{m_{1}}{2 m_{0} c_{6}}}, \sqrt{\frac{1}{2 c_{6}}}, \frac{7 \nu}{8 c_{2}}, \frac{m_{1} \nu}{16 m_{0} c_{5}}, \frac{\nu}{16 c_{5}}\right) \tag{3.20}
\end{equation*}
$$

we deduce from (3.18) that

$$
\mathcal{L}(t) \geq c_{7}\left[\left\|u_{t}\right\|_{L^{2}\left(\Omega_{t}\right)}^{2}+\left\|u_{x}\right\|_{L^{2}\left(\Omega_{t}\right)}^{2}+\left\|u_{x x}\right\|_{L^{2}\left(\Omega_{t}\right)}^{2}+\widehat{M}\left(\left\|u_{x}\right\|_{L^{2}\left(\Omega_{t}\right)}^{2}\right)\right]
$$

From (3.19) we arrive at

$$
\frac{d}{d t} \mathcal{L}(t)+\alpha \mathcal{L}(t) \leq 0
$$

where $\alpha$ is a positive constante independent of $t$. Therefore we have that

$$
\mathcal{L}(t) \leq \mathcal{L}(0) e^{-\alpha t}
$$

which implies that

$$
E(t) \leq C e^{-\alpha t}
$$

where $C$ and $\alpha$ are positive constants independent of $t$ and

$$
E(t)=\left\|u_{t}\right\|_{L^{2}\left(\Omega_{t}\right)}^{2}+\|u\|_{H^{2}\left(\Omega_{t}\right)}^{2} .
$$

The proof is now complete.
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