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Some corrector results for composites

with imperfect interface

PATRIZIA DONATO

Abstract: In this paper we give some corrector results for a problem modelling
the stationary heat diffusion in a conductor with two components, a connected one Ωε

1

and a disconnected one Ωε
2, consisting of ε-periodic connected components of size ε. The

flow of heat is proportional, by mean of a function of order εγ , γ > −1, to the jump of
the temperature field, due to a contact resistance on the interface. We prove a corrector
result for the temperature in the component Ωε

1. Moreover, for −1 < γ ≤ 1 we prove
the strong convergence to zero of the gradient of the temperature in the component Ωε

2.
Due to different a priori estimates, the case γ > 1 needs to be treated separately. These
results complete the study of the asymptotic behaviour of this problem done in [10].

1 – Introduction

In this paper we consider a domain Ω of IRn, such that Ω = Ωε
1 ∪Ωε

2, where
Ωε

1 is a connected domain and Ωε
2 is a disconnected one, union of ε-periodic sets

of size ε.
We prove some corrector results for the problem

(1.1)





−div(Aε∇uε) = f1 in Ωε
1,

−div(Aε∇uε) = f2 in Ωε
2,

[Aε∇uε] · n = 0 on Γε,

Aε∇uε
1 · n = −εγhε[uε] on Γε,

uε = 0 on ∂Ω,
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Jump boundary conditions.
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prescribing the continuity of the conormal derivatives on a contact surface Γε =
∂Ωε

2 and a jump of the solution which is proportional to the conormal derivative
by mean of a function of order εγ . Here, n denotes the unit outward normal to
Ωε

1 and uε
i = uε|Ωε

i
i = 1, 2.

This problem models the stationary diffusion in a two-component heat con-
ductor with a contact resistance (see H. S. Carslaw and J. C. Jaeger [5] for a
physical justification of the model). Therefore, its asymptotic behaviour de-
scribes the effective thermal conductivity of the homogenized composite and
takes into account the influence of the contact barrier. The description of the
limit problem has been studied in [10]. The corrector results presented here
complete the asymptotic study therein.

Let us recall that in [10] is proved that, if −1 < γ ≤ 1, then a suitable
extension P ε

1u
ε
1 of uε

1 weakly converges to the solution u1 in H1
0 (Ω) of the limit

problem

(1.2)

{ −div (A0∇u1) = θ1f1 + θ2f2 in Ω,

u1 = 0 on ∂Ω,

with the convergences

(1.3)

{
Aε∇̃uε

1 ⇀ A0∇u1 weakly in [L2(Ω)]n,

Aε∇̃uε
2 ⇀ 0 weakly in [L2(Ω)]n,

where θi, for i = 1, 2, represents the proportion of the material in Ωε
i and ˜

denotes the zero extension to the whole of Ω. Moreover, ũε
2 weakly converges in

L2(Ω) to θ2u1 if −1 < γ < 1 and to θ2(u1 + c−1
h f2), with ch = 1

|Y2|
∫
Γ
h(y)dσy, if

γ = 1.
The constant matrix A0 is the same as that obtained by D. Cioranescu

and J. Saint Jean Paulin ([8], see also [9]) for the homogenization of the Laplace
problem in the perforated domain Ωε

1 with a Neumann condition on the boundary
of the holes. Hence, the effective conductivity of the first conductor is the same as
that obtained when there is no material occupying Ωε

2, with in the limit problem
θ1f1 + θ2f2 instead of θ1f1. The flux related to uε

2 asymptotically vanishes,
thus the whole homogenized material behaves as if the composite Ωε

2 does not
contribute in the heat propagation.

The first corrector result of this paper states that, if −1 < γ ≤ 1, the
following convergence holds:

(1.4) lim
ε→0

||∇uε
1 − Cε∇u1||L1(Ωε

1)
n = 0,

where Cε is the same corrector matrix as that of the Laplace problem in the
perforated domain Ωε

1 with a Neumann condition on the holes. We also prove
that

(1.5) lim
ε→0

||∇uε
2||L1(Ωε

2)
n = 0.
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This strong convergence implies, in particular, that the weak convergence to zero
of Aε∇̃uε

2, stated in [10], is actually strong.
The main difficulty for proving these convergences is to describe the asymp-

totic behaviour of the energy. In general, the convergence of the energy to that of
the homogenized problem is straightforward. Here the situation is more compli-
cated, due to the presence of the boundary term in the variational formulation.

For −1 < γ < 1, we prove that the energy, which includes a boundary term,
converge to that of problem (1.2).

For the case γ = 1, we only can prove that the limit superior of the energy
is lower than that of the homogenized problem (1.2). Nevertheless, this result
is sufficient to prove convergences (1.4) and (1.5). Its proof is quite technical
and mainly makes use of two lemmas. The first one (Lemma 3.3) is a variant of
a lemma proved in [6] and transforms integral on the boundary Γε into volume
integrals on Ωε

2. The second one (Lemma 3.4), proved in [11], provides for a
weakly converging sequences vanishing in Ωε

2 a better inequality than that given
by the lower semi-continuity.

In the case γ > 1 where, as shows a counterexample of [14], one cannot
expect bounded a priori estimates for the solution, we replace as in [10] the

function f2 in problem (1.1) by ε
γ−1

2 f2. We prove that in this case we still have
convergence (1.4). The question if (1.5) still holds for γ = 1 remains open.

The first homogenization results for this kind of boundary conditions was
done, for some values of the parameter γ, by J. L. Auriault and H. I. Ene [1]
by the multiple scales method. We refer to R. Lipton [15] for the study of the
limit problem when γ = 0, to S. Monsurrò [17] for the case γ ≤ −1 and to [10]
for the case γ > −1. For similar homogenization problems we also refer to
J. N. Pernin [18], E. Canon and J. N. Pernin [3], [4], H. Ene [12], H. Ene and
D. Polisevski [13], H. K. Hummel [14] and to R. Lipton and B. Vernescu [16] (for
other related references see also the bibliography of [10]).

In Section 2 we state the correctors results (Theorems 2.5 and 2.9). They
are proved in Section 4. The asymptotic behaviour of the energy according to
the different values of γ is studied in Section 3.

2 – Formulation of the problem and main results

In the following, Ω will be an open bounded subset of IRn and {ε} a positive
sequence converging to zero.

We denote by Y =]0, l1[× . . . ]0, ln[ the reference cell and by Y1 and Y2 two
non empty open subsets such that Y = Y1 ∪ Y2, with Y1 connected and Γ

.
= ∂Y2

Lipschitz continuous.
For any k ∈ Zn, we denote

Y k
i := kl + Yi, Γk := kl + Γ,
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where kl = (k1l1, . . . , knln) and i = 1, 2. We assume that

(2.1) ∂Ω ∩
(
∪

k∈Zn (εΓk)
)

= ∅

and, for any fixed ε, we set

Kε := {k ∈ Zn| εY k
2 ⊂ Ω �= ∅}.

Then, we define the two components of Ω and the interface (see fig. 1 below)
respectively by

Ωε
i := Ω ∩ {∪k∈Kε

εY k
i }, i = 1, 2, Γε = ∂Ωε

2.

y=x/ε

Y1

Y2

21
Y

Γ

Γε Ω Ω
ε ε

Figure 1.

Observe that (2.1) implies the fact that ∂Ω ∩ Γε = ∅, so that the component Ωε
1

is connected and the component Ωε
2 is union of disjoint translated sets of εY2,

whose number is of order ε−n.
In what follows, we denote by

– ∼ the zero extension to the whole of Ω of functions defined on Ωε
1 or Ωε

2,
– χω the characteristic function of any open set ω ⊂ IRn,
– mω(v) = 1

|ω|
∫
ω
f dx the average on Y of any function v ∈ L1(ω).

We recall that

(2.2) χΩε
i
⇀ θi :=

|Yi|
|Y | , weakly in L2(Ω).
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For α, β such that 0 < α < β, let A be a Y -periodic matrix field satisfying

(2.3)

{
(A(x)λ, λ) ≥ α|λ|2,
|A(x)λ| ≤ βλ,

for any l ∈ IRn and a.e. in Y and set, for any ε > 0,

(2.4) Aε(x) = A(x/ε).

Let h be an Y-periodic function such that

(2.5) h ∈ L∞(Γ), and 0 < h0 < h(y), y a.e. in Γ,

for some h0 ∈ IR∗
+ and set

(2.6) hε(x) = h
(x
ε

)
.

We introduce the space V ε defined by

V ε := {uε
1 ∈ H1(Ωε

1)| uε
1 = 0 on ∂Ω},

equipped with the norm ‖u‖V ε := ‖∇v‖L2(Ωε
1)

and the space Hε
0 defined by

Hε
0 := {uε = (uε

1, u
ε
2) | uε

1 ∈ V ε and uε
2 ∈ H1(Ωε

2)},

equipped with the norm

‖uε‖2
Hε

0
:= ‖∇uε

1‖2
L2(Ωε

1)
+ ‖∇uε

2‖2
L2(Ωε

2)
+ ε‖uε

1 − uε
2‖2

L2(Γε).

Let us recall the following extension results in V ε, due to D. Cioranescu and
J. Saint Jean Paulin:

Lemma 2.1 ([8]). i) There exists a linear continuous extension operator P1

belonging to L(H1(Y1);H
1(Y )) ∩ L(L2(Y1);L

2(Y )) such that, for some positive
constant C { ‖P1v1‖L2(Y ) ≤ C‖v1‖L2(Y1),

‖∇P1v1‖L2(Y ) ≤ C‖∇v1‖L2(Y1),

for every v1 ∈ H1(Y1).
ii) There exists an extension operator P ε

1 belonging to L(L2(Ωε
1);L

2(Ω)) ∩
L(V ε;H1

0 (Ω)) such that, for some positive constant C (independent of ε)

{ ‖P ε
1 v1‖L2(Ω) ≤ C‖v1‖L2(Ωε

1)
,

‖∇P ε
1 v1‖L2(Ω) ≤ C‖∇v1‖L2(Ωε

1)
,

for every v1 ∈ V ε.
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Observe that this lemma provides a Poincaré inequality in V ε independent
of ε, i.e. there exists a positive constant C > 0 (independent of ε) satisfying

‖v1‖L2(Ωε
1)

≤ C‖∇v1‖L2(Ωε
1)
, ∀ v1 ∈ V ε.

Let fε
1 ∈ L2(Ωε

1), f
ε
2 ∈ L2(Ωε

2) and g be given in H−1(Ω). Our aim is to study
the correctors for the following problem

(2.7)





−div(Aε∇uε
1) = fε

1 + P ε ∗
1 (g) in Ωε

1,

−div(Aε∇uε
2) = fε

2 in Ωε
2,

Aε∇uε
1 · nε

1 = −Aε∇uε
2 · nε

2 on Γε,

Aε∇uε
1 · nε

1 = −εγhε(uε
1 − uε

2) on Γε,

uε
1 = 0 on ∂Ω,

where nε
i is the unitary outward normal to Ωε

i , i = 1, 2 and P ε ∗
1 is the adjoint

operator of the extension operator P ε
1 given by Lemma 2.1. By definition, P ε ∗

1

is in L(H−1 (Ω) ;V ′
ε ) and for g ∈ H−1(Ω), P ε ∗

1 (g) is given by

P ε ∗
1 g : v ∈ Vε −→< g, P ε

1 v >H−1(Ω),H1
0 (Ω) .

We will suppose that

(2.8)

{
i) f̃ε

1 ⇀ θ1f1 weakly in L2(Ω),

ii) f̃ε
2 ⇀ θ2f2 weakly in L2(Ω).

Then, the variational formulation of problem (2.7) is:

(2.9)





Find uε = (uε
1, u

ε
2) in Hε

0 such that∫

Ωε
1

Aε∇uε
1∇v1 dx +

∫

Ωε
2

Aε∇uε
2∇v2 dx+εγ

∫

Γε

hε(uε
1−uε

2)(v1 − v2)dσ

=

∫

Ωε
1

fε
1 v1 dx+< g, P ε

1 v1 >H−1(Ω),H1
0 (Ω) +

∫

Ωε
2

fε
2 v2 dx, ∀ (v1, v2) ∈ Hε

0 .

The existence and uniqueness of the solution uε of (2.9) for every ε > 0 is
a consequence of the Lax–Milgram theorem and of the following proposition
(see [17]):

Proposition 2.2 ([17]). The norm of Hε
0 is equivalent to the norm of

V ε×H1(Ωε
2). Moreover, there exist two positive constant C1, C2, independent of

ε, such that

C1‖v‖Hε
0
≤ ‖v‖V ε×H1(Ωε

2)
≤ C2‖v‖Hε

0
, ∀ v ∈ Hε

0 .
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Let us recall the following homogenization result given in [10], concerning
the case −1 < γ ≤ 1:

Theorem 2.3 ([10]). Let Aε and hε be defined by (2.3)-(2.6). Suppose that
fε
1 and fε

2 satisfy (2.8) and let g be given in L2(Ω). Let −1 < γ ≤ 1 and uε be the
solution of problem (2.7). Then, there exists a positive constant C is independent
of ε and an extension operator P ε

1 ∈ L(V ε;H1
0 (Ω)) such that

(2.10)





i) P ε
1u

ε
1 ⇀ u1 weakly in H1

0 (Ω),

ii) Aε∇̃uε
1 ⇀ A0∇u1 weakly in [L2(Ω)]n,

iii) ‖uε
1 − uε

2‖L2(Γε) < Cε−γ/2,

and the following convergences hold :

(2.11)

{
i) ũε

2 ⇀ u2 weakly in L2(Ω),

ii) Aε∇̃uε
2 ⇀ 0 weakly in [L2(Ω)]n.

The function u1 is the unique solution in H1
0 (Ω) of the problem

(2.12)

{ −div (A0∇u1) = θ1f1 + θ2f2 + g in Ω,

u1 = 0 on ∂Ω,

with θi, i = 1, 2, given by (2.2). The homogenized matrix A0 is defined by

(2.13) A0l =
1

|Y |

∫

Y1

A∇ŵλ dy,

where ŵλ ∈ H1(Y1) is the solution, for any l ∈ IRn, of

(2.14)





−div (A∇ŵλ) = 0 in Y1,

(A∇ŵλ) · n1 = 0 on Γ,

ŵλ − λ · y Y -periodic,

mY1(ŵλ − λ · y) = 0.

Moreover, for −1 < γ < 1, one has

(2.15)

{
i) u2 = θ2u1,

ii) ‖P ε
1u

ε
1 − uε

2‖2
L2(Ωε

2)
→ 0,

while, for γ = 1,

(2.16) u2 = θ2(u1 + c−1
h f2),

where ch = 1
|Y2|

∫
Γ
h(y)dσy.
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Remark 2.4. In [10] this result has been proved in the case where g = 0 and
fε
1 = f|Ωε

1
, fε

2 = f|Ωε
2

for some f ∈ L2(Ω), so that θ1f1+θ2f2 = f . Nevertheless, it
easily seen that the results is still valid if the data are chosen as in Theorem 2.3.
Indeed, the proof in this case follows exactly the same outlines of that given
in [10]. One only needs to use, in the terms where g appears, the fact that for
any sequence {vε} in H1

0 (Ω) (see Lemma 2.1 of [2]) the following implication
holds:

(2.17)
(
vε ⇀ v weakly in H1

0 (Ω)
)

=⇒
(
P 1
ε (vε|Ωε

) ⇀ v weakly in H1
0 (Ω)

)
.

The main result of this paper is the following corrector result, which com-
pletes the convergence results given by Theorem 2.3.

Theorem 2.5 (correctors for the case −1 < γ ≤ 1). Let (ei)
n
i=1

be the
canonical basis of IRn and ŵi ∈ H1(Y1) the solution of problem (2.14) for λ = ei,
i = 1, . . . , n. Define the corrector matrix Cε = (Cε

ij)1≤i,j≤n by

(2.18)





Cε
ij(x) = C̃ij

(x
ε

)
a.e. on Ω,

Cij(y) =
∂ŵj

∂yi
(y) a.e. on Y1,

where here ∼ denotes the zero extension to the whole of Y .
Let us suppose that the assumptions of Theorem 2.3 are satisfied. If γ = 1,

we also suppose ∂Y2 of class C2 and fε
2 = f2|Ωε

2
, with f2 given in L2(Ω).

Then, one has the following convergences:

(2.19)





i) lim
ε→0

||∇uε
1 − Cε∇u1||L1(Ωε

1)
n = 0,

ii) lim
ε→0

||∇uε
2||L2(Ωε

2)
n = 0,

iii) Aε∇̃uε
2 → 0 strongly in [L2(Ω)]n.

Moreover, if C ∈ (Lr(Y1))
n×n for some r such that 2 ≤ r ≤ ∞ and ∇u1 ∈

(Ls(Ω))n for some s such that 2 ≤ s < ∞, then

lim
ε→0

||∇uε
1 − Cε∇u1||Lt(Ωε

1)
n = 0,

where t = min
{
2, r s

r+s

}
.
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This result will be proved in Section 4. Its proof makes use of the asymptotic
behaviour of the energy associated to problem (2.7), which here is not immediate,
since one has to take into account the boundary term in the energy. The three
cases −1 < γ < 1, γ = 1 and γ > 1 need to be treated separately, the more
delicate one being the case γ = 1. They are studied in Section 3.

Remark 2.6. The corrector result for the component uε
1 is the same as

that obtained by D. Cioranescu and J. Saint Jean Paulin ([8], see also [9]) for
the homogenization of the Laplace problem in the perforated domain Ωε

1, with
a Neumann condition on the boundary of the holes. Convergence ii) shows that

∇̃uε
2 is strongly converging to zero in L2(Ω). This easily implies that actually

convergence (2.11)ii) is also strong, that is (2.19)iii) holds.

Let us recall that in the case γ > 1 (see [14]) one cannot expect boundedness
of the solutions. To overcome this difficulty and in order to have a non-trivial
limit behaviour, one can consider the following problem

(2.20)





−div(Aε∇uε
1) = fε

1 + P ε ∗
1 (g) in Ωε

1,

−div(Aε∇uε
2) = ε

γ−1
2 fε

2 in Ωε
2,

Aε∇uε
1 · nε

1 = −Aε∇uε
2 · nε

2 on Γε,

−Aε∇uε
1 · nε

1 = εγhε(uε
1 − uε

2) on Γε,

uε
1 = 0 on ∂Ω,

where, as before, fε
1 ∈ L2(Ωε

1) and fε
2 ∈ L2(Ωε

2), g is given in H−1(Ω) and P ε ∗
1

is the adjoint operator of the extension operator P ε
1 given by Lemma 2.1. The

variational formulation of (2.20) is then

(2.21)





Find uε = (uε
1, u

ε
2) in Hε

0 such that∫

Ωε
1

Aε∇uε
1∇v1 dx +

∫

Ωε
2

Aε∇uε
2∇v2 dx +εγ

∫

Γε

hε(uε
1 − uε

2)(v1 − v2) dσ

=

∫

Ωε
1

fε
1 v1dx+ < g, P ε

1 v1 >H−1(Ω),H1
0 (Ω) + ε

γ−1
2

∫

Ωε
2

fε
2 v2 dx,

∀ (v1, v2) ∈ Hε
0 .

The asymptotic behaviour of this system in given by the following result, proved
in [10]:

Theorem 2.7 ([10]). Let Aε and hε be defined by (2.3)-(2.6). Suppose
that fε

1 and fε
2 satisfy (2.8) and let g be given in L2(Ω). Let γ > 1 and uε be

the solution of problem (2.20). Then, there exists an extension operator P ε
1 ∈

L(V ε, H1
0 (Ω)) such that

(2.22)





i) P ε
1u

ε
1 ⇀ u1 weakly in H1

0 (Ω),

ii) Aε∇̃uε
1 ⇀ A0∇u1 weakly in [L2(Ω)]n,

iii) ‖uε
1 − uε

2‖L2(Γε) < Cε−γ/2,
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where C is independent of ε and u1 is the unique solution of the problem

(2.23)

{ −div (A0∇u1) = θ1f1 + g in Ω,

u1 = 0 on ∂Ω,

with A0 given by (2.13) and (2.14).

Moreover,

(2.24) Aε∇̃uε
2 ⇀ 0 weakly in [L2(Ω)]n.

Remark 2.8. In [10] this result has been proved in the case where g = 0
and fε

1 = f|Ωε
1
, fε

2 = f|Ωε
2

for some f ∈ L2(Ω). Nevertheless, the results is still
valid under the above assumptions on the data (see also Remark 2.4 above).

Theorem 2.9 (Corrector for the case γ > 1). Let Cε = (Cε
ij)1≤i,j≤n be the

corrector matrix defined by (2.14) and (2.18).

Under the assumptions of Theorem 2.7, one has the following convergence:

lim
ε→0

||∇uε
1 − Cε∇u1||L1(Ωε

1)
n = 0.

Moreover, if C ∈ (Lr(Y1))
n×n for some r such that 2 ≤ r ≤ ∞ and ∇u1 ∈

(Ls(Ω))n for some s such that 2 ≤ s < ∞, then

lim
ε→0

||∇uε
1 − Cε∇u1||Lt(Ωε

1)
n = 0,

where t = min
{
2, r s

r+s

}
.

This result will be proved in Section 4. Its proof makes use of the asymp-
totic behaviour of the energy of the first component uε

1 of the solution of prob-
lem (2.20), which will be studied in Section 3.

Remark 2.10. The possible strong convergence to zero in L2(Ω) is here an
open question. This is related to the fact that we do not know the weak limit

behaviour in L2(Ω) of the (bounded) sequence ε
γ−1

2 ũε
2 (see also Remark 3.6

below).
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3 – The asymptotic behaviour of the energies

In this section we study the limit behaviour of the energies associated to
problems (2.7) and (2.20). The three cases −1 < γ < 1, γ = 1 and γ > 1 need
to be treated separately.

Proposition 3.1 (case −1 < γ < 1). Let −1 < γ < 1. Under the assump-
tions of Theorem 2.5 one has the following convergence of the energy :

(3.1)





lim
ε→0

(∫

Ωε
1

Aε∇uε
1∇uε

1 dx +

∫

Ωε
2

Aε∇uε
2∇uε

2 dx +εγ
∫

Γε

hε(uε
1 − uε

2)
2dσ

)

=

∫

Ω

A0∇u1∇u1 dx,

where A0 and u1 are given by Theorem 2.3.

Proof. Let us choose uε = (uε
1, u

ε
2) in the variational formulation (2.9).

One has

(3.2)





∫

Ωε
1

Aε∇uε
1∇uε

1 dx +

∫

Ωε
2

Aε∇uε
2∇uε

2 dx + εγ
∫

Γε

hε(uε
1 − uε

2)
2dσ

=

∫

Ωε
1

fε
1 uε

1 dx+ < g, P ε
1u

ε
1 >H−1(Ω),H1

0 (Ω) +

∫

Ωε
2

fε
2 uε

2 dx.

Observe now that from (2.8), (2.10) and (2.15) one has

lim
ε→0

∫

Ωε
2

fε
2 uε

2 dx =

∫

Ω

f̃ε
2P

ε
1u

ε
1 dx +

∫

Ωε
2

fε
2 (P ε

1u
ε
1 − uε

2) dx =

∫

Ω

θ2 f2 u1 dx.

Hence, again from (2.8) and (2.10) and in view of the limit equation (2.12) we
obtain





lim
ε→0

(∫

Ωε
1

f1 u
ε
1 dx+ < g, P ε

1u
ε
1 >H−1(Ω),H1

0 (Ω) +

∫

Ωε
2

f2 u
ε
2 dx

)

= lim
ε→0

(∫

Ω

f̃ε
1 P ε

1u
ε
1 dx+ < g, P ε

1u
ε
1 >H−1(Ω),H1

0 (Ω)

)
+

∫

Ω

θ2f2u1 dx

=

∫

Ω

θ1 f1u1 + θ2f2u1 dx+ < g, u1 >H−1(Ω),H1
0 (Ω)=

∫

Ω

A0∇u1∇u1 dx.

This, together with (3.2), gives convergence (3.1).
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The case γ = 1 is more delicate and we can only prove the following in-
equality:

Proposition 3.2 (case γ = 1). Let γ = 1. Under the assumptions of
Theorem 2.5 one has the following asymptotic behaviour of the energy :

(3.3)





lim sup
ε→0

(∫

Ωε
1

Aε∇uε
1∇uε

1 dx +

∫

Ωε
2

Aε∇uε
2∇uε

2 dx ≤

≤
∫
Ω
A0∇u1∇u1 dx,

where A0 and u1 are given by Theorem 2.2.

To prove Proposition 3.2 we need to use two technical lemmas. The first
one is an adaptation to the case of a disconnected set of Lemma 3.1 of [6] (see
also [10], Lemma 3.1 for p = 2).

Lemma 3.3. Suppose that Γ is of class C2. Let g ∈ L∞(Γ) and set cg :=
1

|Y2|
∫
Γ
g(y)dσy. Let vε, for every ε, be a function in W 1,1(Ωε

2) such that for some

positive constant c one has

(3.4) ||vε||W 1,1(Ωε
2)

≤ c.

Then,

lim inf
ε→0

ε

∫

Γε

g(x/ε)vε(x) dσ = lim inf
ε→0

cg

∫

Ωε
2

vε(x) dx.

Proof. We adapt to our case the proof of Lemma 3.1 of [6]. Let ψg ∈
W 1,∞(Y2) be the unique solution of the problem





−�ψg = −cg in Y2,

∇ψg · n2 = g on Γ,

mY (ψg) = 0,

where n2 denotes the unit outward normal to Y2. Observe that the regularity
of Γ implies that ψg exists and is in W 1,∞(Y2). Then, still denoting ψg the
extension by periodicity of ψg to

⋃
k ∈ Zn Y k

2 , by a change of scale one has

(3.5) ε

∫

Γε

g(x/ε)v(x)dσ = ε

∫

Ωε
2

∇yψg(x/ε)∇xv(x) dx + cg

∫

Ωε
2

v(x)dx,

for every v ∈ W 1,1(Ωε
2). On the other hands, from (3.4) one has

lim
ε→0

ε

∫

Ωε
2

∇yψg(x/ε)∇xvε(x) dx = 0.

Then, choosing v = vε in (3.5) and passing to the limit inferior as ε → 0, one
has the result.
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The second lemma has been proved in [11].

Lemma 3.4 ([11]). Let O be an open set of IRn and {Oε}ε ⊂ O a sequence
of open subsets of O. Suppose that {vε}ε ⊂ Lp(Oε) , p > 1, is such that, as
ε → 0, {

χOε ⇀ χ
0
, in L∞(O) weakly ∗,

ṽε ⇀ χ
0
v weakly in Lp(O).

Then

lim inf
ε→0

∫

Oε

|vε|p dx ≥
∫

O
χ

0
|v|p dx.

Proof of Proposition 3.2. Let us choose uε = (uε
1, u

ε
2) in the varia-

tional formulation (2.9). Using (2.8)i) and the fact that fε
2 = f2|Ωε

2
, together

with (2.16), (2.10), (2.11) and the limit equation (2.12), one has

lim sup
ε→0

(∫

Ωε
1

Aε∇uε
1∇uε

1 dx +

∫

Ωε
2

Aε∇uε
2∇uε

2 dx
)

= lim sup
ε→0

(
− ε

∫

Γε

hε(uε
1 − uε

2)
2dσ

)

+ lim
ε→0

(∫

Ωε
1

fε
1 uε

1 dx+ < g, P ε
1u

ε
1 >H−1(Ω),H1

0 (Ω) +

∫

Ωε
2

f2 u
ε
2 dx

)

= lim sup
ε→0

(
− ε

∫

Γε

hε(uε
1 − uε

2)
2dσ

)

+ lim
ε→0

(∫

Ω

f̃ε
1 P ε

1u
ε
1 dx+ < g, P ε

1u
ε
1 >H−1(Ω),H1

0 (Ω) +

∫

Ω

f2 ũε
2 dx

)

= − lim inf
ε→0

(
ε

∫

Γε

hε(uε
1 − uε

2)
2dσ

)
+

∫

Ω

θ1f1u1 dx

+ < g, u1 >H−1(Ω),H1
0 (Ω) +

∫

Ω

f2θ2(u1 + c−1
h f2) dx

= − lim inf
ε→0

(
ε

∫

Γε

hε(uε
1 − uε

2)
2dσ

)
+

∫

Ω

A0∇u1∇u1 dx

+

∫

Ω

θ2c
−1
h f2

2 dx.

Hence, to prove (3.3), it will be sufficient to show that

(3.6) lim inf
ε→0

(
ε

∫

Γε

hε(uε
1 − uε

2)
2dσ

)
≥
∫

Ω

θ2c
−1
h f2

2 dx.
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To do that, we make use of Lemmas 3.3 and 3.4. First, we apply Lemma 3.3
with p = 1, g = h and vε = (P ε

1u
ε
1 − uε

2)
2. We obtain

(3.7)





lim inf
ε→0

(
ε

∫

Γε

hε(uε
1 − uε

2)
2dσ

)
= lim inf

ε→0

(
ε

∫

Γε

hε(P ε
1u

ε
1 − uε

2)
2dσ

)

= lim inf
ε→0

ch

∫

Ωε
2

(P ε
1u

ε
1 − uε

2)
2dx.

Observe now that, thanks to (2.10), (2.11) and (2.16), we have

˜(P ε
1u

ε
1|Ωε

2
) − ũε

2 = χΩε
2
P ε

1u
ε
1 − ũε

2 ⇀ −θ2c
−1
h f2, weakly in L2(Ω).

Consequently, we can apply Lemma 3.4 with p = 2, Oε = Ωε
2, χ

0
= θ2,vε =

P ε
1u

ε
1|Ωε

2

− uε
2 and v = −c−1

h f2. We have

lim inf
ε→0

ch

∫

Ωε
2

(P ε
1u

ε
1|Ωε

2
− uε

2)
2dx ≥ ch

∫

Ω

θ2(−c−1
h f2)

2 dx =

∫

Ω

θ2c
−1
h f2

2 dx.

This, together with (3.7), gives (3.6) and concludes the proof.

Proposition 3.5 (case γ > 1). Let γ > 1. Under the assumptions of
Theorem 2.9 one has the following convergence:

(3.8)





lim
ε→0

(∫

Ωε
1

Aε∇uε
1∇uε

1 dx + εγ
∫

Γε

hε(uε
1 − uε

2)u
ε
2 dσ

)

=

∫

Ω

A0∇u1∇u1 dx,

where A0 and u1 are given by Theorem 2.7.

Proof. Choosing uε = (uε
1, 0) in the variational formulation (2.21) gives

∫

Ωε
1

Aε∇uε
1∇uε

1 dx + εγ
∫

Γε

hε(uε
1 − uε

2)u
ε
2 dσ

=

∫

Ωε
1

fε
1 uε

1 dx+ < g, P ε
1u

ε
1 >H−1(Ω),H1

0 (Ω) .

Then, using (2.8) and (2.22), one gets





lim
ε→0

(∫

Ωε
1

Aε∇uε
1∇uε

1 dx + εγ
∫

Γε

hε(uε
1 − uε

2)u
ε
2 dσ

)

=

∫

Ωε
1

θ1f1 u1 dx+ < g, u1 >H−1(Ω),H1
0 (Ω) .

This, using u1 as test function in the limit problem (2.23), gives the result.
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Remark 3.6. Here we can only study the behaviour of the first compo-
nent of the energy. Indeed, since we do not know the weak limit behaviour in

L2(Ω) of the (bounded) sequence {ε γ−1
2 ũε

2}, we cannot compute the limit of∫
Ωε

2
Aε∇uε

2∇uε
2 dx.

4 – Proof of the corrector results

The proof of Theorem 2.5 is based on the convergence of the energies given
in Section 3 and on the following main result:

Proposition 4.1. Under the assumptions of Theorem 2.5, there exists a
positive constant c independent of ε such that for any Φ ∈ (D(Ω))n, one has

lim sup
ε→0

(
‖∇uε

1 − CεΦ‖L2(Ωε
1)

+ ‖∇uε
2‖L2(Ωε

2)
)
≤ c‖∇u1 − Φ‖L2(Ω).

Proof. Let Φ = (Φ1, . . .Φn) ∈ (D(Ω))n. From (2.3) and (2.4) one gets

(4.1)

α‖∇uε
1 − CεΦ‖2

L2(Ωε
1)

+ ‖∇uε
2‖2

L2(Ωε
2)

≤
∫

Ωε
1

Aε (∇uε
1 − CεΦ) (∇uε

1 − CεΦ) dx +

∫

Ωε
2

Aε∇uε
2∇uε

2 dx

=

∫

Ωε
1

Aε∇uε
1∇uε

1 dx −
∫

Ωε
1

Aε∇uε
1 (CεΦ) dx−

∫

Ωε
1

Aε (CεΦ)∇uε
1 dx

+

∫

Ωε
1

Aε (CεΦ) (CεΦ) dx +

∫

Ωε
2

Aε∇uε
2∇uε

2.

We want to pass to the limit for ε → 0 in each term. Concerning the energy
terms, we use Proposition 3.1 for −1 < γ < 1 and Proposition 3.2 for γ = 1. In
the first case this gives

(4.2)





lim sup
ε→0

(∫

Ωε
1

Aε∇uε
1∇uε

1 dx+

∫

Ωε
2

Aε∇uε
2∇uε

2 dx
)
≤

≤ lim
ε→0

(∫

Ωε
1

Aε∇uε
1∇uε

1 dx+

∫

Ωε
2

Aε∇uε
2∇uε

2 dx+

+εγ
∫

Γε

hε(uε
1 − uε

2)
2dσ

)
=

∫

Ω

A0∇u1∇u1 dx,

the second limit superior being a limit since γ < 1.
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Observe now that, from the definition (2.18) of Cε, one can write

(4.3)

lim
ε→0

∫

Ωε
1

Aε∇uε
1 (CεΦ) dx =

n∑

i=1

lim
ε→0

∫

Ωε
1

Aε∇uε
1 (Φi∇ŵε

i ) dx

=

n∑

i=1

(
lim
ε→0

∫

Ωε
1

Aε∇uε
1 ∇ (Φi ŵ

ε
i ) dx− lim

ε→0

∫

Ωε
1

Aε∇uε
1 ∇Φi ŵ

ε
i dx

)
.

Set, for i = 1, . . . , n,

(4.4) χ̂
i
(y) = −ŵi(y) + yi, in Y1

and

(4.5) ŵε
i (x) = xi − ε(P1(χ̂

ε
i )(x/ε)), in Ω,

where the extension operator P1 is defined in Lemma 2.1. By a change of scales
one has

(4.6)

∫

Ωε
1

Aε∇ŵε
i∇v dx = 0, ∀v ∈ H1

0 (Ω)

and, by standard arguments

(4.7)





ŵε
i → xi weakly in H1(Ω),

ŵε
i → xi strongly in L2(Ω),

η̂εi
.
= χΩε

i
Aε∇ŵε

i ⇀ A0ei weakly in [L2(Ω)]n.

Then, choosing v1 = Φi ŵ
ε
i and v2 = Φi xi as test function in (2.9), one has

(4.8)





∫

Ωε
1

Aε∇uε
1 ∇ (Φi ŵ

ε
i ) dx = −

∫

Ωε
2

Aε∇uε
2 ∇ (Φi xi) dx

−εγ
∫

Γε

hε(uε
1 − uε

2)Φi(ŵ
ε
i − xi)dσ +

∫

Ωε
1

fε
1 Φi ŵ

ε
i dx

+ < g, P ε
1

(
Φi ŵ

ε
i |Ωε

1

)
>H−1(Ω),H1

0 (Ω) +

∫

Ωε
2

fε
2 Φi xi dx.

Now, observe that from (2.10)iii), (4.5) and a change of scales it results

εγ
∫

Γε

hε(uε
1 − uε

2)Φi(ŵ
ε
i − xi)dσ ≤ εγ‖uε

1 − uε
2‖L2(Γε)‖εχ̂ε

i (x/ε)‖L2(Γε)

≤ c εγ+1ε−γ/2ε−1/2 = c ε(γ+1)/2,
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where c is independent of ε. Consequently

lim
ε→0

εγ
∫

Γε

hε(uε
1 − uε

2)Φi(ŵ
ε
i − xi)dσ = 0,

since γ > −1. Then, passing to the limit in (4.8) as ε → 0 and using (2.11)ii),
(2.17), (4.7), (2.8) and the fact that fε

2 = f2|Ωε
2

if γ = 1, one derives





lim
ε→0

∫

Ω

Aε∇uε
1 ∇ (Φi ŵ

ε
i ) dx =

∫

Ω

θ1f1 Φi xi dx

+ < g,Φi xi >H−1(Ω),H1
0 (Ω) +

∫
Ω
θ2f2 Φi xi dx.

This, together with (4.3) and convergences (2.10)ii) and (4.7), gives

(4.9)





lim
ε→0

∫

Ωε
1

Aε∇uε
1 (CεΦ) dx

=

n∑

i=1

(∫

Ω

θ1f1 Φi xi dx+ < g,Φi xi >H−1(Ω),H1
0 (Ω)

+

∫

Ω

θ2f2 Φi xi dx −
∫

Ω

A0∇u1∇Φi xi dx
)
.

Since
∫

Ω

A0∇u1∇Φi xi dx =

∫

Ω

A0∇u1∇(Φi xi) dx−
∫

Ω

A0∇u1∇Φi ei dx,

using Φi xi as test function in (2.12) we obtain from (4.9) that

(4.10) lim
ε→0

∫

Ωε
1

Aε∇uε
1 (CεΦ) dx =

∫

Ω

A0∇u1 Φ dx.

To treat the third term of the right-hand side of (4.1), let us take Φi u
ε
1 as test

function in (4.6). We obtain, by taking into account (4.6), (2.10)i) and (4.7)

(4.11)

lim
ε→0

∫

Ωε
1

Aε (CεΦ) ∇uε
1 dx =

n∑

i=1

lim
ε→0

∫

Ωε
1

Aε∇ŵε
i ∇uε

1 Φi dx

=
n∑

i=1

lim
ε→0

(∫

Ωε
1

η̂εi∇ (Φiu
ε
1) dx−

∫

Ωε
1

η̂εi∇Φi u
ε
1 dx

)

=

n∑

i=1

lim
ε→0

∫

Ωε
1

η̂εi∇Φi u
ε
1 dx = −

n∑

i=1

∫

Ω

A0ei∇Φi u1 dx

=

∫

Ω

A0Φ∇u1 dx.
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For the last term in (4.1) we now choose ΦiΦjŵ
ε
j as test function in (4.6). A

standard computation gives

(4.12)

lim
ε→0

∫

Ωε
1

Aε (CεΦ) (CεΦ) dx =

n∑

i,j=1

lim
ε→0

∫

Ωε
1

Aε∇ŵε
i ∇ŵε

j Φi Φj dx

=

n∑

i,j=1

lim
ε→0

(∫

Ωε
1

η̂εi∇(Φi Φj ŵ
ε
j ) dx−

∫

Ωε
1

η̂εi∇(Φi Φj) ŵ
ε
j dx

)

= −
n∑

i,j=1

∫

Ω

A0ei∇(ΦiΦj) xj dx =

∫

Ω

A0 Φ Φ dx.

We can now pass to the limit superior in (4.1). Thanks to (3.3), (4.2), (4.10)-
(4.12) we obtain

lim sup
ε→0

(
α‖∇uε

1 − CεΦ‖2
L2(Ωε

1)
+ ‖∇uε

2‖2
L2(Ωε

2)

)

≤
∫

Ω

A0∇u1∇u1 dx −
∫

Ω

A0∇u1Φ dx−
∫

Ω

A0Φ∇u1 dx

+

∫

Ω

A0ΦΦ dx =

∫

Ω

A0 (∇u1 − Φ) (∇u1 − Φ) dx,

which gives the result, since A0 is a constant matrix.

Proof of Theorem 2.5. The result follows from a density argument and
from Proposition 4.1. Let δ > 0 and Φδ ∈ (D(Ω))n such that

‖∇u1 − Φδ‖L2(Ω) ≤ δ.

From (2.18) and Proposition (4.1) one obtain

lim sup
ε→0

(
‖∇uε

1 − Cε∇u1‖L1(Ωε
1)

+ ‖∇uε
2‖L2(Ωε

2)
)

≤ lim sup
ε→0

[
‖∇uε

1 − CεΦδ‖L1(Ωε
1)

+ ‖∇uε
2‖L2(Ωε

2)
+ ‖CεΦδ − Cε∇u1‖L1(Ω)

]

≤ lim sup
ε→0

[
c1‖∇uε

1 − CεΦδ‖L2(Ω) + ‖∇uε
2‖L2(Ωε

2)
]
+c2‖∇u1 − Φδ‖L2(Ω)

≤ c c1‖∇u1 − Φδ‖L2(Ω) + c2 δ ≤ c3 δ.

This gives convergences i) and ii) in (2.19), while convergence iii) is an imme-
diate consequence of ii) and (2.3)-(2.4). Finally, the last statement follows by a
standard argument (see for instance [7, Chapter 8]), using a similar computation
and the Hölder inequality.
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Proof of Theorem 2.9. The proof of Theorem 2.9 makes use of similar
arguments as that used in the proof of Theorem 2.5, once one has proved that
there exists a constant c > 0, independent of ε, such that for any Φ ∈ (D(Ω))n,

(4.13) lim sup
ε→0

‖∇uε
1 − CεΦ‖L2(Ωε

1)
≤ c‖∇u1 − Φ‖L2(Ω).

To show that, let Φ = (Φ1, . . .Φn) ∈ (D(Ω))n. From (2.3) and (2.4) one gets

(4.14)

α‖∇uε
1 − CεΦ‖2

L2(Ωε
1)

≤
∫

Ωε
1

Aε (∇uε
1 − CεΦ) (∇uε

1 − CεΦ) dx

=

∫

Ωε
1

Aε∇uε
1∇uε

1 dx−
∫

Ωε
1

Aε∇uε
1 (CεΦ) dx

−
∫

Ωε
1

Aε (CεΦ)∇uε
1 dx +

∫

Ωε
1

Aε (CεΦ) (CεΦ) dx.

From Proposition 3.5, Theorem 2.7 and convergence (4.12) one has

(4.15)

lim
ε→0

(∫

Ωε
1

Aε∇uε
1∇uε

1 dx−
∫

Ωε
1

Aε (CεΦ)∇uε
1 dx +

∫

Ωε
1

Aε (CεΦ) (CεΦ) dx
)

=

∫

Ω

A0∇u1∇u1 dx −
∫

Ω

A0Φ∇u1 dx +

∫

Ω

A0ΦΦ dx,

where for passing to the limit in the second term of the left-hand side we used
the same argument as that used to prove (4.11).

It remains now to pass to the limit in the second term on the right-hand
side of (4.14). As in the proof of Theorem 2.5, we write this term as follows:

(4.16)





lim
ε→0

∫

Ωε
1

Aε∇uε
1 (CεΦ) dx =

n∑

i=1

lim
ε→0

∫

Ωε
1

Aε∇uε
1 (Φi∇ŵε

i ) dx

=
n∑

i=1

(
lim
ε→0

∫

Ωε
1

Aε∇uε
1 ∇ (Φi ŵ

ε
i ) dx− lim

ε→0

∫

Ωε
1

Aε∇uε
1 ∇Φi ŵ

ε
i dx

)
.

Let ŵε
i be defined by (4.5). Choosing here v1 = Φi ŵ

ε
i and v2 = 0 as test function

in (2.21), one has

(4.17)





∫

Ωε
1

Aε∇uε
1 ∇ (Φi ŵ

ε
i ) dx = −εγ

∫

Γε

hε(uε
1 − uε

2)Φiŵ
ε
i dσ +

∫

Ωε
1

fε
1 Φi ŵ

ε
i dx

+ < g, P ε
1

(
Φi ŵ

ε
i |Ωε

1

)
>H−1(Ω),H1

0 (Ω) .

Now, observe that from (2.22)iii), (4.5) and a change of scales one has

εγ
∫

Γε

hε(uε
1 − uε

2)Φiŵ
ε
i dσ ≤ εγ‖uε

1 − uε
2‖L2(Γε)‖ŵε

i ‖L2(Γε)

≤ c εγε−γ/2ε−1/2 = c ε(γ−1)/2,
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where c is independent of ε. Consequently, we have

lim
ε→0

εγ
∫

Γε

hε(uε
1 − uε

2)Φi(ŵ
ε
i − xi) dσ = 0,

since here γ > 1. Then, passing to the limit in (4.17) as ε → 0 and using (2.22)ii),
(2.17) and (4.7) one derives

lim
ε→0

∫

Ω

Aε∇uε
1 ∇ (Φi ŵ

ε
i ) dx =

∫

Ω

θ1f1 Φi xi dx+ < g,Φi xi >H−1(Ω),H1
0 (Ω) .

Thanks to (4.16) and convergences (2.22)ii) and (4.7), this gives





lim
ε→0

∫

Ωε
1

Aε∇uε
1 (CεΦ) dx

=
n∑

i=1

(∫

Ω

θ1f1 Φi xi dx+ < g,Φi xi >H−1(Ω),H1
0 (Ω)

−
∫

Ω

A0∇u1∇Φi xi dx
)
.

From this equality, using Φi xi as test function in (2.23), we have

(4.18) lim
ε→0

∫

Ωε
1

Aε∇uε
1 (CεΦ) dx =

∫

Ω

A0∇u1 Φ dx.

This, together with (4.14) and (4.15) gives (4.13) and concludes the proof.
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