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#### Abstract

In this paper we develop two approaches for studying a large family of generalized Bernoulli-Euler polynomials. For the determinental approach, using Little Fermat's Theorem, we establish a congruence identity and we give an explicit formulas of the generalized BernoulliEuler polynomials in terms of the Stirling numbers. The linear recursive approach allows us to formulate some properties of the generalized Bernoulli-Euler numbers and the generalized Bernoulli-Euler polynomials. Moreover, combinatorial formulas for these polynomials are provided.


## 1. Introduction

The Bernoulli and Euler polynomials $B_{n}(x)$ and $E_{n}(x)$, respectively, as well as the Bernoulli and Euler numbers $B_{n}$ and $E_{n}$, are widely used in various topics of mathematics such that number theory, complex analysis and approximation theory. Several results and relations concerning these polynomials and numbers are provided in the literature (see for instance, $[1,10]$ ). In [20, Theorem 1.2], the Bernoulli polynomials $B_{n}(x)$ are expressed by a lower Hessenberg determinant. Srivastava et al. [21, 22] investigated a new generalization of the family of Bernoulli and Euler polynomials. They proved some interesting properties of their proposed general polynomials and derived explicit representations for them in terms of a certain generalized Hurwitz-Lerch Zeta function, and in terms of series involving the familiar Gaussian hypergeometric function. In [7] Carlitz has extended the classical Bernoulli and Euler polynomials and numbers. Especially, some properties; such as the recurrence relation between $q$-Bernoulli polynomials and $q$-Euler polynomials, have been proved in [8]. Choi et al. [11] defined and investigated the Apostol-Bernoulli polynomials and the Apostol-Euler polynomials $B_{n}^{(\alpha)}(x, \lambda, q), E_{n}^{(\alpha)}(x, \lambda, q)$ of order $\alpha$.

In [14] and [15] Luo et al. have introduced and studied the generalized Bernoulli and Euler polynomials $\mathfrak{B}_{n}(x ; a, b, c), \mathfrak{E}_{n}(x ; a, b, c)$, which are defined through their associated generating functions as follows,

$$
\begin{equation*}
\frac{t}{b^{t}-a^{t}} c^{x t}=\sum_{n=0}^{\infty} \mathfrak{B}_{n}(x ; a, b, c) \frac{t^{n}}{n!}, \quad \text { such that } \quad|t|<\frac{2 \pi}{|\ln b-\ln a|}, \tag{1.1}
\end{equation*}
$$
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$$
\begin{equation*}
\frac{2}{b^{t}+a^{t}} c^{x t}=\sum_{n=0}^{\infty} \mathfrak{E}_{n}(x ; a, b, c) \frac{t^{n}}{n!}, \quad \text { such that } \quad|t|<\left|\frac{\pi}{\ln b-\ln a}\right| \tag{1.2}
\end{equation*}
$$

where $a, b, c$, with $a \neq b$, are given real numbers in $\mathbb{R}_{+}^{*}$. When $b=c=e$ and $a=1$, Expressions (1.1)-(1.2) are reduced to the classical (or usual) Bernoulli and Euler polynomials $B_{n}(x), E_{n}(x)$, respectively. They are denoted by $B_{n}(x):=$ $\mathfrak{B}_{n}(x ; 1, e, e)$ and $E_{n}(x):=\mathfrak{E}_{n}(x ; 1, e, e)$, respectively (see [18]). In particular, the numbers $B_{n}=B_{n}(0)$ and $E_{n}=E_{n}(0)$ are nothing else but the classical Bernoulli and Euler numbers respectively.

On another side, Belbachir et al. [4, 5] proposed another generalization of Euler and Genocchi polynomials, which are called Euler-Genocchi polynomials, and established some of their properties, such as, those related to linear recursiveness and difference equations. Moreover, they evaluated an expression for the sum of the Stirling numbers of the second kind in terms of this family. Recently, a closed connection between Bernoulli, Euler-Genocchi numbers and some special linear difference equations of infinite order, was established in [3] and [19]. Note that these linear recursive sequences of infinite order have been introduced and studied by Rachidi et al. in various research papers (see, for instance, [6, 17], and references therein).

The main purpose of the present paper is to study some properties of the generalized Bernoulli and Euler polynomials $\mathfrak{B}_{n}(x ; a, b, c)$ and $\mathfrak{E}_{n}(x ; a, b, c)$ defined by (1.1)-(1.2), with the aid of two approaches. First, we consider the determinantal approach for exhibiting some new properties and expressions related to $\mathfrak{B}_{n}(x ; a, b, c)$ and $\mathfrak{E}_{n}(x ; a, b, c)$. Especially, the little Fermat Theorem, allows us to establish a congruence identity. In addition, a closed relation with the Stirling numbers is provided. Second, we study the generalized Bernoulli and Euler polynomials $\mathfrak{B}_{n}(x ; a, b, c)$ and $\mathfrak{E}_{n}(x ; a, b, c)$, using the second approach based on the properties of linear difference equations of infinite order. Especially, we provide combinatorial properties of the generalized Bernoulli and Euler polynomials $\mathfrak{B}_{n}(x ; a, b, c)$ and $\mathfrak{E}_{n}(x ; a, b, c)$, as well as their formulation in terms of Bernoulli numbers.

The paper is organized as follows. In Section 2, we present some properties of the generalized Bernoulli and Euler polynomials $\mathfrak{B}_{n}(x ; a, b, c)$ and $\mathfrak{E}_{n}(x ; a, b, c)$ defined by (1.1)-(1.2). We establish some explicit formulas and give the expression of the power of a variable, in addition an extension of the little Fermat's Theorem is provided. In Section 3, we evaluate the family of generalized Bernoulli and Euler polynomials $\mathfrak{B}_{n}(x ; a, b, c)$ and $\mathfrak{E}_{n}(x ; a, b, c)$ in terms of the Stirling numbers of the second kind. Section 4 and 5 are devoted to the generalized Bernoulli and Euler numbers $\mathfrak{B}_{n}(\lambda), \mathfrak{B}_{n}(a, b)$, and the generalized Bernoulli and Euler polynomials $\mathfrak{B}_{n}(x ; a, b, c), \mathfrak{E}_{n}(x ; a, b, c)$, using properties of the linear difference equations of infinite order. Therefore, expressions of $\mathfrak{B}_{n}(\lambda), \mathfrak{B}_{n}(a, b)$ are given in terms of $B_{n}, E_{n}$. Moreover, the $\mathfrak{B}_{n}(x ; a, b, c), \mathfrak{E}_{n}(x ; a, b, c)$ are formulated using $\mathfrak{B}_{n}(\lambda)$, $\mathfrak{B}_{n}(a, b)$.

## 2. Determinantal representation of the generalized Bernoulli and Euler polynomials

### 2.1. Generalized Bernoulli and Euler polynomials (1.1)-(1.2) and usual Bernoulli and Euler polynomials

Our goal, in this subsection is to give a formulation for the generalized Bernoulli and Euler polynomials in terms of the classical ones. The next result allows us to see that the generalized Bernoulli and Euler polynomials $\mathfrak{B}_{n}(x ; a, b, c)$ and $\mathfrak{E}_{n}(x ; a, b, c)$ can be expressed in terms of the classical Bernoulli and Euler polynomials.

Theorem 2.1. Let $a, b, c$ be in $\mathbb{R}_{+}^{*}$ such as $a \neq b$ and $a \neq 1$. Then, the following identities holds,

$$
\begin{align*}
\mathfrak{B}_{n}(x ; a, b, c) & =\sum_{k=0}^{n}\binom{n}{k}(-1)^{n-k}\left(\ln \left(\frac{b}{a}\right)\right)^{k}(\ln (a))^{n-k} B_{k}\left(x \ln _{b / a} c\right)  \tag{2.1}\\
\mathfrak{E}_{n}(x ; a, b, c) & =\sum_{k=0}^{n}\binom{n}{k}(-1)^{n-k}\left(\ln \left(\frac{b}{a}\right)\right)^{k}(\ln (a))^{n-k} E_{k}\left(x \ln _{b / a} c\right), \tag{2.2}
\end{align*}
$$

for every $n \geq 0$, where $\ln _{\alpha} x=\frac{\ln x}{\ln \alpha}$.
Proof. We can show that Expression (1.2) can be reformulated under the form,

$$
\begin{align*}
\frac{2}{b^{t}+a^{t}} c^{x t} & =\frac{2}{e^{t \ln (b / a)}+1} e^{t \ln \left(c^{x} / a\right)} \\
& =\frac{2}{e^{t \ln (b / a)}+1} e^{x t \ln (b / a) \ln { }_{b / a} c} e^{-t \ln a} \\
& =\left(\sum_{n=0}^{\infty}\left(\ln \left(\frac{b}{a}\right)\right)^{n} E_{n}\left(x \ln _{b / a} c\right) \frac{t^{n}}{n!}\right)\left(\sum_{n=0}^{\infty}(-1)^{n}(\ln (a))^{n} \frac{t^{n}}{n!}\right) . \tag{2.3}
\end{align*}
$$

Taking into account the right hand sides of Expression (2.3) and Expression (1.2), a direct computation permits to get the Formula (2.2). The proof of the Identity (2.1) is similar.

Our next result concerns an explicit formula for generalized Bernoulli and Euler polynomials in terms of Bernoulli and Euler polynomials.

Theorem 2.2. Let $a, b, c \in \mathbb{R}_{+}^{*}(a \neq b)$. Then, for every $n \geq 0$, the following identities holds,

$$
\begin{align*}
\mathfrak{B}_{n}(x ; a, b, c) & =\left(\ln \left(\frac{b}{a}\right)\right)^{n-1} B_{n}\left(x \ln _{b / a} c-\ln _{b / a} a\right)  \tag{2.4}\\
\mathfrak{E}_{n}(x ; a, b, c) & =\left(\ln \left(\frac{b}{a}\right)\right)^{n} E_{n}\left(x \ln _{b / a} c-\ln _{b / a} a\right) \tag{2.5}
\end{align*}
$$

Proof. For establishing the Formula (2.5), we can reformulate Expression (1.2) under the following form,

$$
\begin{align*}
\frac{2}{b^{t}+a^{t}} c^{x t} & =\frac{2}{e^{t \ln (b / a)}+1} e^{t \ln \left(c^{x} / a\right)}=\frac{2}{e^{t \ln (b / a)}+1} e^{t(x \ln c-\ln a)} \\
& =\frac{2}{e^{t \ln (b / a)}+1} e^{t \ln (b / a)(x \ln b / a c-\ln b / a)} \\
& =\sum_{n=0}^{\infty}\left(\ln \left(\frac{b}{a}\right)\right)^{n} E_{n}\left(x \ln _{b / a} c-\ln _{b / a} a\right) \frac{t^{n}}{n!} \tag{2.6}
\end{align*}
$$

Taking into account the right hand sides of Expressions (2.6) and (1.2), a direct computation permits us to obtain the Formula (2.5). The proof of the Identity (2.4) is similar.

As a consequence of Theorem 2.2, we can give in Table 1 below the generalized Bernoulli and Euler polynomials.

In [14] and [15], it was shown the following result, concerning the generalized Bernoulli and Euler polynomials $\mathfrak{B}_{n}(x ; a, b, c)$ and $\mathfrak{E}_{n}(x ; a, b, c)$ defined by (1.1)(1.2).

Theorem 2.3 (see $[14,15])$. Let $a, b, c$ be in $\mathbb{R}_{+}^{*}$, with $a \neq b$. Then, for every $n \geq 0$, we have,

$$
\begin{align*}
& \mathfrak{B}_{n}(x+y ; a, b, c)=\sum_{k=0}^{n}\binom{n}{k} \mathfrak{B}_{k}(x ; a, b, c) y^{n-k}(\ln c)^{n-k},  \tag{2.7}\\
& \mathfrak{E}_{n}(x+y ; a, b, c)=\sum_{k=0}^{n}\binom{n}{k} \mathfrak{E}_{k}(x ; a, b, c) y^{n-k}(\ln c)^{n-k} . \tag{2.8}
\end{align*}
$$

In addition, for $x \neq 0$ and $y=0$, we derive from Expressions (2.7)-(2.8), the following formulas,

$$
\begin{align*}
\mathfrak{B}_{n}(x ; a, b, c) & =\sum_{k=0}^{n}\binom{n}{k} \mathfrak{B}_{k}(a, b) x^{n-k}(\ln c)^{n-k}  \tag{2.9}\\
\mathfrak{E}_{n}(x ; a, b, c) & =\sum_{k=0}^{n}\binom{n}{k} \mathfrak{E}_{k}(a, b) x^{n-k}(\ln c)^{n-k} \tag{2.10}
\end{align*}
$$

for every $n \geq 0$. Moreover, replacing $y$ by $-x$ in Formulas (2.7)-(2.8), we get the following expressions,

$$
\begin{aligned}
\mathfrak{B}_{n}(a, b) & =\sum_{k=0}^{n}\binom{n}{k}(-1)^{n-k} \mathfrak{B}_{k}(x ; a, b, c) x^{n-k}(\ln c)^{n-k} \\
\mathfrak{E}_{n}(a, b) & =\sum_{k=0}^{n}\binom{n}{k}(-1)^{n-k} \mathfrak{E}_{k}(x ; a, b, c) x^{n-k}(\ln c)^{n-k}
\end{aligned}
$$

| $n$ | 0 | 1 | 2 | 3 |
| :---: | :---: | :---: | :---: | :---: |
| $B_{n}(x)$ | 1 | $x-\frac{1}{2}$ | $x^{2}-x+\frac{1}{6}$ | $x^{3}-\frac{3}{2} x^{2}+\frac{1}{2} x$ |
| $E_{n}(x)$ | 1 | $x-\frac{1}{2}$ | $x^{2}-x$ | $x^{3}-\frac{3}{2} x^{2}+\frac{1}{4}$ |
| $\mathfrak{B}_{n}(x ; a, b, c)$ | $\frac{1}{\ln (b / a)}$ | $x \ln _{b / a} c-\ln _{b / a} a-\frac{1}{2}$ | $\begin{gathered} x^{2} \ln \frac{b}{a} \ln _{b / a}^{2} c-x\left(2 \ln _{b / a} a+1\right) \ln c \\ +\frac{1}{6} \ln a^{5} b+\ln \frac{b}{a} \ln _{b / a}^{2} a \end{gathered}$ | $\begin{gathered} x^{3} \ln ^{2} \frac{b}{a} \ln _{b / a}^{3} c-3 x^{2} \ln ^{2} c\left(\ln _{b / a} a+\frac{1}{2}\right) \\ +x \ln c\left(3 \ln \frac{b}{a} \ln _{b / a}^{2} a+\ln \sqrt{a^{5} b}\right) \\ -\left(\ln _{b / a} a \ln a+\ln a \sqrt{b}\right) \ln a \end{gathered}$ |
| $\mathfrak{E}_{n}(x ; a, b, c)$ | 1 | $x \ln c-\frac{1}{2} \ln a b$ | $\begin{gathered} x^{2} \ln ^{2} c-x \ln a b \ln c \\ +\ln a \ln b \end{gathered}$ | $\begin{gathered} x^{3} \ln ^{3} c-\frac{3}{2} x^{2} \ln ^{2} c \ln a b+3 x \ln a \ln b \ln c \\ +\frac{1}{4} \ln ^{3} \frac{b}{a}-\frac{3}{2} \ln \frac{b}{a} \ln a-\ln ^{3} a \end{gathered}$ |

Table 1: Some special cases of $\mathfrak{B}_{n}(x ; a, b, c)$ and $\mathfrak{E}_{n}(x ; a, b, c)$.

Expressions (2.7) and (2.8) allow us to formulate the Bernoulli and Euler numbers $\mathfrak{B}_{n}(a, b)$ and $\mathfrak{E}_{n}(a, b)$, in terms of the generalized Bernoulli and Euler polynomials $\mathfrak{B}_{k}(x ; a, b, c), \mathfrak{E}_{k}(x ; a, b, c)$, respectively. Using Table 1, we can obtain the following table for some values of the generalized Bernoulli and Euler numbers.

| $n$ | 0 | 1 | 2 | 3 |
| :---: | :---: | :---: | :---: | :---: |
| $\mathfrak{B}_{n}(a, b)$ | $\frac{1}{\ln (b / a)}$ | $-\ln _{b / a} a-\frac{1}{2}$ | $\frac{1}{6} \ln a^{5} b+\ln \frac{b}{a} \ln _{b / a}^{2} a$ | $-\left(\ln _{b / a} a \ln a+\ln a \sqrt{b}\right) \ln a$ |
| $\mathfrak{E}_{n}(a, b)$ | 1 | $-\frac{1}{2} \ln a b$ | $\ln a \ln b$ | $\frac{1}{4} \ln ^{3} \frac{b}{a}-\frac{3}{2} \ln \frac{b}{a} \ln a-\ln ^{3} a$ |

Table 2: Some special cases of $\mathfrak{B}_{n}(a, b)$ and $\mathfrak{E}_{n}(a, b)$.
Combining Theorem 2.2 and Theorem 2.3, namely, Expressions (2.4)-(2.5) and (2.7)-(2.8), we can state the following result.

Theorem 2.4. Let $a, b, c$ be in $\mathbb{R}_{+}^{*}$ with $a \neq b$. Then, for every $n \geq 0$, we have,

$$
\begin{align*}
& \mathfrak{B}_{n}(x+y ; a, b, c)=\sum_{k=0}^{n}\binom{n}{k}\left(\ln \left(\frac{b}{a}\right)\right)^{n-1} B_{n}\left(x \ln _{b / a} c-\ln _{b / a} a\right) y^{n-k}(\ln c)^{n-k},  \tag{2.11}\\
& \mathfrak{E}_{n}(x+y ; a, b, c)=\sum_{k=0}^{n}\binom{n}{k}\left(\ln \left(\frac{b}{a}\right)\right)^{n} E_{n}\left(x \ln _{b / a} c-\ln _{b / a} a\right) y^{n-k}(\ln c)^{n-k} . \tag{2.12}
\end{align*}
$$

Expressions (2.11)-(2.12) show that the formulas of addition (2.7)-(2.8), for the generalized Bernoulli and Euler polynomials (1.1)-(1.2), are given in terms of the classical Bernoulli and Euler polynomials.

### 2.2. Determinantal representation of the generalized Bernoulli and Euler polynomials (1.1)-(1.2)

Let consider the following expression

$$
T(x, a, b, c, t)=\frac{2}{b^{t}+a^{t}} c^{x t} \times \frac{t}{b^{t}-a^{t}} c^{x t}=\frac{2 t}{b^{2 t}-a^{2 t}} c^{2 x t} .
$$

Then, taking into account the right hand side of Expressions (1.1)-(1.2) for $a \neq 0$, a straightforward computation allows us to obtain,

$$
\begin{aligned}
& T(x+1, a, b, b, t)-T(x, 1, b / a, b, t) \\
&=\sum_{n=0}^{\infty}\left\{\sum_{k=0}^{n}\binom{n}{k}\left|\begin{array}{ll}
\mathfrak{B}_{n-k}(x+1, a, b, b) & \mathfrak{E}_{k}(x, 1, b / a, b) \\
\mathfrak{B}_{n-k}(x, 1, b / a, b) & \mathfrak{E}_{k}(x+1, a, b, b)
\end{array}\right|\right\} \frac{t^{n}}{n!},
\end{aligned}
$$

where $\left|\begin{array}{ll}a_{11} & a_{12} \\ a_{21} & a_{22}\end{array}\right|=a_{11} a_{21}-a_{11} a_{12}$. On the other hand, we have,

$$
T(x+1, a, b, b, t)-T(x, 1, b / a, b, t)=2 t b^{2 x t}=\sum_{n=0}^{+\infty} n 2^{n}(x \ln b)^{n-1} \frac{t^{n}}{n!}
$$

Comparing the two preceding expansions of $T(x+1, a, b, b, t)-T(x, 1, b / a, b, t)$, we can state the next result.

Theorem 2.5. Let $x, a, b$ be a real numbers such that $(a, b) \neq(0,1)$. Then, for every $n \geq 0$, we have,

$$
x^{n}=\frac{1}{2^{n+1}(n+1) \ln ^{n} b} \sum_{k=0}^{n+1}\binom{n+1}{k}\left|\begin{array}{cc}
\mathfrak{B}_{n+1-k}(x+1, a, b, b) & \mathfrak{E}_{k}(x, 1, b / a, b) \\
\mathfrak{B}_{n+1-k}(x, 1, b / a, b) & \mathfrak{E}_{k}(x+1, a, b, b)
\end{array}\right| .
$$

In particular, for $a=1$ and $b=e=\exp (1)$, we derive the following result in terms of the Bernoulli and Euler polynomials.

Corollary 2.6 (see [5]). Let $x$ be a real number and an integer $n \geq 0$. Then, we have,

$$
x^{n}=\frac{1}{2^{n+1}(n+1)} \sum_{k=0}^{n+1}\binom{n+1}{k}\left|\begin{array}{ll}
B_{n-(k-1)}(x+1) & E_{k}(x)  \tag{2.13}\\
B_{n-(k-1)}(x) & E_{k}(x+1)
\end{array}\right| .
$$

Expressions (2.9)-(2.10) allow us to obtain $\mathfrak{B}_{n}(x ; a, b, c)$ and $\mathfrak{E}_{n}(x ; a, b, c)$ in terms of the determinantal representation respectively. Indeed, it suffices to replace the factor $x^{n}$ of Theorem 2.5 in Formulas (2.9) and (2.10), we get the following formulas:

$$
\begin{aligned}
\mathfrak{B}_{n}(x ; a, b, c)= & \sum_{k=0}^{n}\binom{n}{k} \mathfrak{B}_{n-k}(a, b) \frac{1}{2^{k+1}(k+1)}\left(\ln _{b} c\right)^{k} \\
& \times \sum_{j=0}^{k+1}\binom{k+1}{j}\left|\begin{array}{ll}
\mathfrak{B}_{k-(j-1)}(x+1, a, b, b) & \mathfrak{E}_{j}(x, 1, b / a, b) \\
\mathfrak{B}_{k-(j-1)}(x, 1, b / a, b) & \mathfrak{E}_{j}(x+1, a, b, b)
\end{array}\right|, \\
\mathfrak{E}_{n}(x ; a, b, c)= & \sum_{k=0}^{n}\binom{n}{k} \mathfrak{E}_{n-k}(a, b) \frac{1}{2^{k+1}(k+1)}\left(\ln _{b} c\right)^{k} \\
& \times \sum_{j=0}^{k+1}\binom{k+1}{j}\left|\begin{array}{ll}
\mathfrak{B}_{k-(j-1)}(x+1, a, b, b) & \mathfrak{E}_{j}(x, 1, b / a, b) \\
\mathfrak{B}_{k-(j-1)}(x, 1, b / a, b) & \mathfrak{E}_{j}(x+1, a, b, b)
\end{array}\right| .
\end{aligned}
$$

In addition, as a consequence of the Little Fermat's Theorem [2] and Corollary 2.6, we can derive a new formula of addition in a determinantal form. Before illustrating our main result, we will need to present the Fermat's little Theorem under the following lemma.

Lemma 2.7. For $p$ a prime number and $a$ an integer, we have,

$$
\begin{equation*}
a^{p} \equiv a \quad \bmod p \tag{2.14}
\end{equation*}
$$

Theorem 2.8. Let $p$ be a prime number and a an integer, we have

$$
\begin{equation*}
\sum_{k=0}^{p+1}\binom{p+1}{k} \Delta_{p+1-k, k}(a) \equiv \frac{1}{2} \sum_{k=0}^{2}\binom{2}{k} \Delta_{2-k, k}(a) \bmod p \tag{2.15}
\end{equation*}
$$

where $\Delta_{n, s}(v):=\left|\begin{array}{cc}B_{n}(v+1) & E_{s}(v) \\ B_{n}(v) & E_{s}(v+1)\end{array}\right|$.
Proof. Replacing $x=a$ and $n=p$ in (2.13), and combining with (2.14), permits us to get,

$$
\frac{1}{2^{p+1}(p+1)} \sum_{k=0}^{p+1}\binom{p+1}{k} \Delta_{p+1-k, k}(a) \equiv \frac{1}{8} \sum_{k=0}^{2}\binom{2}{k} \Delta_{2-k, k}(a) \bmod p
$$

Multiplying both sides by $2^{p+1}(p+1)$ we obtain,

$$
\sum_{k=0}^{p+1}\binom{p+1}{k} \Delta_{p+1-k, k}(a) \equiv \frac{2^{p+1}(p+1)}{8} \sum_{k=0}^{2}\binom{2}{k} \Delta_{2-k, k}(a) \bmod p
$$

Using the fact that $2^{p} \equiv 2 \bmod p$ and $p+1 \equiv 1 \bmod p$, Formula (2.15) holds.
For nonnegative integer $n$, the Harmonic numbers $\left\{H_{n}\right\}_{n \geq 0}$, and the $n$-th generalized harmonic numbers $\left\{H_{n, m}\right\}_{n \geq 0}$, are defined by,

$$
H_{0}=0, \quad H_{n}=\sum_{i=1}^{n} \frac{1}{i}, \quad \text { and } \quad H_{0, m}=0, \quad H_{n, m}=\sum_{i=1}^{n} \frac{1}{i^{m}}
$$

for every $n \geq 1$. Different properties of the harmonic numbers have been studied recently by many mathematicians. Among them, we list some identities below,

$$
\begin{aligned}
& \sum_{k=1}^{n-1} H_{k}=n H_{n}-n, \quad \sum_{k=m}^{n-1}\binom{k}{m} H_{k}=\binom{n}{m+1}\left(H_{n}-\frac{1}{m+1}\right) \text { and } \\
& \sum_{k=m}^{n-1}\binom{k}{m} \frac{1}{n-k}=\binom{n}{m}\left(H_{n}-H_{m}\right)
\end{aligned}
$$

In the following theorem, we give a link between the Bernoulli polynomials, the Euler polynomials and the harmonic numbers.
Theorem 2.9. Let $n, m$ and $s$ be three integers with $n \geq 1$ and $m \geq 1$. Then we have the following identity,

$$
\begin{aligned}
& 1-H_{m-1} \sum_{k=0}^{s+1}\binom{s+1}{k} \Delta_{s+1-k, k}\left(\frac{n}{2 \sqrt[s]{2(s+1)}}\right) \\
& +\left(H_{m-1}^{2}-H_{m-1,2}\right)\left[\sum_{k=0}^{s+1}\binom{s+1}{k} \Delta_{s+1-k, k}\left(\frac{n}{2 \sqrt[s]{2(s+1)}}\right)\right]^{2}=(-1)^{m-1}\binom{n^{s}-1}{m-1}
\end{aligned}
$$

Proof. Let

$$
\begin{align*}
P(n, s, m)= & 1-H_{m-1} \sum_{k=0}^{s+1}\binom{s+1}{k} \Delta_{s+1-k, k}\left(\frac{n}{2 \sqrt[s]{2(s+1)}}\right) \\
& +\left(H_{m-1}^{2}-H_{m-1,2}\right)\left[\sum_{k=0}^{s+1}\binom{s+1}{k} \Delta_{s+1-k, k}\left(\frac{n}{2 \sqrt[s]{2(s+1)}}\right)\right]^{2} . \tag{2.16}
\end{align*}
$$

Substituting $x$ by $n$ and assuming $n=s$ in Expression (2.13), we get the following identity,

$$
\begin{equation*}
n^{s}=\sum_{k=0}^{s+1}\binom{s+1}{k} \Delta_{s+1-k, k}\left(\frac{n}{2 \sqrt[s]{2(s+1)}}\right) \tag{2.17}
\end{equation*}
$$

Combining (2.16) and (2.17) permit us to get,

$$
\begin{aligned}
P(n, s, m) & =1-n^{s} H_{m-1}+n^{2 s}\left(H_{m-1}^{2}-H_{m-1,2}\right) \\
& =1-n^{s} \sum_{i=1}^{m-1} \frac{1}{i}+n^{2 s}\left(\sum_{1 \leq i \leq j \leq m-1} \frac{1}{i j}-\sum_{i=1}^{m-1} \frac{1}{i^{2}}\right) \\
& =1-n^{s} \sum_{i=1}^{m-1} \frac{1}{i}+n^{2 s} \sum_{1 \leq i<j \leq m-1} \frac{1}{i j} .
\end{aligned}
$$

On the other hand, we have

$$
\begin{aligned}
\binom{n^{s}-1}{m-1} & =\frac{\left(n^{s}-1\right)\left(n^{s}-2\right) \cdots\left(n^{s}-j\right) \cdots\left(n^{s}-(m-1)\right)}{1.2 \cdots j \cdots(m-1)} \\
& =\left(\frac{n^{s}}{1}-1\right)\left(\frac{n^{s}}{2}-1\right) \cdots\left(\frac{n^{s}}{j}-1\right) \cdots\left(\frac{n^{s}}{m-1}-1\right) \\
& =(-1)^{m-1}\left(1-\frac{n^{s}}{1}\right)\left(1-\frac{n^{s}}{2}\right) \cdots\left(1-\frac{n^{s}}{j}\right) \cdots\left(1-\frac{n^{s}}{m-1}\right) \\
& =(-1)^{m-1}\left[1-n^{s} \sum_{i=1}^{m-1} \frac{1}{i}+n^{2 s} \sum_{1 \leq i<j \leq m-1} \frac{1}{i j}\right] \\
& =(-1)^{m-1} P(n, s, m) .
\end{aligned}
$$

Therefore, multiplying both sides by $(-1)^{m-1}$ permits us to obtain our statement.

Theorem 2.10. Let $n$, $m$ and $s$ be three integers with $n \geq 1$ and $m \geq 1$. Then we have the following identity,

Proof. Let

$$
-2\left|\begin{array}{ccc}
H_{m-1} & 1 & 0  \tag{2.18}\\
H_{m-1,2} & H_{m-1} & 1 \\
H_{m-1} H_{m-1,2} & H_{m-1,2} & H_{m-1}
\end{array}\right|\left[\begin{array}{l}
s+1 \\
\left.\sum_{k=0}^{s+1}\binom{s}{k} \Delta_{s+1-k, k}\left(\frac{n}{2 \sqrt[s]{2(s+1)}}\right)\right]^{2} . . . . . .
\end{array}\right.
$$

Combining (2.17) and (2.18) permit us to get

$$
\begin{aligned}
& Q(n, s, m)=\left|\begin{array}{ccc}
0 & -n^{2 s} & -n^{4 s} \\
H_{m-1}^{2} & H_{m-1,2} & 2 \\
H_{m-1,2} & 2 H_{m-1,2}-H_{m-1}^{2} & 3
\end{array}\right|+\left|\begin{array}{ccc}
1 & n^{s} & n^{2 s} \\
2 H_{m-1} & 1 & n^{s} \\
H_{m-1,2} & 0 & 1
\end{array}\right| \\
& -2\left|\begin{array}{ccc}
H_{m-1} & 1 & 0 \\
H_{m-1,2} & H_{m-1} & 1 \\
H_{m-1} H_{m-1,2} & H_{m-1,2} & H_{m-1}
\end{array}\right| n^{2 s} \\
& =\left|\begin{array}{cc}
H_{m-1}^{2} & 2 \\
H_{m-1,2} & 3
\end{array}\right| n^{2 s}-\left|\begin{array}{cc}
H_{m-1}^{2} & H_{m-1,2} \\
H_{m-1,2} & 2 H_{m-1,2}-H_{m-1}^{2}
\end{array}\right| n^{4 s}+1-2 H_{m-1} n^{s} \\
& -2\left[\left|\begin{array}{cc}
H_{m-1} & 1 \\
H_{m-1,2} & H_{m-1}
\end{array}\right| H_{m-1}-\left|\begin{array}{cc}
1 & 0 \\
H_{m-1,2} & H_{m-1}
\end{array}\right| H_{m-1,2}\right. \\
& \left.+\left|\begin{array}{cc}
1 & 0 \\
H_{m-1} & 1
\end{array}\right| H_{m-1} H_{m-1,2}\right] n^{3 s} \\
& =1-2 H_{m-1} n^{s}+\left(3 H_{m-1}^{2}-2 H_{m-1,2}\right) n^{2 s}-2\left(H_{m-1}^{3}-H_{m-1} H_{m-1,2}\right) n^{3 s} \\
& +\left(H_{m-1}^{4}-2 H_{m-1}^{2} H_{m-1,2}+H_{m-1,2}^{2}\right) n^{4 s} .
\end{aligned}
$$

$$
\begin{aligned}
& Q(n, s, m)= \\
& \left|\begin{array}{ccc}
0 & -\left[\sum_{k=0}^{s+1}\binom{s+1}{k} \Delta_{s+1-k, k}\left(\frac{n}{2 \sqrt[s]{2(s+1)}}\right)\right]^{2} & -\left[\sum_{k=0}^{s+1}\binom{s+1}{k} \Delta_{s+1-k, k}\left(\frac{n}{2 \sqrt[s]{2(s+1)}}\right)\right]^{4} \\
H_{m-1}^{2} & H_{m-1,2} \\
H_{m-1,2} & 2 H_{m-1,2}-H_{m-1}^{2} & 2
\end{array}\right| \\
& +\left|\begin{array}{ccc}
1 & \sum_{k=0}^{s+1}\binom{s+1}{k} \Delta_{s+1-k, k}\left(\frac{n}{2 \sqrt[s]{2(s+1)}}\right) & {\left[\sum_{k=0}^{s+1}\binom{s+1}{k} \Delta_{s+1-k, k}\left(\frac{n}{2 \sqrt[s]{2(s+1)}}\right)\right]^{2}} \\
2 H_{m-1} & 1 & \left.\sum_{k=0}^{s+1} \begin{array}{c}
s+1 \\
k
\end{array}\right) \Delta_{s+1-k, k}\left(\frac{n}{2 \sqrt[s]{2(s+1)}}\right) \\
H_{m-1,2} & 0 & 1
\end{array}\right|
\end{aligned}
$$

$$
\begin{aligned}
& \left|\begin{array}{ccc}
0 & -\left[\sum_{k=0}^{s+1}\binom{s+1}{k} \Delta_{s+1-k, k}\left(\frac{n}{2 \sqrt[s]{2(s+1)}}\right)\right]^{2} & -\left[\sum_{k=0}^{s+1}\binom{s+1}{k} \Delta_{s+1-k, k}\left(\frac{n}{2 \sqrt[s]{2(s+1)}}\right)\right]^{4} \\
H_{m-1}^{2} & H_{m-1,2} \\
H_{m-1,2} & 2 H_{m-1,2}-H_{m-1}^{2} & 2
\end{array}\right| \\
& +\left|\begin{array}{ccc}
1 & \sum_{k=0}^{s+1}\binom{s+1}{k} \Delta_{s+1-k, k}\left(\frac{n}{2 \sqrt[s]{2(s+1)}}\right) & {\left[\sum_{k=0}^{s+1}\binom{s+1}{k} \Delta_{s+1-k, k}\left(\frac{n}{2 \sqrt[s]{2(s+1)}}\right)\right]^{2}} \\
2 H_{m-1} & 1 & \sum_{k=0}^{s+1}\binom{s+1}{k} \Delta_{s+1-k, k}\left(\frac{n}{2 \sqrt[s]{2(s+1)}}\right) \\
H_{m-1,2} & 0 & 1
\end{array}\right| \\
& -2\left|\begin{array}{ccc}
H_{m-1} & 1 & 0 \\
H_{m-1,2} & H_{m-1} & 1 \\
H_{m-1} H_{m-1,2} & H_{m-1,2} & H_{m-1}
\end{array}\right|\left[\sum_{k=0}^{s+1}\binom{s+1}{k} \Delta_{s+1-k, k}\left(\frac{n}{2 \sqrt[s]{2(s+1)}}\right)\right]^{2}=\binom{n^{s}-1}{m-1}^{2} .
\end{aligned}
$$

On the other hand, we have

$$
\begin{aligned}
\binom{n^{s}-1}{m-1}^{2}= & \frac{\left(n^{s}-1\right)^{2}\left(n^{s}-2\right)^{2} \cdots\left(n^{s}-j\right)^{2} \cdots\left(n^{s}-(m-1)\right)^{2}}{1^{2} .2^{2} \cdots j^{2} \cdots(m-1)^{2}} \\
= & \left(\frac{n^{s}}{1}-1\right)^{2}\left(\frac{n^{s}}{2}-1\right)^{2} \cdots\left(\frac{n^{s}}{j}-1\right)^{2} \cdots\left(\frac{n^{s}}{m-1}-1\right)^{2} \\
= & \left(1-\frac{n^{s}}{1}\right)^{2}\left(1-\frac{n^{s}}{2}\right)^{2} \cdots\left(1-\frac{n^{s}}{j}\right)^{2} \cdots\left(1-\frac{n^{s}}{m-1}\right)^{2} \\
= & {\left[1-n^{s} \sum_{i=1}^{m-1} \frac{1}{i}+n^{2 s} \sum_{1 \leq i<j \leq m-1} \frac{1}{i j}\right]^{2} } \\
= & {\left[1-H_{m-1} n^{s}+\left(H_{m-1}^{2}-H_{m-1,2}\right) n^{2 s}\right]^{2} } \\
= & 1-H_{m-1} n^{s}+\left(H_{m-1}^{2}-H_{m-1,2}\right) n^{2 s}-H_{m-1} n^{s}+H_{m-1}^{2} n^{2 s} \\
& -\left(H_{m-1}^{3}-H_{m-1} H_{m-1,2}\right) n^{3 s}+\left(H_{m-1}^{2}-H_{m-1,2}\right) n^{2 s} \\
& -\left(H_{m-1}^{3}-H_{m-1} H_{m-1,2}\right) n^{3 s}+\left(H_{m-1}^{4}+H_{m-1,2}^{2}-2 H_{m-1}^{2} H_{m-1,2}\right) n^{4 s} \\
= & 1-2 H_{m-1}^{s}+\left(3 H_{m-1,2}-2 H_{m-1,2}\right) n^{2 s}-2\left(H_{m-1}^{3}-H_{m-1} H_{m-1,2}\right) n^{3 s} \\
& +\left(H_{m-1}^{4}+H_{m-1,2}^{2}-2 H_{m-1}^{2} H_{m-1,2}\right) n^{4 s} \\
= & Q(n, s, m) .
\end{aligned}
$$

## 3. Explicit formulas in terms of the Stirling numbers

In this section, we prove some explicit formulas for the generalized Bernoulli and Euler polynomials in terms of the Stirling numbers of the second kind. Firstly, we give some definitions of remarkable numbers and polynomials well-known in the literature. The partial Bell polynomials $B_{n, k}\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ are defined by,

$$
\sum_{n=k}^{\infty} B_{n, k}\left(x_{1}, x_{2}, \ldots, x_{n-k+1}\right) \frac{t^{n}}{n!}=\frac{1}{k!}\left(\sum_{m=1}^{\infty} x_{m} \frac{t^{m}}{m!}\right)^{k}
$$

(see $[12,16]$ ), also by considering the explicit formula,

$$
B_{n, k}\left(x_{1}, x_{2}, \ldots, x_{n-k+1}\right)=\sum_{\sigma(n, k)} \frac{n!}{\prod_{i=1}^{n-k+1} m_{i}!} \prod_{i=1}^{n-k+1}\left(\frac{x_{i}}{i!}\right)^{m_{i}}
$$

given in [12, p. 134], where $\sigma(n, k)$ denotes the set of all integer solutions of the system,

$$
\left\{\begin{array}{l}
m_{1}+2 m_{2}+\cdots+n m_{n}=n \\
m_{1}+m_{2}+\cdots+m_{n}=k
\end{array}\right.
$$

For $n$ and $k$ nonnegative integers with $(k \leq n)$, the Stirling numbers of the second kind $S(n, k)$ are defined by the following formula $S(n, k)=\frac{1}{k!} \sum_{j=0}^{k}(-1)^{k-j}\binom{k}{j} j^{n}$ (see [12, p. 206]). Moreover, their associated generating functions is given by,

$$
\sum_{n \geq k} S(n, k) \frac{t^{n}}{n!}=\frac{\left(e^{t}-1\right)^{k}}{k!}
$$

The following result represents one of our main results of the paper.
Theorem 3.1. Let $a, b, c$ be in $\mathbb{R}_{+}^{*}$, with $a \neq b, x \in \mathbb{R}$ and $\mathfrak{B}_{n}(x ; a, b, c)$ be the generalized Bernoulli polynomials. Then, we have,

$$
\begin{aligned}
\mathfrak{B}_{n}(x ; a, b, c)= & \sum_{k=1}^{n}\binom{n+k}{n}^{-1} \sum_{\substack{s+t=k \\
i+j=n}} \sum_{r \leq s, m \leq t}(-1)^{t-m-r}\binom{n+k}{s-r, t-m, i+r, j+m} \\
& \times C_{i, j, k}(x ; a, b, c) S(i+r, r) S(j+m, m),
\end{aligned}
$$

for $n \in \mathbb{N}$, where $\quad C_{i, j, k}(x ; a, b, c):=\frac{\ln ^{j}\left(a / c^{x}\right) \ln ^{i}\left(b / c^{x}\right)}{\ln ^{k+1}(b / a)}$.
Especially, for $b=c=e$ and $a=1$, we can derive the following corollary.
Corollary 3.2. Let $B_{n}(x)$ be the Bernoulli polynomials. Then, we have,

$$
\begin{aligned}
B_{n}(x)= & \sum_{k=1}^{n}\binom{n+k}{n}^{-1} \sum_{\substack{s+t=k \\
i+j=n}} \sum_{r \leq s, m \leq t}(-1)^{t+j-(m+r)}\binom{n+k}{s-r, t-m, i+r, j+m} \\
& \times x^{j}(1-x)^{i} S(i+r, r) S(j+m, m),
\end{aligned}
$$

for $n \in \mathbb{N}$.
For establishing the preceding main result, namely, Theorem 3.1, we need some preliminary lemmas.

Lemma 3.3 (see [12]). For every $n \geq k \geq 1$, we have,

$$
B_{n, k}\left(a b x_{1}, a b^{2} x_{2}, \ldots, a b^{n-k+1} x_{n-k+1}\right)=a^{k} b^{n} B_{n, k}\left(x_{1}, x_{2}, \ldots, x_{n-k+1}\right) .
$$

for $a, b \in \mathbb{C}$, with $a \neq 0, b \neq 0$.
Lemma 3.4 (see [12]). For $n \geq k \geq 1$, we have,

$$
\begin{aligned}
& B_{n, k}\left(x_{1}+y_{1}, \ldots, x_{n-k+1}+y_{n-k+1}\right)= \\
& \sum_{\substack{s+t=k \\
i+j=n}}\binom{n}{i, j} B_{i, s}\left(x_{1}, \ldots, x_{i-s+1}\right) B_{j, t}\left(y_{1}, \ldots, y_{j-t+1}\right) .
\end{aligned}
$$

Lemma 3.5 (see [23]). For every $n \geq k \geq 1$, we have,

$$
B_{n, k}\left(\frac{1}{2}, \frac{1}{3}, \ldots, \frac{1}{n-k+2}\right)=\frac{n!}{(n+k)!} \sum_{i=0}^{k}(-1)^{k-i}\binom{n+k}{k-i} S(n+i, i)
$$

On the other side, the Faà di Bruno Formula for computing higher order derivatives of composite functions, can be stated in terms of the partial Bell polynomials $B_{n, k}$, as follows,

Theorem 3.6 ([12]). For every $n \geq k \geq 1$, we have,

$$
\begin{equation*}
\frac{d^{n}}{d t^{n}}(g \circ f)(t)=\sum_{k=1}^{n} g^{(k)}(f(t)) B_{n, k}\left(f^{\prime}(t), f^{\prime \prime}(t), \ldots, f^{(n-k+1)}(t)\right) \tag{3.1}
\end{equation*}
$$

Proof of Theorem 3.1. We can reformulate Expression (1.1) under the form,

$$
\begin{equation*}
\frac{t}{b^{t}-a^{t}} c^{x t}=\frac{t}{e^{t \ln \left(b / c^{x}\right)}-e^{t \ln \left(a / c^{x}\right)}}=\frac{1}{\int_{\ln \left(a / c^{x}\right)}^{\ln \left(b / c^{x}\right)} e^{t u} d u} . \tag{3.2}
\end{equation*}
$$

Putting $g(y)=\frac{1}{y}$ and $f(t)=\int_{\ln \left(a / c^{x}\right)}^{\ln \left(b / c^{x}\right)} e^{t u} d u$. By using the Faà di Bruno Formula (3.1), on the right-hand side of (3.2), we get

$$
\begin{aligned}
\frac{d^{n}}{d t^{n}}\left(\frac{t}{b^{t}-a^{t}} c^{x t}\right) & =\sum_{k=1}^{n} \frac{(-1)^{k} k!}{\left(\int_{\ln \left(a / c^{x}\right)}^{\ln \left(b c^{t u} d u\right)^{k+1}}\right.} \\
& \times B_{n, k}\left(\int_{\ln \left(a / c^{x}\right)}^{\ln \left(b / c^{x}\right)} u e^{t u} d u, \ldots, \int_{\ln \left(a / c^{x}\right)}^{\ln \left(b / c^{x}\right)} u^{n-k+1} e^{t u} d u\right)
\end{aligned}
$$

We show that when $t \mapsto 0$ in the above formula and by Taylor-Maclaurin series expansion in (1.1), we obtain $\mathfrak{B}_{n}(x ; a, b, c)=\left[\frac{d^{n}}{d t^{n}}\left(\frac{t}{b^{t}-a^{t}} c^{x t}\right)\right]_{t=0}$, which implies that we have,

$$
\mathfrak{B}_{n}(x ; a, b, c)=\sum_{k=1}^{n} \frac{(-1)^{k} k!}{\left(\ln \frac{b}{c^{x}}-\ln \frac{a}{c^{x}}\right)^{k+1}} B_{n, k}\left(\int_{\ln \left(a / c^{x}\right)}^{\ln \left(b / c^{x}\right)} u d u, \ldots, \int_{\ln \left(a / c^{x}\right)}^{\ln \left(b / c^{x}\right)} u^{n-k+1} d u\right) .
$$

Therefore, we arrive to have the following formula,

$$
\begin{aligned}
& \mathfrak{B}_{n}(x ; a, b, c)= \\
& \sum_{k=1}^{n} \frac{(-1)^{k} k!}{\ln ^{k+1}(b / a)} B_{n, k}\left(\frac{1}{2}\left[\ln ^{2} \frac{b}{c^{x}}-\ln ^{2} \frac{a}{c^{x}}\right], \ldots, \frac{1}{n-k+2}\left[\ln ^{n-k+2} \frac{b}{c^{x}}-\ln ^{n-k+2} \frac{a}{c^{x}}\right]\right) .
\end{aligned}
$$

By applying Lemma 3.4, we obtain,

$$
\begin{aligned}
& \mathfrak{B}_{n}(x ; a, b, c) \\
& =\sum_{k=1}^{n} \frac{(-1)^{k} k!}{\ln ^{k+1}(b / a)} \sum_{\substack{s+t=k \\
i+j=n}}\binom{n}{i, j} B_{i, s}\left(\frac{1}{2} \ln ^{2}\left(\frac{b}{c^{x}}\right), \ldots, \frac{1}{i-s+2} \ln ^{i-s+2}\left(\frac{b}{c^{x}}\right)\right) \\
& \quad \times B_{j, t}\left(-\frac{1}{2} \ln ^{2}\left(\frac{a}{c^{x}}\right), \ldots,-\frac{1}{j-t+2} \ln ^{j-t+2}\left(\frac{a}{c^{x}}\right)\right) .
\end{aligned}
$$

And with the aid of Lemma 3.3 and Lemma 3.5, we have

$$
\begin{aligned}
\mathfrak{B}_{n}(x ; a, b, c)= & \sum_{k=1}^{n} \frac{(-1)^{k} k!}{\ln ^{k+1}(b / a)} \sum_{\substack{s+t=k \\
i+j=n}}\binom{n}{i, j} \ln ^{i}\left(\frac{b}{c^{x}}\right) \\
& \times B_{i, s}\left(\frac{1}{2}, \ldots, \frac{1}{i-s+2}\right)(-1)^{t} \ln ^{j}\left(\frac{a}{c^{x}}\right) B_{j, t}\left(\frac{1}{2}, \ldots, \frac{1}{j-t+2}\right) \\
= & \sum_{k=1}^{n} \sum_{\substack{s+t=k \\
i+j=n}} \sum_{r=0}^{s} \sum_{m=0}^{t}(-1)^{t-(m+r)}\binom{n}{i, j}\binom{i+s}{s-r}\binom{j+t}{t-m} \\
& \times \frac{k!i!j!}{(i+s)!(j+t)!} \frac{1}{\ln ^{k+1}(b / a)} \ln ^{j}\left(\frac{a}{c^{x}}\right) \ln ^{i}\left(\frac{b}{c^{x}}\right) S(i+r, r) S(j+m, m) .
\end{aligned}
$$

Finally, we obtain,

$$
\begin{aligned}
\mathfrak{B}_{n}(x ; a, b, c)= & \sum_{k=1}^{n} \sum_{\substack{s+t=k \\
i \neq j=n}} \sum_{r=0}^{s} \sum_{m=0}^{t}(-1)^{t-(m+r)} \frac{\binom{n+k}{s-r, t-m, i+r, j+m}}{\binom{n+k}{n}} \\
& \times \frac{\ln ^{j}\left(a / c^{x}\right) \ln ^{i}\left(b / c^{x}\right)}{\ln ^{k+1}(b / a)} S(i+r, r) S(j+m, m)
\end{aligned}
$$

Therefore, we can express the generalized Euler polynomials in terms of the Stirling numbers of second kind, using closed relation between the generalized Bernoulli and Euler polynomials. Indeed, for every even integer $h$, it is well-known that,

$$
\mathfrak{E}_{n}(h x ; a, b, c)=\frac{(-2) h^{n}}{n+1} \sum_{j=0}^{h-1} \mathfrak{B}_{n+1}\left(x+\frac{j(\ln b-\ln a)+(h-1) \ln a}{h \ln c} ; a, b, c\right),
$$

(see [13]). Particularly, for $h=2$, we derive,

$$
\mathfrak{E}_{n}(2 x ; a, b, c)=\frac{-2^{n+1}}{n+1}\left[\mathfrak{B}_{n+1}\left(x+\frac{1}{2} \ln _{c} a ; a, b, c\right)-\mathfrak{B}_{n+1}\left(x+\frac{1}{2} \ln _{c} b ; a, b, c\right)\right] .
$$

Hence, we can reformulate Theorem 3.1 as follows.

Theorem 3.7. Let $a, b, c$ in $\mathbb{R}_{+}^{*}$, with $a \neq b$, and $\mathfrak{E}_{n}(x ; a, b, c)$ be the generalized Euler polynomials. Then, for every nonnegative integer $n$, we have,

$$
\begin{aligned}
& \mathfrak{E}_{n}(x ; a, b, c) \\
& =\frac{-2^{n+1}}{n+1} \sum_{k=1}^{n+1}\binom{n+k+1}{n+1}^{-1} \sum_{\substack{s+t=k \\
i+j=n+1}} \sum_{r \leq s, m \leq t}(-1)^{t-(m+r)}\binom{n+k+1}{s-r, t-m, i+r, j+m} \\
& \quad \times S(i+r, r) S(j+m, m)\left[C_{i, j, k}\left(\frac{2 x+\ln _{c} a}{2} ; a, b, c\right)-C_{i, j, k}\left(\frac{2 x+\ln _{c} b}{2} ; a, b, c\right)\right],
\end{aligned}
$$

where

$$
C_{i, j, k}(x ; a, b, c):=\frac{\ln ^{j}\left(a / c^{x}\right) \ln ^{i}\left(b / c^{x}\right)}{\ln ^{k+1}(b / a)} .
$$

In particular, for $b=c=e$ and $a=1$, we reach the following corollary.
Corollary 3.8. Let $E_{n}(x)$ be the Euler polynomials. Then, for every nonnegative integer $n$, we have,

$$
\begin{aligned}
E_{n}(x)= & \frac{2^{n+1}}{n+1} \sum_{k=1}^{n+1}\binom{n+k+1}{n+1}^{-1} \sum_{\substack{s+t=k \\
i+j=n+1}} \sum_{r \leq s, m \leq t} \epsilon_{m, r}(t, j)\binom{n+k+1}{s-r, t-m, i+r, j+m} \\
& \times S(i+r, r) S(j+m, m)\left|\begin{array}{cc}
x^{j} & \left(\frac{1}{2}-x\right)^{i} \\
\left(\frac{1}{2}+x\right)^{j} & (1-x)^{i}
\end{array}\right|,
\end{aligned}
$$

where $\epsilon_{m, r}(t, j)=(-1)^{t+j+1-(m+r)}$.

## 4. Linear recursive approach for generalized Bernoulli polynomials

### 4.1. Preliminary on the linear recursiveness of infinite order

Let $\left\{a_{i}\right\}_{i \geq 0}$ and $\left\{\alpha_{i}\right\}_{i \geq 0}$ be two sequences of real or complex numbers, such that for every $N \in \mathbb{N}$ there exists $i>N$ such that $a_{i} \neq 0$. The former sequence is called the coefficient sequence and the latter the initial sequence. Consider the sequence $\left\{w_{n}\right\}_{n \in \mathbb{Z}}$ defined by setting $w_{-n}=\alpha_{n}$ for $n \geq 0$, and

$$
\begin{equation*}
w_{n}=\sum_{i=0}^{\infty} a_{i} w_{n-i-1} \quad \text { for } \quad n \geq 1 \tag{4.1}
\end{equation*}
$$

Expression (4.1) represents a series, thus the general term involves infinitely many terms. Therefore, we have to worry about the convergence of this series (for more details see $[6,17])$. In [6] a necessary and sufficient condition, labeled [ $\left(C_{\infty}\right)$ ], on the existence of $w_{n}(n \geq 1)$, is formulated as follows: The series $\sum_{i=0}^{\infty} a_{i+n-1} \alpha_{-i}$ converges for all $n \geq 1$ (see [6, Proposition 2.1]). In particular, if $\alpha_{j}=0$, for all $j \geq k+1$, then the condition ( $C_{\infty}$ ) is trivially verified, and we have $v_{n+1}=$ $\sum_{j=0}^{n+k} a_{j} w_{n-j}$, for all $n \geq 0$. Under some hypothesis on the two sequences $\left\{a_{j}\right\}_{j \geq 0}$
and $\left\{\alpha_{j}\right\}_{j \geq 0}$ (respectively), it was proved in [9] that $\left\{w_{n}\right\}_{n \in \mathbb{Z}}$ takes the following combinatoric form $w_{n}=\sum_{s=1}^{n} A_{s} \rho(n-s, 0)$ with $A_{s}=\sum_{m=0}^{+\infty} a_{s+m-1} \alpha_{m}$, where

$$
\begin{equation*}
\rho(n, 0)=\sum_{k_{0}+2 k_{1}+\cdots+n k_{n-1}=n} \frac{\left(k_{0}+\cdots+k_{n-1}\right)!}{k_{0}!\cdots k_{n-1}!} a_{0}^{k_{0}} \cdots a_{n-1}^{k_{n-1}} \tag{4.2}
\end{equation*}
$$

with $\rho(0,0)=1$ and $\rho(-k, 0)=0$ for every $k \geq 1$. Especially, the sequence $\left\{v_{n}\right\}_{n \in \mathbb{Z}}$ defined by (4.2), namely, $v_{n}=\rho(n, 0)$, for every $n \geq 1$, with $\rho(0,0)=1$ and $\rho(-k, 0)=0$ for every $k \geq 1$, satisfies the recursive relation (4.1) of infinite order. A straightforward computation shows that the generating function of $\left\{v_{n}\right\}_{n \in \mathbb{Z}}$ is,

$$
\begin{equation*}
f(t)=\sum_{n=0}^{\infty} v_{n} t^{n}=\frac{1}{Q(t)}, \tag{4.3}
\end{equation*}
$$

where $Q(t)=1-\sum_{j=0}^{\infty} a_{j} t^{j+1}$ is the so-called the characteristic function of the sequence (4.1) (for more details see [17]). Conversely, let $Q(t)$ be a complex function which is analytic in open disk $D(0 ; R)$. Suppose that $Q$ takes the following power series form $Q(t)=1-\sum_{j=0}^{\infty} a_{j} t^{j+1}$, in $D(0 ; R)$. Since $Q(0)=1 \neq 0$, then $f(t)=1 / Q(t)$ has a Taylor expansion in a certain disk $D(0 ; R)$ centered at 0, which is of the form

$$
\begin{equation*}
f(t)=\frac{1}{1-\sum_{j=0}^{\infty} a_{j} t^{j+1}}=\sum_{n=0}^{\infty} w_{n} t^{n} \tag{4.4}
\end{equation*}
$$

And the identity $Q(t) f(t)=1$ implies that we have $w_{n+1}=\sum_{j=0}^{n} a_{j} w_{n-j}$, for all $n \geq 0$, where $w_{0}=1$ and $w_{-j}=0$ for all $j \geq 1$. Hence, $\left\{w_{n}\right\}_{n \in \mathbb{Z}}$ is nothing else but the sequence $\left\{v_{n}\right\}_{n \in \mathbb{Z}}$ defined by (4.3).

### 4.2. Generalized Bernoulli numbers $B_{n}(\lambda)$ by recursiveness of infinite order

Let $\left\{B_{n}(\lambda)\right\}_{n \geq 0}$ be the sequence of Bernoulli numbers defined by their associated generating function,

$$
\begin{equation*}
\frac{t}{e^{\lambda t}-1}=\sum_{n=0}^{+\infty} B_{n}(\lambda) \frac{t^{n}}{n!} \tag{4.5}
\end{equation*}
$$

For $\lambda=1$, Expression (4.5) allows us to get the usual Bernoulli numbers, namely, $B_{n}(1)=B_{n}$. Also, we have $e^{\lambda t}-1=\lambda t\left[1+\sum_{n=0}^{+\infty} \frac{\lambda^{n+1}}{(n+2)!} t^{n+1}\right]$. The leftside of (4.5) can be written as follows $\frac{t}{e^{\lambda t}-1}=\frac{1}{Q_{\lambda}(t)}$, where $Q_{\lambda}(t)=1-$ $\sum_{n=0}^{+\infty} b_{n}(\lambda) t^{n+1}$, with $b_{n}(\lambda)=-\frac{\lambda^{n+1}}{(n+2)!}$.

Moreover, we have,

$$
\begin{equation*}
\frac{t}{e^{\lambda t}-1}=\frac{1}{\lambda} \frac{1}{Q_{\lambda}(t)}=\frac{1}{\lambda} \sum_{n=0}^{+\infty} v_{n}(\lambda) t^{n}=\sum_{n=0}^{+\infty} n!\frac{v_{n}(\lambda)}{\lambda} \frac{t^{n}}{n!} \tag{4.6}
\end{equation*}
$$

where $\left\{v_{n}(\lambda)\right\}_{n \in \mathbb{Z}}$ is a sequence (4.1) of coefficients $b_{n}(\lambda)=-\frac{\lambda^{n+1}}{(n+2)!}$ and initial conditions $v_{0}(\lambda)=1$ and $v_{-k}(\lambda)=0$, for every $k \geq 1$. Comparing with the right sides of (4.5)-(4.6) we derive the following result.

Theorem 4.1. The Bernoulli numbers are expressed in terms of the linear recursive sequence of infinite order (4.1) as follows,

$$
\begin{equation*}
B_{n}(\lambda)=n!\times \frac{v_{n}(\lambda)}{\lambda} \tag{4.7}
\end{equation*}
$$

where $\left\{v_{n}(\lambda)\right\}_{n \in \mathbb{Z}}$ is a sequence (4.1) of coefficients $b_{n}(\lambda)=-\frac{\lambda^{n+1}}{(n+2)!}$ and initial conditions $v_{0}(\lambda)=1$ and $v_{-k}(\lambda)=0$, for every $k \geq 1$. In addition, the combinatorial formula of the Bernoulli numbers is given by
$B_{n}(\lambda)=\frac{n!}{\lambda} \sum_{k_{0}+2 k_{1}+\cdots+n k_{n-1}=n}(-1)^{k_{0}+\cdots+k_{n-1}} \frac{\left(k_{0}+\cdots+k_{n-1}\right)!}{k_{0}!\cdots k_{n-1}!} \prod_{j=0}^{n-1}\left[\frac{\lambda^{j+1}}{(j+2)!}\right]^{k_{j}}$.
Moreover, the sequence $\left\{\frac{B_{n}(\lambda)}{n!}\right\}_{n \geq 0}$ satisfies the recursive relation (4.1),

$$
\begin{equation*}
\frac{B_{n+1}(\lambda)}{(n+1)!}=a_{0} \frac{B_{n}(\lambda)}{n!}+a_{1} \frac{B_{n-1}(\lambda)}{(n-1)!}+\cdots+a_{n} \frac{B_{0}(\lambda)}{0!} \tag{4.9}
\end{equation*}
$$

We can show easily that $\prod_{j=0}^{n-1}\left[\frac{\lambda^{j+1}}{(j+2)!}\right]^{k_{j}}=\lambda^{\sum_{j=0}^{n-1}(j+1) k_{j}} \prod_{j=0}^{n-1}\left[\frac{1}{(j+2)!}\right]^{k_{j}}$. Since $\sum_{j=0}^{n-1}(j+1) k_{j}=n$ and

$$
B_{n}=B_{n}(1)=n!\sum_{k_{0}+2 k_{1}+\cdots+n k_{n-1}=n} \frac{\left(k_{0}+\cdots+k_{n-1}\right)!}{k_{0}!\cdots k_{n-1}!} \prod_{j=0}^{n-1} a_{j}^{k_{j}}
$$

where $a_{j}=-\frac{1}{(j+2)!}$, we derive that Expression (4.9) takes the following form,

$$
\begin{equation*}
B_{n}(\lambda)=\lambda^{n-1} B_{n}(1)=n!\lambda^{n-1} \sum_{k_{0}+2 k_{1}+\cdots+n k_{n-1}=n} \frac{\left(k_{0}+\cdots+k_{n-1}\right)!}{k_{0}!\cdots k_{n-1}!} \prod_{j=0}^{n-1} a_{j}^{k_{j}} \tag{4.10}
\end{equation*}
$$

Formulas (4.8) and (4.10) represent the combinatorial expression for generalized Bernoulli numbers $B_{n}(\lambda)$. Meanwhile, formula (4.9) gives a recursive process
for generating the generalized Bernoulli numbers $B_{n}(\lambda)$. It seems for us that Expressions (4.8), (4.9) and (4.10), for the generalized Bernoulli numbers $B_{n}(\lambda)$, are not known in the literature under this form.

Remark 4.2. The function $f_{\lambda}(t)=\frac{t}{e^{\lambda t}-1}$ satisfies $f_{\lambda}(-t)=t+f_{\lambda}(t)$, therefore the equality $f_{\lambda}(-t)=\sum_{n=0}^{\infty}(-1)^{n} v_{n}(\lambda) t^{n}=t+\sum_{n=0}^{\infty} v_{n}(\lambda) t^{n}$ implies that $v_{2 n+1}=0$ for every $n \geq 1$. Thus, Expression (4.7) shows that $B_{2 n+1}(\lambda)=0$ for every $n \geq 1$. Since all the odd Bernoulli numbers vanish except $B_{1}(\lambda)=-\frac{1}{2}$.

Remark 4.3. For $\lambda=1$ in the preceding data, we recover results on the usual Bernoulli numbers established in [3] and [19].

### 4.3. Recursive approach for generalized Bernoulli numbers $B_{n}(a, b)$

Let first consider the generalized Bernoulli numbers $B_{n}(a, b)$ defined by the following generating function,

$$
\begin{equation*}
\frac{t}{b^{t}-a^{t}}=\frac{t}{e^{\beta t}-e^{\alpha t}}=\sum_{n=0}^{+\infty} B_{n}(a, b) \frac{t^{n}}{n!} \tag{4.11}
\end{equation*}
$$

where $a, b$ are positive numbers, $\alpha=\ln a$ and $\beta=\ln b$. Set $\lambda=\beta-\alpha=\ln (b)-$ $\ln (a)$. Let $F_{a, b}(t)$ be the function $F_{a, b}(t)=\frac{t}{b^{t}-a^{t}}=\frac{t}{e^{\beta t}-e^{\alpha t}}$. We show easily that $F_{a, b}(t)=\frac{t e^{-\alpha t}}{e^{\lambda t}-1}$. The basic Taylor series $e^{-\alpha t}=\sum_{p=0}^{+\infty}(-1)^{p} \alpha^{p} \frac{t^{p}}{p!}$ and $\frac{t}{e^{\lambda t}-1}=$ $\frac{1}{\lambda} \frac{1}{1-\sum_{j=0}^{+\infty} b_{j} t^{j}}$, where $b_{j}=-\frac{\lambda^{j+1}}{(j+2)!}$, implies that we have,

$$
\begin{equation*}
F_{a, b}(t)=\sum_{n=0}^{+\infty}\left[\sum_{s=0}^{n} \frac{(-\alpha)^{s}}{s!} \frac{v_{n-s}(\lambda)}{\lambda}\right] t^{n}=\sum_{n=0}^{+\infty} n!\left[\sum_{s=0}^{n} \frac{(-\alpha)^{s}}{s!} \frac{v_{n-s}(\lambda)}{\lambda}\right] \frac{t^{n}}{n!} \tag{4.12}
\end{equation*}
$$

where $\left\{v_{n}(\lambda)\right\}_{n \in \mathbb{Z}}$ is a sequence (4.1) of coefficients $b_{n}(\lambda)=-\frac{\lambda^{n+1}}{(n+2)!}$ and initial conditions $v_{0}(\lambda)=1$ and $v_{-k}(\lambda)=0$, for every $k \geq 1$. Using Expressions (4.7), (4.10), and comparing with (4.11), we derive the following result.

Theorem 4.4. Let $a, b>0$ and set $\alpha=\ln a, \lambda=\ln b-\ln a$. The generalized Bernoulli numbers $B_{n}(a, b)$ given by (4.11), satisfy the following properties,

1) For every $n \geq 1$, the linear recursive relation is verified,

$$
\frac{B_{n}(a, b)}{n!}=\sum_{s=0}^{n} \frac{(-\alpha)^{s}}{s!} \frac{v_{n-s}(\lambda)}{\lambda}
$$

where $\left\{v_{n}(\lambda)\right\}_{n \in \mathbb{Z}}$ is a sequence (4.1) of coefficients $b_{n}(\lambda)=-\frac{\lambda^{n+1}}{(n+2)!}$ and initial conditions $v_{0}(\lambda)=1$ and $v_{-k}(\lambda)=0$, for every $k \geq 1$.
2) For every $n \geq 1$, the combinatorial expression of the Bernoulli numbers $B_{n}(a, b)$ is,
$B_{n}(a, b)=n!\lambda^{n-1} \sum_{s=0}^{n}(-1)^{n-s} \frac{\alpha^{n-s}}{(n-s)!} \sum_{k_{0}+2 k_{1}+\cdots+n k_{n-1}=n} \frac{\left(k_{0}+\cdots+k_{n-1}\right)!}{k_{0}!\cdots k_{n-1}!} \prod_{j=0}^{n-1} a_{j}^{k_{j}}$,
where $a_{j}=-\frac{1}{(j+2)!}$.
Taking into account, results of Theorems 4.1, 4.4 and Expression (4.10), we give below the expression of the $B_{n}(a, b)$ in terms of the usual Bernoulli numbers $B_{n}$.

Corollary 4.5. Under the data of Theorem 4.4, the expression of the $B_{n}(a, b)$ in terms of the usual Bernoulli numbers $B_{n}$ is,

$$
\begin{equation*}
B_{n}(a, b)=(\ln b / a)^{n-1} \sum_{s=0}^{n}\binom{n}{s}(-\ln a)^{n-s} B_{s} \tag{4.13}
\end{equation*}
$$

for every $n \geq 1$.
Moreover, the generalized Bernoulli numbers $B_{n}(a, b)$ satisfy the following recursive relation,

$$
B_{n+1}(a, b)=(-1)^{n+1} \frac{(\ln a)^{n+1}}{\ln b / a} \sum_{j=0}^{n} \frac{(\ln b / a)^{j+1}}{(j+1)!}\binom{n+1}{j+1} B_{n-j}(a, b)
$$

for every $n \geq 0, b \neq a$ and $(a, b) \neq(1,1)$.

### 4.4. Recursive approach for generalized Bernoulli polynomials $\mathfrak{B}_{n}(x ; a, b, c)$

Let $a, b, c>0$, with $a \neq b$, and set $\alpha=\ln a, \beta=\ln b, \gamma=\ln c$ and $\lambda=\ln b-\ln a$. The associated generalized Bernoulli polynomials $\mathfrak{B}_{n}(x ; a, b, c)$ are defined by (1.1), namely, $\frac{t}{b^{t}-a^{t}} c^{x t}=\frac{t}{e^{\beta t}-e^{\alpha t}} e^{\gamma x t}=\sum_{n=0}^{+\infty} \mathfrak{B}_{n}(x ; a, b, c) \frac{t^{n}}{n!}$. Following Expression (4.12) we have $\frac{t}{b^{t}-a^{t}}=\sum_{n=0}^{+\infty} n!\left[\sum_{s=0}^{n} \frac{(-\alpha)^{s}}{s!} \frac{v_{n-s}(\lambda)}{\lambda}\right] \frac{t^{n}}{n!}$, where $\left\{v_{n}(\lambda)\right\}_{n \in \mathbb{Z}}$ is a sequence (4.1) of coefficients $b_{n}(\lambda)=-\frac{\lambda^{n+1}}{(n+2)!}$ and initial conditions $v_{0}(\lambda)=1$ and $v_{-k}(\lambda)=0$, for every $k \geq 1$. Since $e^{\gamma x t}=\sum_{n=0}^{+\infty} \gamma^{n} x^{n} \frac{t^{n}}{n!}$, we derive,

$$
\frac{t}{b^{t}-a^{t}} c^{x t}=\left[\sum_{n=0}^{+\infty} \gamma^{n} x^{n} \frac{t^{n}}{n!}\right]\left[\sum_{n=0}^{+\infty} \Omega_{n}(\lambda) \frac{t^{n}}{n!}\right]=\sum_{n=0}^{+\infty} n!\left[\sum_{k+m=n} \frac{\gamma^{k}}{k!} x^{k} \frac{\Omega_{m}(\lambda)}{m!}\right] \frac{t^{n}}{n!},
$$

where $\Omega_{n}(\lambda)=n!\left[\sum_{s=0}^{n} \frac{(-\alpha)^{s}}{s!} \frac{v_{n-s}(\lambda)}{\lambda}\right]$. Comparing the former formula with Expression (1.1), we derive that the generalized Bernoulli polynomials $\mathfrak{B}_{n}(x ; a, b, c)$ are given by,

$$
\mathfrak{B}_{n}(x ; a, b, c)=n!\sum_{k+m=n} \frac{\gamma^{k}}{k!} \frac{\Omega_{m}(\lambda)}{m!} x^{k}=n!\sum_{k=0}^{n} \frac{\gamma^{k}}{k!} \frac{\Omega_{n-k}(\lambda)}{(n-k)!} x^{k} .
$$

Theorem 4.6. Under the preceding data, the generalized Bernoulli polynomials $\mathfrak{B}_{n}(x ; a, b, c)$ are given by one of the following three equivalent formulas,

$$
\begin{aligned}
& \mathfrak{B}_{n}(x ; a, b, c)=\sum_{k=0}^{n}(n-k)!\binom{n}{k} \gamma^{k}\left[\sum_{s=0}^{n-k} \frac{(-\alpha)^{s}}{s!} \frac{v_{n-k-s}(\lambda)}{\lambda}\right] x^{k}, \\
& \mathfrak{B}_{n}(x ; a, b, c)=\sum_{k=0}^{n}(n-k)!\binom{n}{k} \gamma^{k}\left[\sum_{s=0}^{n-k} \frac{(-\alpha)^{s}}{s!} \frac{B_{n-k-s}(\lambda)}{(n-k-s)!}\right] x^{k}, \\
& \mathfrak{B}_{n}(x ; a, b, c)=\sum_{k=0}^{n}\binom{n}{k} \gamma^{k}\left[\sum_{s=0}^{n-k}\binom{n-k}{s}(-\alpha)^{s} B_{n-k-s}(\lambda)\right] x^{k},
\end{aligned}
$$

where
$B_{n}(\lambda)=\frac{n!}{\lambda} \sum_{k_{0}+2 k_{1}+\cdots+n k_{n-1}=n}(-1)^{k_{0}+\ldots+k_{n-1}} \frac{\left(k_{0}+\cdots+k_{n-1}\right)!}{k_{0}!\cdots k_{n-1}!} \prod_{j=0}^{n-1}\left[\frac{\lambda^{j+1}}{(j+2)!}\right]^{k_{j}}$.
Taking into account, results of Theorems 4.1, 4.4, Corollary 4.5 and Expressions (4.10), (4.13), we can show that the generalized Bernoulli polynomials $\mathfrak{B}_{n}(x ; a, b, c)$ can be formulated in terms of the generalized Bernoulli numbers $B_{n}(a, b)$ and the usual Bernoulli numbers $B_{n}$.

Corollary 4.7. In terms of the generalized Bernoulli numbers $B_{n}(a, b)$, the generalized Bernoulli polynomials $\mathfrak{B}_{n}(x ; a, b, c)$ are given by,

$$
\mathfrak{B}_{n}(x ; a, b, c)=\sum_{k=0}^{n}\binom{n}{k} \gamma^{k} B_{n-k}(a, b) x^{k},
$$

for every $n \geq 1$, where $\gamma=\ln c$. In terms of the usual Bernoulli numbers $B_{n}$, we have the following formula,

$$
\mathfrak{B}_{n}(x ; a, b, c)=\sum_{k=0}^{n}\binom{n}{k} \lambda^{n-k-1} \gamma^{k}\left[\sum_{s=0}^{n-k}\binom{n-k}{s}(-\alpha)^{n-k-s} B_{s}\right] x^{k},
$$

for every $n \geq 1$.
Through Expression (4.10), with $\lambda=1$, and the Corollary 4.7, we can arrive at the combinatorial expression of the generalized Bernoulli polynomials.

Corollary 4.8. The combinatorial formula of the generalized Bernoulli polynomials $\mathfrak{B}_{n}(x ; a, b, c)$ is given by,

$$
\mathfrak{B}_{n}(x ; a, b, c)=\sum_{k=0}^{n}\binom{n}{k} \lambda^{n-k-1} \gamma^{k}\left[\sum_{s=0}^{n-k} s!\binom{n-k}{s}(-\alpha)^{n-k-s} B_{s}\right] x^{k}
$$

for every $n \geq 1$, where $\gamma=\ln c, B_{0}=1$ and

$$
B_{s}=s!\sum_{k_{0}+2 k_{1}+\cdots+s k_{s-1}=s} \frac{\left(k_{0}+\cdots+k_{n-1}\right)!}{k_{0}!\cdots k_{s-1}!} \prod_{j=0}^{s-1} a_{j}^{k_{j}} .
$$

## 5. Linear recursive approach for generalized Euler polynomials

### 5.1. Generalized Euler numbers $E_{n}(\lambda)$ and $E_{n}(a, b)$ by recursiveness of order $\infty$

The generalized Euler numbers $E_{n}(\lambda)$ are defined by their generating function as follows,

$$
\begin{equation*}
\frac{2}{e^{\lambda t}+1}=\sum_{n=0}^{+\infty} E_{n}(\lambda) \frac{t^{n}}{n!} \tag{5.1}
\end{equation*}
$$

We can show easily that for $\lambda=1$, we get the usual Euler numbers, namely, $E_{n}(1)=E_{n}$. The process used for expressing the Bernoulli numbers in terms of linear recursive relations (4.1), can also be applied for Euler numbers $E_{n}$. Indeed, we have

$$
\frac{2}{e^{\lambda t}+1}=\frac{2}{2+\sum_{n=0}^{+\infty} \lambda^{n} \frac{t^{n}}{n!}}=\frac{1}{1-\sum_{n=0}^{+\infty} b_{n}(\lambda) t^{n+1}}, \text { where } b_{n}(\lambda)=-\frac{\lambda^{n+1}}{2[(n+1)!]}
$$

Therefore, with the aid of Expression (4.4), we derive

$$
\frac{2}{e^{\lambda t}+1}=\sum_{n=0}^{+\infty} w_{n}(\lambda) t^{n}=\sum_{n=0}^{+\infty} n!w_{n}(\lambda) \frac{t^{n}}{n!}
$$

where $\left\{w_{n}(\lambda)\right\}_{n \in \mathbb{Z}}$ is a sequence (4.1) of coefficients $b_{n}(\lambda)=-\frac{\lambda^{n+1}}{2[(n+1)!]}$ and initial conditions $w_{0}=1, w_{-k}=0$ for $k \geq 1$. Using (4.4) and comparing with (5.1), we obtain,

$$
\begin{equation*}
E_{n}(\lambda)=n!w_{n}(\lambda)=n!\sum_{k_{0}+2 k_{1}+\cdots+n k_{n-1}=n} \frac{\left(k_{0}+\cdots+k_{n-1}\right)!}{k_{0}!\cdots k_{n-1}!} \prod_{j=0}^{n-1}\left[\frac{-\lambda^{j+1}}{2[(j+1)!]}\right]^{k_{j}} \tag{5.2}
\end{equation*}
$$

For $\lambda=1$, we get the following expression for Euler numbers,

$$
\begin{equation*}
E_{n}=E_{n}(1)=n!w_{n}(1)=n!\sum_{k_{0}+2 k_{1}+\cdots+n k_{n-1}=n} \frac{\left(k_{0}+\cdots+k_{n-1}\right)!}{k_{0}!\cdots k_{n-1}!} \prod_{j=0}^{n-1} b_{j}^{k_{j}} \tag{5.3}
\end{equation*}
$$

where $b_{j}=\frac{-1}{2[(j+1)!]}$. Expression (5.3) has been established in [3]. Since $b_{j}(\lambda)=$ $\lambda^{j+1}\left[\frac{-1}{2[(n+1)!]}\right]=\lambda^{j+1} b_{j}$, we derive that, $\prod_{j=0}^{n-1} b_{j}^{k_{j}}(\lambda)=\lambda^{\sum_{j=0}^{n-1}(j+1) k_{j}} \prod_{j=0}^{n-1} b_{j}^{k_{j}}=$ $\lambda^{n} \prod_{j=0}^{n-1} b_{j}^{k_{j}}$, for $\sum_{j=0}^{n-1}(j+1) k_{j}=n$. Therefore, Expressions (5.2)-(5.3), imply that,

$$
E_{n}(\lambda)=n!\lambda^{n} \sum_{k_{0}+2 k_{1}+\cdots+n k_{n-1}=n} \frac{\left(k_{0}+\cdots+k_{n-1}\right)!}{k_{0}!\cdots k_{n-1}!} \prod_{j=0}^{n-1} b_{j}^{k_{j}} \text {, i.e., } E_{n}(\lambda)=\lambda^{n} E_{n} .
$$

Let $a>0, b>0$, with $a \neq b$, and consider the generalized Euler numbers $E_{n}(a, b)$ defined as follows,

$$
\begin{equation*}
\frac{2}{b^{t}+a^{t}}=\sum_{n=0}^{+\infty} E_{n}(a, b) \frac{t^{n}}{n!} \tag{5.4}
\end{equation*}
$$

On the other hand, let $\lambda=\ln b-\ln a, \alpha=\ln a$ we have $\frac{2}{b^{t}+a^{t}}=\frac{2}{e^{\lambda t}+1} e^{-\alpha t}$, therefore,

$$
\frac{2}{e^{\lambda t}+1} e^{-\alpha t}=\left[\sum_{n=0}^{+\infty} n!w_{n}(\lambda) \frac{t^{n}}{n!}\right]\left[\sum_{n=0}^{+\infty}(-\alpha)^{n} \frac{t^{n}}{n!}\right]=\left[\sum_{n=0}^{+\infty} E_{n}(\lambda) \frac{t^{n}}{n!}\right]\left[\sum_{n=0}^{+\infty}(-\alpha)^{n} \frac{t^{n}}{n!}\right],
$$

where $E_{n}(\lambda)=n!w_{n}(\lambda)$ and $\left\{w_{n}(\lambda)\right\}_{n \in \mathbb{Z}}$ is a sequence (4.1) of coefficients $b_{n}(\lambda)=$ $-\frac{\lambda^{n+1}}{2[(n+1)!]}$ and initial conditions $w_{0}=1, w_{-k}=0$ for $k \geq 1$. Therefore, we have,

$$
\frac{2}{b^{t}+a^{t}}=\sum_{n=0}^{+\infty} n!\left[\sum_{p=0}^{n} \frac{E_{p}(\lambda)}{p!} \frac{(-\alpha)^{n-p}}{(n-p)!}\right] \frac{t^{n}}{n!}=\sum_{n=0}^{+\infty}\left[\sum_{p=0}^{n}\binom{n}{p} E_{p}(\lambda)(-\alpha)^{n-p}\right] \frac{t^{n}}{n!} .
$$

Comparing with Expression (5.4), we derive,

$$
\begin{equation*}
E_{n}(a, b)=\sum_{p=0}^{n}\binom{n}{p} E_{p}(\lambda)(-\alpha)^{n-p}=\sum_{p=0}^{n}\binom{n}{p} \lambda^{p}(-\alpha)^{n-p} E_{p} \tag{5.5}
\end{equation*}
$$

since $E_{n}(\lambda)=\lambda^{n} E_{n}$, where $E_{n}$ are the usual Euler numbers, namely.

$$
\begin{equation*}
E_{n}(a, b)=\sum_{p=0}^{n}\binom{n}{p}(\ln b-\ln a)^{p}(-\ln a)^{n-p} E_{p} \tag{5.6}
\end{equation*}
$$

### 5.2. Recursive approach for the generalized Euler polynomials $E_{n}(x ; a, b, c)$

Let $a, b, c>0$ be real numbers, with $a \neq b, c \neq 1$, and set $\alpha=\ln a, \beta=\ln b$, $\gamma=\ln c$ and $\lambda=\ln b-\ln a$. The associated generalized Euler polynomials
$\mathfrak{E}_{n}(x ; a, b, c)$ are defined by (1.2), namely, $\frac{2}{b^{t}+a^{t}} c^{x t}=\sum_{n=0}^{+\infty} \mathfrak{E}_{n}(x ; a, b, c) \frac{t^{n}}{n!}$. Following Expression (5.4) we have $\frac{2}{b^{t}+a^{t}}=\sum_{n=0}^{+\infty} E_{n}(a, b) \frac{t^{n}}{n!}$, we derive,

$$
\frac{2}{b^{t}+a^{t}} c^{x t}=\left[\sum_{n=0}^{+\infty} E_{n}(a, b) \frac{t^{n}}{n!}\right]\left[\sum_{n=0}^{+\infty} \gamma^{n} x^{n} \frac{t^{n}}{n!}\right]=\sum_{n=0}^{+\infty}\left[\sum_{p=0}^{n}\binom{n}{p} E_{n-p}(a, b) \gamma^{p} x^{p}\right] \frac{t^{n}}{n!}
$$

where $E_{n}(a, b)$ is given by Expressions (5.5)-(5.6).
Theorem 5.1. Let $a, b, c>0$ be real numbers, with $a \neq b$ and $c \neq 1$. Then, the generalized Euler polynomials $\mathfrak{E}_{n}(x ; a, b, c)$ are given by,

$$
\begin{equation*}
\mathfrak{E}_{n}(x ; a, b, c)=\sum_{p=0}^{n}\binom{n}{p} E_{n-p}(a, b)(\ln c)^{p} x^{p}, \text { for every } n \geq 0 \tag{5.7}
\end{equation*}
$$

where $E_{n}(a, b)$ is given by Expressions (5.5)-(5.6), or equivalently,

$$
\begin{equation*}
\mathfrak{E}_{n}(x ; a, b, c)=\sum_{p=0}^{n}\binom{n}{p}\left[\sum_{k=0}^{n-p}\binom{n-p}{k}(\ln b-\ln a)^{k}(-\ln a)^{n-p-k} E_{k}\right](\ln c)^{p} x^{p} \tag{5.8}
\end{equation*}
$$

where $E_{k}$ are the usual Euler numbers.
Expression (5.7) shows that the generalized Euler polynomials $\mathfrak{E}_{n}(x ; a, b, c)$ are expressed in terms of the generalized Euler numbers $E_{n}(a, b)$ and $\ln c$. Meanwhile, Expression (5.8) shows that the generalized Euler polynomials $\mathfrak{E}_{n}(x ; a, b, c)$ are expressed in terms of the usual Euler numbers $E_{n}$ and, the real numbers $\ln a, \ln b$ and $\ln c$. In the best of our knowledge these two formulas are not current in the literature.
Moreover, utilizing Expression (5.3), namely, $E_{k}=k!\sum_{\mathcal{S}_{k}}\binom{s_{0}+\cdots+s_{k-1}}{s_{0}, \ldots, s_{k-1}} \prod_{j=0}^{k-1} b_{j}^{s_{j}}$, where $\mathcal{S}_{k}=\left\{\left(s_{0}, s_{1}, \ldots, s_{k-1}\right) ; s_{0}+2 s_{1}+\cdots+k s_{k-1}=k\right\}$ and $\binom{s_{0}+\cdots+s_{k-1}}{s_{0}, \ldots, s_{k-1}}=$ $\frac{\left(s_{0}+\cdots+s_{k-1}\right)!}{s_{0}!\cdots s_{n-1}!}$, we get the following corollary.

Corollary 5.2. Let $a, b, c>0$ be real numbers, with $a \neq b$ and $c \neq 1$. Then, the combinatorial expression of the generalized Euler polynomials $\mathfrak{E}_{n}(x ; a, b, c)$ is given by,
$\mathfrak{E}_{n}(x ; a, b, c)=\sum_{p=0}^{n}\binom{n}{p}\left[\sum_{k=0}^{n-p} k!\binom{n-p}{k} \lambda^{k}(-\alpha)^{n-p-k} \sum_{\mathcal{S}_{k}}\binom{s_{0}+\cdots+s_{k-1}}{s_{0}, \ldots, s_{k-1}} \prod_{j=0}^{k-1} b_{j}^{s_{j}}\right] \gamma^{p} x^{p}$,
where $\mathcal{S}_{k}=\left\{\left(s_{0}, s_{1}, \ldots, s_{k-1}\right) ; s_{0}+2 s_{1}+\cdots+k s_{k-1}=k\right\}$ and
$\binom{s_{0}+\cdots+s_{k-1}}{s_{0}, \ldots, s_{k-1}}=\frac{\left(s_{0}+\cdots+s_{k-1}\right)!}{s_{0}!\cdots s_{n-1}!}$.

## 6. Concluding remarks and perspectives

In the preceding sections, we had used two approaches for studying the generalized Bernoulli and Euler polynomials, namely, the determinantal approach and the linear recursive sequences of order infinity. These approaches have allowed us to establish some new explicit compact formulas, for the generalized Bernoulli and Euler polynomials (1.1)-(1.2), in terms of generalized Bernoulli numbers and generalized Euler numbers, or the usual Bernoulli and Euler numbers. In addition, new properties were established and other known identities are recovered.

It seems for us that our approaches, for the generalized Bernoulli and Euler polynomial (1.1)-(1.2), are not current in the literature. On the other hand, it appears to us that these approaches can be applied to the generalized Genocchi polynomials.

Acknowledgements. The two first authors are partially supported by the DGRSDT Grant number C0656701. The third author is supported by PPGEdumat and the Profmat programs of the INMA-UFMS. He expresses his sincere thanks to the INMA and the UFMS for their valuable support and encouragements.

## References

[1] Abramowitz, M., Stegun, I.A.: Handbook of Mathematical Functions with formulas, Graphs and Mathematical Tables. Dover Publications, INC, New York (1965)
[2] Apostol, T.M.: Introduction to Analytic Number Theory. Springer-Verlag New York Heidelberg Berlin (1976)
[3] Belbachir, H., Spreafico, E. V. P., Rachidi, M.: Linear recursive relation for Bernoulli numbers and applications. J. Ramanujan Soc. Math. Math. Sci. Vol. 8, No. 1, 7-30 (2020)
[4] Belbachir, H., Hadj-Brahim, S.: Some explicit formulas for Euler-Genocchi polynomials. Integers 19, A28, 14 p. (2019)
[5] Belbachir, H., Hadj-Brahim, S., Rachidi, M.: On another approach for a family of Appell polynomials. Filomat 12, 4155-4164 (2018)
[6] Bernoussi, B., Motta, W., Rachidi, M., Saeki, O.: Approximation of $\infty$-generalized Fibonacci sequences and their asymptotic Binet Formula. Fibonacci Quart. 39, 168-180 (2001)
[7] Carlitz, L.: $q$-Bernoulli numbers and polynomials. Duke Math. J. 15, 987-1050 (1948)
[8] Carlitz, L.: Expansions of $q$-Bernoulli numbers. Duke Math. J. 25, 355-364 (1958)
[9] Chaoui, F., Moulin, M., Rachidi, M.: Application of Markov chains properties to $\infty$ generalized Fibonacci sequences. Fibonacci Quart. 40 (5), 453-459 (2002)
[10] Cheon, G. S.: A note on the Bernoulli and Euler polynomials. Appl. Math. Lett. 16, 365-368 (2003)
[11] Choi, J., Anderson, P.J., Srivastava, H.M.: Some $q$-extensions of the Apostol-Bernoulli and the Apostol-Euler polynomials of order $n$ and the multiple Hurwitz zeta function. Appl. Math. Comput. 199, 723-737 (2008)
[12] Comtet, L.: Advanced Combinatorics, The Art of Finite and Infinite Expansions, revised and enlarged edition, D. Reidel Publishing Co., Dordrecht and Boston (1974)
[13] Kargin, L., Kurt, V.: On the generalization of the Euler polynomials with the real parameters. Appl. Math. Comput. 218, 856-859 (2011)
[14] Luo, Q.M., Guo, B.N., Qi, F., Debnath, L.: Generalizations of Bernoulli numbers and polynomials. Int. J. Math. Math. Sci. 59, 3769-3776 (2003)
[15] Luo, Q.M., Qi, L.F., Debnath, L.: Generalization of Euler numbers and polynomials. Int. J. Math. Math. Sci. 61, 3893-3901 (2003)
[16] Mihoubi, M.: Bell polynomials and binomial type sequences. Discrete Math. 308, no. 12, 2450-2459 (2008)
[17] Mouline, M., Rachidi, M.: $\infty$-generalized Fibonacci sequences and Markov chains. Fibonacci Quart. 38-4, 364-371 (2000)
[18] Nörlund, N.E.: Vorlesungen uber Differentzenrechnung, Springer-Verlag, Berlin, 1924; Reprinted by Chelsea Publishing Company, Bronx, New York (1954)
[19] Pereira-Spreafico, E.V., Rachidi, M.: New approach of Bernoulli and Genocchi Numbers and their associated polynomials, via generalized Fibonacci sequences of order. In CNMAC 2018 - XXXVIII Congresso Nacional de Matemática Aplicada e Computacional. SBMAC, (2018), doi:10.5540/03.2018.006.02.0436
[20] Qi, F., Chapman, R.J.: Two closed forms for the Bernoulli polynomials. J. Number Theory 159, 89-100 (2016)
[21] Srivastava, H.M., Garg, M., Choudhary, S.: A new generalization of the Bernoulli and related polynomials. Russ. J. Math. Phys. 17, 251-261 (2010)
[22] Srivastava, H.M., Garg, M., Choudhary, S.: Some new families of the generalized Euler and Genocchi polynomials. Taiwanese J. Math. 15, 283-305 (2011)
[23] Zhang, Z., Yang, J.Z.: Notes on some identities related to the partial Bell polynomials. Tamsui Oxf. J. Inform. and Math. Sci. 28, 39-48 (2012)

Received: 16 December 2022/Accepted: 30 March 2023/Published online: 14 April 2023
Hacène Belbachir
USTHB, Mathematics Faculty, RECITS Laboratory, Po. Box 32, El-Alia, 16111 Bab-Ezzouar, Algiers, Algeria
Centre de Recherche en Information Scientifique et Technique, CERIST 5, rue des trois frères Aissou, Ben Aknoun, Algiers, Algeria
hbelbachir@usthb.dz
Slimane Hadj-Brahim
USTHB, Mathematics Faculty, RECITS Laboratory, Po. Box 32, El-Alia, 16111 Bab-Ezzouar, Algiers, Algeria
bhadj@usthb.dz
Mustapha Rachidi
Mathematics Institute, UFMS, Campo Grande-MS, Brazil
mu.rachidi@gmail.com, mustapha.rachidi@ufms.br
https://orcid.org/0000-0002-8210-7383
(C) The copyright of this article is retained by the Author(s).

Open Access. This article is published in open access form and licensed under the terms of the Creative Commons Attribution-NonCommercial-ShareAlike 4.0 International (CC BY-NC-SA 4.0) (http://creativecommons.org/licenses/by-nc-sa/4.0/).

