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Optimality and duality for a weakly efficient solution of
bilevel multiobjective fractional programming problems

with extremal-value function

Ahmed Rikouane

Abstract. The purpose of this paper is to establish necessary and sufficient optimality con-

ditions and some duality results for weakly efficient solutions of a constrained bilevel multiob-

jective fractional programming problem (P ) with an extremal-value function. Using parametric

approach, the problem (P ) is first equivalently transformed into a parametric problem (Pµ) with

µ ∈ Rp, for which we construct then a dual problem. This is achieved in terms of conjugate

duality theory. Under appropriate assumptions, the weak and strong duality results for (Pµ)

are presented. These results permit us to give dual characterizations for the weakly efficient

solutions of the problem (P ).

1. Introduction

Bilevel programming problems are hierarchical optimization problems in which
their constraints and/or the objective function of the so-called upper level prob-
lem is determined implicitly by the solution set of another parametric optimization
problem called the lower level problem. This class of optimisation problems plays
an important role in a variety of fields, such as electricity markets [25], trans-
portation planning and management problems [26], medical engineering [10] and
optimal allocation of water resources [2]. When the set of solutions of the lower
level problem is a singleton, the bilevel problem is called bilevel programming
problem with extremal-value function. Among the large number papers treat
bilevel problems [1, 9, 24]. Dempe [9] studied a bilevel programming problem
with an extremal-value function and developed necessary and sufficient optimality
conditions. Aboussoror and Adly [1] considered a bilevel nonlinear optimization
problem with an extremal value function and obtained necessary and sufficient op-
timality conditions under constraint qualifications and via the Fenchel-Lagrange
duality approach. Recently, Wang et al. [24] considered a bilevel multiobjective
program with extremal-value function, and obtained optimality conditions and
duality results under a generalized Slater-type constraint qualification.

Fractional multiobjective programming problem has many applications such
management science, operational research, economics and information theory (see
Stancu-Minasian [19, 20]). Many researchers have made contributions in the field
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of fractional multiobjective programming, one can see for example [4, 5, 6, 12,
16, 18, 21] and the references therein. Bector et al. [4] presented a duals and
duality results for multiobjective fractional problems under some differentiability
assumptions. Singh and Hanson [18] established various duality results associating
properly efficient solutions for a multiobjective fractional programming problem.
Kim et al. [12] gave ϵ-optimality conditions for multiobjective fractional optimiza-
tion problems by using the concept of epigraphs of conjugate functions in terms
of ϵ-subdifferentials computed at a optimal solution. Ram U. Verma [6] reformu-
lated the multiobjective fractional programming problem as a scalar optimization
problem and obtained a necessary and sufficient ϵ-optimality conditions for it.
Recently, Moustaid et al. [16] established sequential approximate weak optimal-
ity conditions for multiobjective fractional programming problems via sequential
subdifferential calculus.

The aim of this paper is to extend the approach in [1, 24] to a bilevel multi-
objective fractional programming problem (see [14])

(P ) v−min
x∈C

{
f1(x, υ(x))

g1(x, υ(x))
, . . . ,

fp(x, υ(x))

gp(x, υ(x))

}
,

where C := {x ∈ X, G(x, υ(x)) ≤Rq
+

0} and v(x) is the optimal value of the

following problem parametrized by x

(Px) min
y∈A

f(x, y).

The notation ”v−min” refers to a vector minimum problem. By using the paramet-
ric approach of Dinkelbach [8], we transform the problem (P ) into the nonfractional
multiobjective bilevel convex optimization problem (Pµ) with parameter µ ∈ Rp

(see, for instance [3, 5, 6, 11, 12]), and by applying a linear scalarizing functional
to the objective function of the problem (Pµ). A necessary and sufficient opti-
mality conditions are established. The structure of the scalar problem gives an
idea about how to construct a multiobjective dual problem of the problem (Pµ).
Under a standard constraint qualification and some convexity and monotonicity
assumptions, the weak and strong duality results for (Pµ) are proved. These re-
sults permit us to give dual characterizations for the weakly efficient solutions of
the problem (P ).

This paper is organized as follows. In Section 2, we recall some notions and
definitions and we give some preliminary results which are used later. In Section 3,
by using the parametric approach, we attach to the bilevel multiobjective fractional
problem (P ) a parametric problem (Pµ) with µ ∈ Rp, and by using the scalar
method, we associate the problem (Pµ) to a scalar problem (Pµ

λ ), λ ∈ Rp. A
strong duality theorem and optimality conditions are established. In Section 4,
we construct a dual problem to (Pµ) by using the dual of the scalarized problem.
Under appropriate assumptions, the weak and strong duality results are presented.
In Section 5, we present an example illustrating the main result of this study.
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2. Preliminaries and basic definitions

In this section, we give some definitions and preliminary results which will be
used throughout this paper. Let X be nonempty subset of Rn. We denote by
ri(X) the relative interior of the set X, by xT y the inner product of the vectors
x = (x1, . . . , xp), y = (y1, . . . , yp) ∈ Rp and by Rp

+ the non-negative orthant of Rp,
defined by

Rp
+ := {u = (u1, . . . , up) ∈ Rp, ui ≥ 0, i = 1, . . . , p}.

For x, y ∈ Rp we denote x ≤Rp
+
y ( or y ≥Rp

+
x) if y − x ∈ Rp

+.

For a function f : Rn −→ R := R ∪ {±∞}, the set defined by

dom(f) := {x ∈ Rn, f(x) < +∞}

denotes the effective domain of f . We say that f is proper if dom(f) ̸= ∅ and
f(x) > −∞ for all x ∈ Rn. We shall denote by δX and σX the indicator and the
support functions of a nonempty subset X ⊂ Rn, respectively, defined on Rn by

δX(x) :=

{
0, if x ∈ X
+∞, otherwise

, σX(p∗) := sup
x∈X

p∗Tx, ∀p∗ ∈ Rn.

The normal cone to X at x̄ ∈ X is defined by

N(x̄, X) := {x∗ ∈ Rn, x∗T (x− x̄) ≤ 0, ∀x ∈ X}.

A function f : Rn −→ R is said to be Rn
+-increasing if for each x, y ∈ Rn, we have

x ≤Rn
+
y =⇒ f(x) ≤ f(y).

The function defined by

f∗ : Rn −→ R, f∗(x∗) := sup
x∈Rn

{x∗Tx− f(x)}.

is called the conjugate function of f . We have the so-called Young-Fenchel in-
equality

f∗(x∗) + f(x) ≥ x∗Tx, ∀x, x∗ ∈ Rn. (2.1)

It is well known that for a non-negative real number λ,

(λf)∗(x∗) :=


λf∗(x

∗

λ ), if λ > 0,

δ{0}(x
∗), if λ = 0.

Let K ⊆ Rp be a convex cone. The dual cone K∗ of K is defined by

K∗ := {x∗ ∈ Rp, x∗Tx ≥ 0, ∀x ∈ K}.
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Lemma 2.1 (cf. [7, Lemma 2.1]). Let K ⊆ Rp be a convex cone and h : Rp −→ R
a proper and K-increasing function. Then h∗(x∗) = +∞ for all x∗ /∈ K∗.

Let g : Rq −→ Rp ∪ {+∞Rp} be a given vector valued function. The function
g is called Rp

+-convex if for all x, y ∈ Rq and all t ∈ [0, 1] we have

g(tx+ (1− t)y) ≤Rp
+
tg(x) + (1− t)g(y).

Furthermore, g is called (Rq
+,R

p
+)-increasing if for each x, y ∈ Rq we have

x ≤Rq
+
y =⇒ g(x) ≤Rp

+
g(y).

Let h : Rn −→ Rq ∪ {+∞Rq} be a mapping, then the composed mapping g ◦ h :
Rn −→ Rp ∪ {+∞Rp} is defined by

(g ◦ h)(x) :=


g(h(x)), if x ∈ dom(h),

+∞Rp , otherwise.

It is easy to see that if g : Rq −→ Rp∪{+∞Rp} is Rp
+-convex, (R

q
+,R

p
+)-increasing

on dom(g) and h : Rn −→ Rq ∪ {+∞Rq} is Rq
+-convex with h(dom(h)) ⊆ dom(g),

then the composed mapping g ◦ h is Rp
+-convex.

In this paper we adopt the conventions that 0×(±∞) = 0 and a×(±∞) = ±∞,
for all a > 0.

Let us recall the following lemmas can be found in [13, 17].

Lemma 2.2 (cf. [17, Theorem 16.4]). Let gi : Rn −→ R (i = 1, . . . ,m) be proper
convex functions. If ∩m

i=1ri(dom(gi)) ̸= ∅, then

(i) (
∑m

i=1 gi)
∗
(x∗) = inf {

∑m
i=1 g

∗
i (x

∗
i ) : x∗ =

∑m
i=1 x

∗
i };

(ii) for all x∗ ∈ Rn, the infimum in (i) is attained.

Lemma 2.3 ([13]). Let h = (h1, . . . , hn) with hi : Rm −→ R (i = 1, . . . , n) be
convex functions, and g : Rn −→ R be proper convex and Rn

+-increasing function.
If h(∩n

i=1dom(hi)) ∩ int(dom(g)) ̸= ∅, then

(g ◦ h)∗(x∗) = inf
r∈Rn

+

{
g∗(r) +

(
n∑

i=1

rihi

)∗

(x∗)

}
,

where for any x∗ ∈ Rm the infimum is attained.

Let x be a feasible point of (P ) i.e., x ∈ C and v(x) is the optimal value of the
lower level problem (Px). We will denote the set of the feasible solution of (P ) as
Ω, that is

Ω := {x ∈ X, G(x, υ(x)) ≤Rq
+
0 and v(x) is the optimal value of (Px)}.
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Definition 2.4. An element x ∈ Ω is said to be
- efficient solution for (P ) if there is no x ∈ Ω such that

fi(x, υ(x))

gi(x, υ(x))
≤ fi(x, υ(x))

gi(x, υ(x))
, for each i ∈ {1, . . . , p},

fj(x, υ(x))

gj(x, υ(x))
<

fj(x, υ(x))

gj(x, υ(x))
, for some one j ∈ {1, . . . , p};

- weakly efficient solution for (P ) if there is no x ∈ Ω such that

fi(x, υ(x))

gi(x, υ(x))
<

fi(x, υ(x))

gi(x, υ(x))
, for each i ∈ {1, . . . , p}.

3. Problem formulation

In this section, we consider the following bilevel multiobjective fractional program-
ming problem with an extremal-value function

(P ) v−min
x∈C

{
f1(x, υ(x))

g1(x, υ(x))
, . . . ,

fp(x, υ(x))

gp(x, υ(x))

}
,

where C := {x ∈ X, G(x, υ(x)) ≤Rq
+
0} ≠ ∅ and v(x) is the optimal value of the

lower level problem

(Px) min
y∈A

f(x, y),

Herein, X is a nonempty convex subset of Rn, A is a nonempty subset of Rm

compact and convex, fi,−gi : Rn ×R −→ R, i = 1, . . . , p, Gj : Rn ×R −→ R, j =
1, . . . , q are convex functions and Rn+1

+ -increasing, f : Rn × Rm −→ R is a con-
vex function. Moreover, we assume that for any x ∈ C, fi(x, v(x)) ≥ 0 and
gi(x, v(x)) > 0, i = 1, . . . , p.

We mention that the functions fi, gi, i = 1, . . . , p and Gj , j = 1, . . . , q
are all continuous since int(dom(fi)) = int(dom(gi)) = Rn+1, i = 1, . . . , p and
int(dom(Gj)) = Rn+1, j = 1, . . . , q. Moreover, one can see that the function
v : Rn −→ R is finite, convex, continuous and for each x ∈ Rn there exists y ∈ A
such that v(x) = f(x, y).

The following notation will be considered in what follows

µi :=
fi(x, υ(x))

gi(x, υ(x))
, x ∈ Ω and µ = (µ1, . . . , µp) ∈ Rp

+.

Using the parametric approach of Dinkelbach [8], we transform the bilevel multi-
objective fractional programming problem (P ) into an equivalently bilevel vector
convex nonfractional programming problem defined as follows

(Pµ) v−min
x∈C

{f1(x, υ(x))− µ1g1(x, υ(x)), . . . , fp(x, υ(x))− µpgp(x, υ(x))} ,
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where

x ∈ Ω = {x ∈ X, G(x, υ(x)) ≤Rq
+
0 and v(x) is the optimal value of (Px)}.

Let us consider the following auxiliary functions defined by (see [16])

Fi : Rn × R −→ R
(x, y) −→ Fi(x, y) := fi(x, y)− µigi(x, y)

(i = 1, . . . , p)

Then, the problem (Pµ) may be written equivalently as

(Pµ) v−min
x∈C

F (x, υ(x)),

where
F : Rn × R −→ Rp

(x, y) −→ F (x, y) := (F1(x, y), . . . , Fp(x, y)).

Let h : Rn −→ Rn+1 be a function defined by (see [1])

h(x) := (h1(x), . . . , hn+1(x)) = (x, v(x)),

It is clear that the function h is Rn+1-convex, continuous and h(dom(h)) ⊆ Rn+1

since the function v : Rn −→ R is finite, convex and continuous. Then, the problem
(Pµ

λ ) will be like the following

(Pµ) v−min
x∈C

F (h(x)).

Definition 3.1. An element x ∈ Ω is said to be a weakly efficient solution for
(Pµ) if there is no x ∈ Ω such that

Fi(h(x)) < Fi(h(x)), for each i ∈ {1, . . . , p}.

In order to characterize the weakly efficient solutions of (Pµ), we consider the
scalar problem corresponding to (Pµ) as follows

(Pµ
λ )

{
minλTF (h(x)),
x ∈ C,

where λ = (λ1, . . . , λp) ∈ Rp
+\{0}.

A point x ∈ Ω is called an optimal solution of the scalar problem (Pµ
λ ) if

λTF (h(x)) ≤ λTF (h(x)), ∀x ∈ Ω.

We will need the following lemma.

Lemma 3.2 (cf. [18, Theorem 2]). The point x ∈ Ω is an efficient solution of
(P ) if and only if x is an efficient solution of (Pµ) where µ = (µ1, . . . , µp) and

µi =
fi(x,v(x))
gi(x,v(x))

, i = 1, . . . , p.
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The relationship linking (P ), (Pµ) and (Pµ
λ ) which will be useful for our pur-

poses are stated in the following result.

Lemma 3.3. Suppose that x ∈ Ω. Then the following statements are equivalent

(i) x is a weakly efficient solution for problem (P ) ;

(ii) x is a weakly efficient solution for problem (Pµ) where µi =
fi(x,v(x))
gi(x,v(x))

, i =
1, . . . , p;

(iii) x is an optimal solution for problem (Pµ
λ ) where µi =

fi(x,v(x))
gi(x,v(x))

, i = 1, . . . , p

and for some λ ∈ Rp
+\{0}.

Proof. (i) =⇒ (ii) Assume that x is not a weakly efficient solution of (Pµ), then
there exists x ∈ Ω such that

(fi(x, υ(x))− µigi(x, υ(x))) < 0 = (fi(x, υ(x))− µigi(x, υ(x))), ∀i ∈ {1, . . . , p}.
(3.1)

Since gi(x, υ(x)) > 0, it follows from (3.1) that

fi(x, υ(x))

gi(x, υ(x))
< µi =

fi(x, υ(x))

gi(x, υ(x))
, ∀i ∈ {1, . . . , p},

this leads to a contradiction.
(ii) =⇒ (i) The proof of is similar to (i) =⇒ (ii), so that (i) is equivalent to (ii).
(ii) =⇒ (iii) Let x ∈ Ω be a weakly efficient solution of (Pµ) where µi =
fi(x,v(x))
gi(x,v(x))

, i = 1, . . . , p. Then, there exists no x ∈ Ω such that

Fi(h(x)) < Fi(h(x)) = 0, ∀i ∈ {1, . . . , p},

i.e,
F (h(Ω)) ∩ (−intRp

+) = ∅.
Since F (h(Ω)) is Rp

+-convex ( F (h(Ω)) +Rp
+ is convex), therefore, it follows from

separation theorem that there exists λ = (λ1, . . . , λp) ∈ Rp
+\{0} such that

λTF (h(x)) =

p∑
i=1

λiFi(h(x)) ≥ 0 =

p∑
i=1

λiFi(h(x)) = λTF (h(x)).

Thus, x is an optimal solution of (Pµ
λ ).

(iii) =⇒ (ii) Assume that x ∈ Ω is not a weakly efficient solution of (Pµ), then
there exists x ∈ Ω such that

Fi(h(x)) < 0 = Fi(h(x)), ∀i ∈ {1, . . . , p}.

For λ = (λ1, . . . , λp) ∈ Rp
+\{0}, it follows

p∑
i=1

λiFi(h(x)) < 0 =

p∑
i=1

λiFi(h(x)).

This contradicts the fact that x is an optimal solution of (Pµ
λ ).
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Obviously, the problem (Pµ
λ ) is a composed convex optimization problem.

Then, we can construct its Lagrangian dual problem as follows (see [1, 17, 22, 23]).

(Dµ
λ) sup

r∈Rq
+

inf
x∈Rn

{
(λTF + rTG)(h(x)) + δX(x)

}
, where λ ∈ Rp

+\{0}.

It is easy to check that hi is a finite convex function for every i ∈ {1, . . . , n+1}, and
since λ ∈ Rp

+\{0} and r ∈ Rq
+, therefore it follows that the function λTF + rTG

is finite valued convex and Rn+1
+ -increasing. It follows from Lemmas 2.2 and 2.3

that the dual (Dµ
λ) will be, then

(Dµ
λ) sup

(r,s,w,t)∈Y

{
−

p∑
i=1

λiF
∗
i (wi)− (rTG)∗

(
s−

p∑
i=1

λiwi

)
− (sTh)∗(t)− σX(−t)

}
where

Y :=
{
(r, s, w, t), r ∈ Rq

+, s ∈ Rn+1
+ , t ∈ Rn, w = (w1, . . . , wp),

wi ∈ Rn+1, i = 1, . . . , p
}
.

Since the functions fi, (−µigi), i = 1, . . . , p satisfy all the assumptions of Lemma
2.2, then for each i ∈ {1, . . . , p}, we have

F ∗
i (wi) =(fi + (−µigi))

∗(wi) = inf{f∗
i (ui) + (−µigi)

∗(vi), ui + vi = wi}
=− sup{−f∗

i (ui)− (−µigi)
∗(vi), ui + vi = wi}.

Hence, the problem (Dµ
λ) rewrites as

sup
(r,s,u,v,t)∈Y λ

{
−

p∑
i=1

λi[f
∗
i (ui) + (−µigi)

∗(vi)]− (rTG)∗
(
s−

p∑
i=1

λi(ui + vi)
)

− (sTh)∗(t)− σX(−t)

}
where

Y λ :=
{
(r, s, u, v, t), r ∈ Rq

+, s ∈ Rn+1
+ , t ∈ Rn, u = (u1, . . . , up),

v = (v1, . . . , vp), ui, vi ∈ Rn+1, i = 1, . . . , p
}
.

We denote by val(Pµ
λ ) and val(Dµ

λ) the optimal values of the problem (Pµ
λ )

and (Dµ
λ) , respectively. The weak duality always holds, i.e.

val(Pµ
λ ) ≥ val(Dµ

λ). (3.2)

In the following, to derive the strong duality theorem and the optimality con-
ditions, we need a so-called constraint qualification

(CQ) ∃x ∈ ri(X) such that


Gi(h(x)) ≤ 0, if i ∈ L

Gi(h(x)) < 0, if i ∈ N,
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where L = {i ∈ {1, . . . , q} : Gi ◦ h is an affine function} and N = {1, . . . , q}\L.
In what follows, we will need the following strong duality theorem (see [23,

Theorem 3.2]).

Theorem 3.4 (Strong duality for (Pµ
λ )). If (CQ) is fulfilled and val(Pµ

λ ) is finite,
then the problem (Dµ

λ) has an optimal solution and it holds

val(Pµ
λ ) = val(Dµ

λ).

For λ = (λ1, . . . , λp) ∈ Rp
+\{0}, let Iλ = {i ∈ {1, . . . , p}, λi > 0}. Now, we

derive a necessary and sufficient optimality conditions for the problem (Pµ
λ ) and

its dual (Dµ
λ).

Theorem 3.5. (1) Let x ∈ C and µ = (µ1, . . . , µp) ∈ Rp
+ with µi =

fi(x,v(x))
gi(x,v(x))

, i =

1, . . . p. Suppose that the constraint qualification (CQ) is satisfied at x. If x is a
weakly efficient solution of (Pµ), then there exist λ ∈ Rp

+\{0}, r ∈ Rq
+, s ∈ Rn+1

+ ,

t ∈ Rn and ui, vi ∈ Rn+1
+ , i ∈ Iλ such that the following optimality conditions hold

(i) fi(h(x)) + f∗
i (ui) = uT

i h(x), ∀i ∈ Iλ,

(ii) (−µigi)(h(x)) + (−µigi)
∗(vi) = vTi h(x), ∀i ∈ Iλ,

(iii) rTG(h(x))+ (rTG)∗
(
s−

∑
i∈Iλ

λi(ui + vi)
)
=
(
s−

∑
i∈Iλ

λi(ui + vi)
)T

h(x),

(iv) sTh(x) + (sTh)∗(t) = t
T
x,

(v) σX(−t) = −t
T
x,

(vi) rTG(h(x)) = 0.

(2) Let x ∈ C, µ = (µ1, . . . , µp) ∈ Rp
+ with µi =

fi(x,v(x))
gi(x,v(x))

, i = 1, . . . p. If x ∈ Ω

such that for some λ ∈ Rp
+\{0}, r ∈ Rq

+, s ∈ Rn+1
+ , t ∈ Rn and ui, vi ∈ Rn+1

+ , i ∈
Iλ, the conditions (i) − (vi) are satisfied, then x is a weakly efficient solution of
(Pµ).

Proof. (1) Let x be a weakly solution of (Pµ). According to Lemma 3.3, there
exists λ = (λ1, . . . , λp) ∈ Rp

+\{0} such that x is an optimal solution of the scalar
problem (Pµ

λ ). Because the constraint qualification (CQ) is fulfilled, by the The-
orem 3.4, there exist r ∈ Rq

+, s ∈ Rn+1
+ , t ∈ Rn and ui, vi ∈ Rn+1

+ , i ∈ Iλ, such
that∑
i∈Iλ

λiFi(h(x)) =−
∑
i∈Iλ

λi[f
∗
i (ui) + (−µigi)

∗(vi)]− (rTG)∗
(
s−

∑
i∈Iλ

λi(ui + vi)
)

− (sTh)∗(t)− σX(−t).

(3.3)
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The last equality is equivalent to

0 =

{∑
i∈Iλ

λi[fi(h(x)) + f∗
i (ui)− uT

i h(x)]

}

+

{∑
i∈Iλ

λi[(−µigi)(h(x)) + (−µigi)
∗(vi)− vTi h(x)]

}

+

{
rTG(h(x)) + (rTG)∗

(
s−

∑
i∈Iλ

λi(ui + vi)
)
−
(
s−

∑
i∈Iλ

λi(ui + vi)
)T

h(x)

}
+
{
sTh(x) + (sTh)∗(t)− t

T
x
}
+
{
σX(−t) + t

T
x
}
− rTG(h(x).

(3.4)

It follows that from the Young-Fenchel inequality (2.1), the following relations
hold:

fi(h(x)) + f∗
i (ui)− uT

i h(x) ≥ 0, ∀i ∈ Iλ;

(−µigi)(h(x)) + (−µigi)
∗(vi)− vTi h(x) ≥ 0, ∀i ∈ Iλ;

rTG(h(x)) + (rTG)∗
(
s−

∑
i∈Iλ

λi(ui + vi)
)
−
(
s−

∑
i∈Iλ

λi(ui + vi)
)T

h(x) ≥ 0;

sTh(x) + (sTh)∗(t)− t
T
x ≥ 0;

σX(−t) + t
T
x ≥ 0.

(3.5)
Since r ∈ Rq

+ and x ∈ C, there is −rTG(h(x)) ≥ 0. By the inequalities (3.5), it
follows that all the terms of the sum in (3.4) must be equal to zero. Then, the
equalities (i)− (vi) hold.
(2) Assume that x ∈ Ω such that for some λ ∈ Rp

+\{0}, r ∈ Rq
+, s ∈ Rn+1

+ , t ∈ Rn

and ui, vi ∈ Rn+1
+ , i ∈ Iλ, the conditions (i)− (vi) are satisfied. Then, we have

−
∑
i∈Iλ

λif
∗
i (ui)−

∑
i∈Iλ

λi(−µigi)
∗(vi)− (rTG)∗

(
s−

∑
i∈Iλ

λi(ui + vi)
)

− (sTh)∗(t)− σX(−t) =
∑
i∈Iλ

λiFi(h(x)),

and, since val(Pµ
λ ) = inf(Pµ

λ ) and val(Dµ
λ) = max(Dµ

λ), we get

val(Dµ
λ) ≥−

∑
i∈Iλ

λif
∗
i (ui)−

∑
i∈Iλ

λi(−µigi)
∗(vi)− (rTG)∗

(
s−

∑
i∈Iλ

λi(ui + vi)
)

− (sTh)∗(t)− σX(−t)

=
∑
i∈Iλ

λiFi(h(x)) ≥ val(Pµ
λ ).

This proves the equality (3.3) results and shows that x is an optimal solution to
(Pµ

λ ). Apply Lemma 3.3, x is a weakly efficient solution of (Pµ).



Bilevel multiobjective fractional programming problems 191

4. The multiobjective dual problem

For a given λ = (λ1, . . . , λp) ∈ Rp
+\{0} let be |λ| :=

∑p
i=1 λi. In this section, we

establish under constraint qualifications the weak and strong duality theorems of
the problem (Pµ) and its dual multiobjective optimization problem (Dµ) defined
by

(Dµ)

{
v−maxH(r, s, u, v, t, λ, α),
s.t (r, s, u, v, t, λ, α) ∈ B

where

H(r, s, u, v, t, λ, α) :=


H1(r, s, u, v, t, λ, α)

.

.

.
Hp(r, s, u, v, t, λ, α)


with

Hi(r, s, u, v, t, λ, α) :=− f∗
i (ui)− (−µigi)

∗(vi)−
1

|λ|

[
(rTG)∗

(
s−

∑
i∈Iλ

λi(ui + vi)
)

+ (sTh)∗(t) + σX(−t)
]
+ αi, ∀i ∈ {1, . . . , p},

and the set of constraints

B :=

{
(r, s, u, v, t, λ, α) : r ∈ Rq

+, s ∈ Rn+1
+ ,t ∈ Rn, u = (u1, . . . , up),

v = (v1, . . . , vp), ui, vi ∈Rn+1
+ , i = 1, . . . , p, λ ∈ Rp

+\{0},

α = (α1, . . . , αp) ∈ Rp,

p∑
i=1

λiαi = 0

}
.

Definition 4.1. An element (r, s, u, v, t, λ, α) ∈ B is said to be a weakly efficient
solution of the problem (Dµ), if there exists no (r, s, u, v, t, λ, α) ∈ B such that

Hi(r, s, u, v, t, λ, α) > Hi(r, s, u, v, t, λ, α) for all i = 1, . . . , p.

The following theorem states the weak duality assertion between the bilevel
multiobjective problem (Pµ) and its dual (Dµ).

Theorem 4.2 (Weak duality). There is no x ∈ Ω and no (r, s, u, v, t, λ, α) ∈ B
such that Fi(h(x)) < Hi(r, s, u, v, t, λ, α) for all i = 1, . . . , p.

Proof. In order to prove the theorem, assume that there exist (r, s, u, v, t, λ, α) ∈ B
and x ∈ Ω such that Fi(h(x)) < Hi(r, s, u, v, t, λ, α) for all i = 1, . . . , p. This
implies that

p∑
i=1

λiFi(h(x)) <

p∑
i=1

λiHi(r, s, u, v, t, λ, α), ∀λ ∈ Rp
+\{0}. (4.1)
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On the other hand,

p∑
i=1

λiHi(r, s, u, v, t, λ, α) =
∑
i∈Iλ

λiHi(r, s, u, v, t, λ, α)

=
∑
i∈Iλ

λi

[
− f∗

i (ui)− (−µigi)
∗(vi)

− 1

|λ|

(
(rTG)∗

(
s−

p∑
i=1

λi(ui + vi)
)

+ (sTh)∗(t) + σX(−t)
)
+ αi

]
,

and as |λ| =
∑p

i=1 λi =
∑

i∈Iλ
λi and

∑
i∈Iλ

λiαi =
∑p

i=1 λiαi = 0, we obtain

∑
i∈Iλ

λiHi(r, s, u, v, t, λ, α) =−
∑
i∈Iλ

λif
∗
i (ui)−

∑
i∈Iλ

λi(−µigi)
∗(vi)

− (rTG)∗
(
s−

∑
i∈Iλ

λi(ui + vi)
)

− (sTh)∗(t)− σX(−t).

From the Young-Fenchel inequality (2.1), the following relations hold



−
∑
i∈Iλ

λif
∗
i (ui) ≤

∑
i∈Iλ

λifi(h(x))−
∑
i∈Iλ

λiu
T
i h(x);

−
∑
i∈Iλ

λi(−µigi)
∗(vi) ≤

∑
i∈Iλ

λi(−µigi)(h(x))−
∑
i∈Iλ

λiv
T
i h(x);

− (rTG)∗
(
s−

∑
i∈Iλ

λi(ui + vi)
)
≤ rTG(h(x))−

(
s−

∑
i∈Iλ

λi(ui + vi)
)T

h(x);

− (sTh)∗(t) ≤ sTh(x)− tTx;

− σX(−t) ≤ tTx.
(4.2)

and adding them up, we have∑
i∈Iλ

λiHi(r, s, u, v, t, λ, α) =−
∑
i∈Iλ

λif
∗
i (ui)−

∑
i∈Iλ

λi(−µigi)
∗(vi)

− (rTG)∗
(
s−

∑
i∈Iλ

λi(ui + vi)
)

− (sTh)∗(t)− σX(−t).

≤
∑
i∈Iλ

λiFi(h(x)) + rTG(h(x)).
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Since rTG(h(x)) ≤ 0, there follows the inequality

p∑
i=1

λiHi(r, s, u, v, t, λ, α) ≤
∑
i∈Iλ

λiFi(h(x)) =

p∑
i=1

λiFi(h(x)). (4.3)

Then, the inequality (4.3) contradicts the relation (4.1). Thus, the weak duality
between (Pµ) and (Dµ) holds.

The following theorem provides the strong duality between the problem (Pµ)
and its dual (Dµ).

Theorem 4.3. (Strong duality) Let (CQ) be fulfilled and x ∈ Ω be a weakly
efficient solution to (Pµ). Then a weakly efficient solution (r, s, u, v, t, λ, α) ∈
B to the dual problem (Dµ) exists and for all i = 1, . . . , p applies Fi(h(x)) =
Hi(r, s, u, v, t, λ, α).

Proof. Since x ∈ Ω is a weakly efficient solution for (Pµ) and the constraint
qualification (CQ) is fulfilled at x, from Theorem 3.5, there exist λ = (λ1, . . . , λp) ∈
Rp

+\{0}, r ∈ Rq
+, s ∈ Rn+1

+ , t ∈ Rn and ui, vi ∈ Rn+1
+ , i ∈ Iλ such that the

optimality conditions (i) − (vi) are fulfilled. For i /∈ Iλ. Since fi, (−µigi) are
proper convex functions (because fi, (−µigi) are finite convex functions), the
functions f∗

i , (−µigi)
∗ are proper and convex ( see [17]). According to Lemma 2.1,

there exist ũi, ṽi ∈ Rn+1
+ such that f∗

i (ũi) ∈ R and (−µigi)
∗(ṽi) ∈ R. We consider

the following notations

λ := λ, r := r, s := s, t := t, ui :=

{
ui, i ∈ Iλ,

ũi, i /∈ Iλ,
vi :=

{
vi, i ∈ Iλ,

ṽi, i /∈ Iλ,

and

αi :=



1
|λ|
[
(rTG)∗

(
s−

∑
i∈Iλ

λi(ui + vi)
)
+ (sTh)∗(t) + σX(−t)

]
+(ui + vi)

Th(x), i ∈ Iλ,

1
|λ|
[
(rTG)∗

(
s−

∑
i∈Iλ

λi(ui + vi)
)
+ (sTh)∗(t) + σX(−t)

]
+ fi(h(x))

+f∗
i (ũi) + (−µigi)(h(x)) + (−µigi)

∗(ṽi), i /∈ Iλ.

It is clear that αi ∈ R for all i = 1, . . . , p. By using the conditions (i) − (vi)
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established in Theorem 3.5, we obtain

p∑
i=1

λiαi =
∑
i∈Iλ

λiαi

=(rTG)∗
(
s−

∑
i∈Iλ

λi(ui + vi)
)
+ (sTh)∗(t) + σX(−t)

+
∑
i∈Iλ

λi(ui + vi)
Th(x)

=(rTG)∗
(
s−

∑
i∈Iλ

λi(ui + vi)
)
+ xT t− sTh(x)− xT t

+
∑
i∈Iλ

λi(ui + vi)
Th(x)

=rTG(h(x)) + (rTG)∗
(
s−

∑
i∈Iλ

λi(ui + vi)
)

−
(
s−

∑
i∈Iλ

λi(ui + vi)
)T

h(x)

=0.

We proved that (r, s, u, v, t, λ, α) ∈ B.
Now, we show that Fi(h(x)) = Hi(r, s, u, v, t, λ, α) for all i = 1, . . . , p. For i ∈ Iλ,
from Theorem 3.5, we have,

Hi(r, s, u, v, t, λ, α) =− f∗
i (ui)− (−µigi)

∗(vi)−
1

|λ|

[
(rTG)∗

(
s−

∑
i∈Iλ

λi(ui + vi)
)

+ (sTh)∗(t) + σX(−t)
]
+ αi

=− f∗
i (ui)− (−µigi)

∗(vi)−
1

|λ|

[
(rTG)∗

(
s−

∑
i∈Iλ

λi(ui + vi)
)

+ (sTh)∗(t) + σX(−t)
]
+

1

|λ|

[
(rTG)∗

(
s−

∑
i∈Iλ

λi(ui + vi)
)

+ (sTh)∗(t) + σX(−t)
]
+ (ui + vi)

Th(x)

=− f∗
i (ui)− (−µigi)

∗(vi) + (ui + vi)
Th(x)

=Fi(h(x)).
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For i /∈ Iλ, by definition of α, we have

Hi(r, s, u, v, t, λ, α) =− f∗
i (ui)− (−µigi)

∗(vi)−
1

|λ|

[
(rTG)∗

(
s−

∑
i∈Iλ

λi(ui + vi)
)

+ (sTh)∗(t) + σX(−t)
]
+ αi

=− f∗
i (ũi)− (−µigi)

∗(ṽi)−
1

|λ|

[
(rTG)∗

(
s−

∑
i∈Iλ

λi(ui + vi)
)

+ (sTh)∗(t) + σX(−t)
]
+ f∗

i (ũi) + fi(h(x)) + (−µigi)
∗(ṽi)

+ (−µigi)(h(x)) +
1

|λ|

[
(rTG)∗

(
s−

∑
i∈Iλ

λi(ui + vi)
)

+ (sTh)∗(t) + σX(−t)
]

=fi(h(x)) + (−µigi)(h(x)) = Fi(h(x)).

According to Theorem 4.2, it follows that (r, s, u, v, t, λ, α) is a weakly efficient
solution of (Dµ) and for all i = 1, . . . , p, we have

Hi(r, s, u, v, t, λ, α) = Fi(h(x)).

Now, we give example illustrating Theorem 4.3.

5. An example

Consider the following bilevel multiobjective fractional problem

(P ) v−min
x∈C

{
f1(x, υ(x))

g1(x, υ(x))
,
f2(x, υ(x))

g2(x, υ(x))

}
, with C := {x ∈ X, G(x, υ(x)) ≤ 0},

where fi, gi : R × R −→ R, (i = 1, 2), G : R × R −→ R and f : R × R −→ R are
defined as follows

f1(x, t) := 2x+ t+ 3, g1(x, t) := −2x− t+ 1,

f2(x, t) := 2x+ t+ 4, g2(x, t) := −2x− t+ 2,

f(x, y) := −x+ y2 − 1, G(x, t) := 2x+ t.

Let X := R+, A := [0, 1]. For any x ∈ R, we have

υ(x) = inf
y∈A

f(x, y) = −x− 1 and h(x) = (x, v(x)) = (x,−x− 1).
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Hence, the functions fi, gi, i = 1, 2 and G become

f1(x, υ(x)) = x+ 2, g1(x, υ(x)) = −x+ 2,

f2(x, υ(x)) = x+ 3, g2(x, υ(x)) = −x+ 3,

G(x, υ(x)) = x− 1.

Then, the problem (P ) rewrite as

(P ) v−min
x∈C

(
x+ 2

−x+ 2
,
x+ 3

−x+ 3

)
,

where C = {x ∈ X, x− 1 ≤ 0} = [0, 1].
The corresponding parametric problem (Pµ) will be

(Pµ) v−min
x∈C

F (h(x)) = ((1 + µ1)x+ 2− 2µ1, (1 + µ2)x+ 3− 3µ2) ,

where µ = (µ1, µ2) ∈ R2
+.

Clearly, f is convex, fi,−gi, i = 1, 2 and G are convex functions and R2
+-

increasing. Moreover, one can see that fi(x, v(x)) ≥ 0 and gi(x, v(x)) > 0 for
all x ∈ C, i = 1, 2.

To formulate the dual problem (Dµ), we need to determine the conjugate
functions as presented below

f∗
1 (x

∗, t∗) =

{
−3, x∗ = 2, t∗ = 1,

+∞, otherwise,

f∗
2 (x

∗, t∗) =

{
−4, x∗ = 2, t∗ = 1,

+∞, otherwise,

(−µ1g1)
∗(x∗, t∗) =

{
µ1, x∗ = 2µ1, t

∗ = µ1,

+∞, otherwise,

(−µ2g2)
∗(x∗, t∗) =

{
2µ2, x∗ = 2µ2, t

∗ = µ2,

+∞, otherwise,

(rG)∗(x∗, t∗) =

{
0, x∗ = 2r, t∗ = r,

+∞, otherwise,

(sTh)∗(x∗) =

{
s2, x∗ = s1 − s2,

+∞, otherwise,

σX(x∗) =

{
0, x∗ ≤ 0,

+∞, otherwise.

Consequently, the dual problem (Dµ) takes on the following form

(Dµ) v− max
(r,s,u,v,t,λ,α)∈B

H(r, s, u, v, t, λ, α) =

(
H1(r, s, u, v, t, λ, α)
H2(r, s, u, v, t, λ, α)

)
,
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where

Hi(r, s, u, v, t, λ, α) =− f∗
i (ui)− (−µigi)

∗(vi)−
1

|λ|

[
(rG)∗

(
s−

2∑
i=1

λi(ui + vi)
)

+ (sTh)∗(t) + σX(−t)
]
+ αi, (i = 1, 2).

Thus the two objective functions of the dual problem are greater than −∞ if and
only if u1 = (2, 1), u2 = (2, 1), v1 = (2µ1, µ1), v2 = (2µ2, µ2), s −

∑2
i=1 λi(ui +

vi) = (2r, r), t = s1 − s2 ≥ 0. Then, the dual problem (Dµ) is written as follows

(D) v− max
(r,s,u,v,t,λ,α)∈B

(
H1(r, s, u, v, t, λ, α)
H2(r, s, u, v, t, λ, α)

)
,

where

H1(r, s, u, v, t, λ, α) = 3− µ1 −
s2

λ1 + λ2
+ α1,

H2(r, s, u, v, t, λ, α) = 4− 2µ2 −
s2

λ1 + λ2
+ α2,

and

B :=

{
(r, s, u, v, t, λ, α) : r ≥ 0, s = (s1, s2) ∈R2

+, t = s1 − s2 ≥ 0, u = (u1, u2),

v = (v1, v2), u1 = (2, 1), u2 = (2, 1), v1 = (2µ1, µ1), v2 = (2µ2, µ2),

s−
2∑

i=1

λi(ui + vi) = (2r, r), α = (α1, α2) ∈ R2,

λ =(λ1, λ2) ∈ R2
+\{0},

2∑
i=1

λiαi = 0

}
.

It is easy to check that the feasible point x = 0 is a weakly efficient solution to
the problem (Pµ) and that (CQ) is fulfilled (since G(h(x)) = G(0,−1) = −1 ≤ 0).
By the Theorem 4.3, there exists an efficient solution (r, u, v, s, t, λ, α) ∈ B to the
dual problem (Dµ) such that

Fi(h(x)) = Hi(r, s, u, v, t, λ, α), ∀i ∈ {1, 2},

where

µ = (µ1, µ2) =

(
f1(x, v(x))

g1(x, v(x))
,
f2(x, v(x))

g2(x, v(x))

)
= (1, 1).

An efficient solution for (Dµ) can be found through simple calculations as follows
r = 0, s = (s1, s2) = (4, 2), t = s1 − s2 = 2, u = (u1, u2) = ((2, 1), (2, 1)), v =
(v1, v2) = ((2, 1), (2, 1)), λ = (λ1, λ2) = (1, 1) and α = (0, 0).

Acknowledgements. The author would like to express their sincere thanks to
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