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Introduction

Motivation

It is well-known that the representation theory of groups, algebras, quantum groups,
etc. is most naturally developed in the language of tensor categories [50]. The pro-
blem of constructing one of the previous objects (that we will call in general quantum
groupoid) describing a given tensor category via representation theory originates in
the physics literature (see [29]), but soon became relevant in the theory of categories
[55]. This branch of study is called reconstruction theory, and tries to answer to the
following questions:
(a) given a tensor category C, is it possible to build (possibly in a canonical way) a
quantum groupoid A such that a category of representation of A is equivalent to C?
(b) Is A unique, under some suitable conditions?

Of course these questions can be formulated in different shapes, depending on
the type of category we have, and consequently the answers might change. For a
brief introduction to the reconstruction theorems see the beginning of the Chapter 2.
Here we would like to focus more on how these reconstruction problems are linked
to certain physical models. In classical mechanics, symmetries are elements of the
group of transformation which acts on the phase space. In quantum mechanics, we
cannot talk about points of the phase space, but we have a non-commutative algebra
of observables. The class of symmetries acting on this algebra is larger than a group
(see [1], [26], [47], [48]), and we will call it quantum groupoid. Tensor categories
play a prominent role in this setting, since they are the main tools in order to model
some quantum systems. In this way we come back to the questions shown above:
physics gives us a category with some properties, and we would like to bring out
a quantum groupoid from it, possibly unique or at least canonical, whose physical
interpretation is quite easy to understand at this point. As we can see in Chapter 2,
some of the reconstruction problems arising in this setting were successfully solved
[19], but only when we are dealing with symmetric categories. Unfortunately, many
categories arising in conformal field theory are not symmetric, but only braided [29],
[25]. On one hand, the weakening of this condition does not prevent us from proving
the existence of a large class of quantum groupoids whose representation theory is
equivalent to the given category. On the other hand, it makes hard to prove a sort
of uniqueness of the reconstructed object. This can be seen for a quite large class
of braided tensor categories in [61]. In our work, we focus on a special class of
modular tensor C∗-categories, which sometimes are called Verlinde categories [23].
These categories are of interest because their fusion rings, at least in some cases,
are found to be the same as those which come from certain quantum and conformal
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field theories, as for example the Ising model and the Wess-Zumino-Witten model
[14]. Moreover, they played a crucial in role in the subfactor theory [34] and the
study of invariants of 3-manifolds (see [70], [82]). We briefly introduce them. Let
g be a complex simple Lie algebra of type different from E8, q a primitive root of
unity, and let Uq(g) be the Lusztig’s restricted form of the Drinfeld-Jimbo quantum
group. We consider as its representation category Rep(Uq(g)), whose objects are
tensorially generated by the Weyl modules Vλ, where λ is a dominant weight. It is
well-known that Uq(g) is not semisimple. As a consequence, Rep(Uq(g)) is quite far
from being semisimple. When q = e

iπ
dl , and d is the ratio of the square lengths of a

long root to a short root, we can restrict to the category of the tilting Uq(g)-modules,
which is proved to be the tensor category generated by Vλ’s, where λ ∈ Λl. Λl is the
so-called principal Weyl alcove and Λl is its closure. This category is said to be the
tilting category, and it is labelled by Tl. Before going further, we add that a tilting
module T is irreducible if and only if T = Vλ, with λ ∈ Λl; moreover, for every l
and every g there always exists an irreducible representation called fundamental such
that every irreducible representation is a submodule of a tensor power of V . Our
procedure is not complete, since Tl’s are still not semisimple, but now we are close
to obtain the desired semisimple categories. In fact, every Tl contains the ideal of
the so-called negligible modules. Quotienting by this ideal, we obtain a semisimple
category that we indicate with Fl. Fl can be seen as a semisimple tensor category
endowed with a suitable truncated tensor product, which allows to drop out all the
negligible modules. This theory is developed in depth in [2]–[7] and in [27]. Kirillov
[37] introduced a ∗-involution and an associated hermitian form on the arrow spaces
of Fl, conjecturing positivity. Wenzl [81] proved the conjecture, putting on Fl a C∗

structure which makes the braiding unitary. Putting everything together, it is quite
natural to ask if there exists a quantum groupoid whose representation category is
equivalent to Fl. To the best of our knowledge, the problem was faced in two different
ways. On one side, Fl can be considered as part of a larger class of semisimple fusion
categories. Every category of this type can be seen as the representation category of a
weak Hopf algebra [31],[61],[76]. It is worth to notice now that in our work we will
give a different definition of weak Hopf algebra in comparison to [10],[11],[12],[60],
as we will also point out later. However, this approach is quite unsatisfactory, since
the relation between the reconstructed object and the original Lie algebra is not clear.
Moreover, the construction is highly non-unique and non-canonical. These facts rely
on the use of a fiber functor which does not reproduce the truncation procedure of
Fl. On the other side, a different approach can be found in the work of Mack and
Schomerus [49]. They considered only the case g = sl2, showing that the truncation
of the tensor product at the categorical level leads to the construction of a weak quasi
Hopf algebra, as we intend in our work. The non-coassociativity of the coproduct on
this algebra is the price we have to pay in order to obtain a more natural construction.

Aim of the work

At this point we are ready to introduce our work. These thesis contains part of the
results of a more general research project about quantum groups at roots of unity
which involves Claudia Pinzari and me [15],[16]. So, the most of the results exposed
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here are products of this collaboration. However, Chapter 2 and Chapter 5 contain
my own contribution, and in particular results exposed in Chapter 5 will be published
separately [17].

In [15] Claudia Pinzari and me partially followed the approach of Mack and
Schomerus in order to extend their construction from g = sl2 to every g of Lie
type A, using a procedure which is the most possible canonical. In the following
lines we explain our approach. Let U and V be two tilting modules in Tl. The
truncated tensor product U⊗V could be obtained decomposing U ⊗ V in indecom-
posable tilting modules, throwing away the negligible ones. Unfortunately this pro-
cedure is non-canonical. Anyway, if we restrict to truncated tensor products of the
type Vλ⊗V , where V is the fundamental representation and λ ∈ Λl, we can choice
a canonical truncation. This result is due to Wenzl. Every Vλ is endowed with a her-
mitian form, that Wenzl proved to be an inner product under the conditions q = e

iπ
dl

and λ ∈ Λl. The truncated tensor product Vλ⊗V can be still endowed with an in-
ner product, which is a deformation of the product form using the R-matrix and the
ribbon structure of (a suitable extension) of Uq(g). The corresponding projection
from Vλ ⊗ V to Vλ⊗V is self-adjoint w.r.t. the modified form. Therefore, we can
define a natural functor Wl : Fl → Hilb, where Hilb is the category of Hilbert
spaces. This functor will be called throughout this work as the Wenzl’s functor. Our
strategy is to apply a Tannakian reconstruction to Wl. Anyway, we need several ad-
justments in comparison to the Tannakian classical case, since Wl is really far from
being a tensor functor. The structure of Wl seems to be too much poor, even conside-
ring reconstruction theorems which use functors with weaker assumptions on them
(see [30]). This fact is essentially due to the lack of associativity of the projections
pn : V ⊗n → V ⊗n. We briefly report our procedure. We are able to construct the
bialgebra D(V, l) =

⊕
n V
⊗n∗ ⊗ V ⊗n, which is coassociative but non-associative,

thanks to some remarkable properties of pn which partially replace the associativity
failure. Using the coboundary structure on D we can put on it an involution. Next, we
obtain the quotient algebra C(G, l) quotienting D(V, l) by a ∗-coideal which is also
a right ideal (and not a left ideal again because of lack of associativity of pn). This
coideal is the translation of some identifications that we can do at the level of the fu-
sion category. C is naturally a coalgebra with an involution. The problem is to endow
C with a product, which can be solved supposing that C(G, l) is cosemisimple. In this
way, we can put on it a non-associative product which is the pull-back of the product
on D(V, l). Passing to the dual algebra Ĉ(G, l) we obtain the desired groupoid, that is
a weak Hopf C∗-algebra with a R-matrix and a representation category equivalent to
Fl. Moreover, it is endowed with a twisted involution (Ω,∗ ) in a sense that we soon
explain, where the twist Ω is induced by the R-matrix. At this point, the last thing
to do is to understand when it is possible to put the cosemisimplicity condition on
C(G, l). We focus only on Lie algebras g of type A, proving that in this case C(G, l)

is cosemisimple for every l. Crucial in order to prove this fact is the existence of a
Haar functional, which in turn is induced by a suitable filtration on C(G, l). We avoid
to treat the other cases since they require more Lie technicalities. Anyway, this result
likely extends to every simple Lie algebra of a type different from E8.

Now it is worth to say something more about the kind of object we built. As we
said before, weak quasi Hopf algebras are not completely new in literature, but since
their first appearance they have been quite ignored in literature. Therefore, in this
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thesis we also give a systematic approach to this kind of object. This will be part
of a second paper, which is now in preparation [16]. A weak quasi Hopf algebra A
is a quasi Hopf algebra in the sense of Drinfeld [20], with a non-unital coproduct.
Following what Gould and Lekatsas did for quasi Hopf algebras [28], we consider as
involution the pair (Ω,∗ ), where Ω ∈ A ⊗ A is a self-adjoint element satisfying the
following identity:

∆(a)∗Ω = Ω∆(a∗) (0.0.1)

and a compatibility condition with the associator Φ. Moreover, it is possible to put
a suitable definition of R-matrix on it. We prove that this class of algebras is closed
under a quite large class of twists, and we stress some interesting properties of the
antipode. More precisely, it is quite easy to see (passing to the dual algebra) that
the antipode S on A is not anti-comultiplicative. We prove the existence of a weak
version of the anti-comultiplicative relation. Unlike the quasi Hopf algebra case, if we
restrict to the coassociative case we do not get the usual anti-comultiplicative relation,
and this is a consequence of the non-unitality of the coproduct. We next develop a
theory of representation in the semisimple case. If we consider ∗-representations on
hermitian spaces, it is worth to notice that the representation category is a tensor
category, but with a hermitian product form which is a deformation of the product
form, using the involution element Ω and the relation (0.0.1). It is possible to prove
the existence of conjugate objects when the antipode S commutes with ∗. Probably it
is possible to remove this condition as Woronowicz did for compact quantum groups
[83], but this will not be part of the thesis and will be treated in [16]. Moreover,
we see that the semisimplicity of A is equivalent to the existence of a Haar measure.
Considering a suitable definition of integral on the dual weak quasi Hopf algebra [13],
we also notice that, unlike the Drinfeld case, we cannot prove the existence of such an
integral in the dual case. A deeper look to the object built in the construction reported
above bring us to focus on a subclass (not closed under twists) of these algebras, that
we call weak Hopf algebra. These are weak quasi Hopf algebras with some additional
conditions on the idempotents P2, P3, Q3, P4, Q4 defined in the following way:

P2 = ∆(I), P3 = ∆⊗ id(∆(I)), Q3 = id⊗∆(∆(I))

P4 = ∆⊗ id⊗ id(∆⊗ id(∆(I))), Q4 = id⊗ id⊗∆(id⊗∆(∆(I)))

As a consequence, the associators Φ and Φ−1 can be chosen in the following peculiar
way:

Φ = Q3P3, Φ−1 = P3Q3

These algebras will be analyzed more in detail in [16]. In this work we notice that
weak (quasi) Hopf algebras can be seen as the counterparts of weak (quasi) tensor
functors. More precisely, given a semisimple weak (quasi) Hopf algebra A and its
representation category, the natural embedding functor of Rep(A) in Vect (or Hilb

in the C∗ case) is a weak (quasi) tensor funtor. Conversely, given a semisimple tensor
category C with some other mild conditions, and a weak (quasi) tensor functor which
embeds C into Vect, we can reconstruct a weak (quasi) Hopf algebra whose repre-
sentation category is equivalent to C. This result is reported in Chapter 2 and it is a
generalization of the work of Häring-Oldenburg. Specifically, we do not assume that
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the natural transformation associated to the functor is a coisometry. Correspondingly,
the reconstructed groupoid satisfies the generalized commutation relation (0.0.1). It
could seem surprising that we did not apply this reconstruction theorem to our cate-
gories, but the explanation is that it was not obvious before that Wenzl’s functor Wl

was a weak (quasi) tensor functor. Indeed the construction of such a tensor structure
can be interpreted as our main contribution. Finally, in order to give a more concrete
look to the algebras reconstructed from Fl, we present the groupoid C(SU(2), l) by
generators and relations. We have chosen only the case g = sl2 because it is the most
workable and there is much information about its representation theory. As recalled
above, all this will be the subject of the paper [17]. Before concluding the introduc-
tion, we would like to give a sketch of the future directions of our research. First of
all, we would like to extend our construction to other simple Lie algebras of type dif-
ferent from A. Moreover, we would like to study the uniqueness of the reconstructed
groupoid, of course under some suitable assumptions on it.

Plan of the work

In the first two sections of the Chapter 1, we reported some well-known definitions
and results about tensor categories, including the pivotal definition of weak (quasi)
tensor functor. In the other sections of the first chapter we introduce weak (quasi)
Hopf algebras, reporting most of the result that will appear in [16]. In the Chapter 2
we made a brief introduction to the reconstruction theorems, and then we explain the
reconstruction theorems made by Majid and Häring-Oldenburg. We also give a gene-
ralization of the Häring-Oldenburg’s construction, as we said before. In Chapter 3 we
report some well-known results about ribbon categories and ribbon algebra. More-
over, we introduce the quantum group at root of unity Uq(g) and the main results
about its representation theory (see references therein). We focus on the tilting cate-
gories, showing the result of Kirillov and Wenzl about the existence of a C∗ structure
on them. Finally, we introduce the Wenzl’s functor and clarify some aspects of the
rigidity of Rep(Uq(g)). In the Chapter 4, we report the main results of [15], showing
in detail the construction briefly explained in this Introduction. We also show that the
reconstructed quantum groupoid fits with the algebras introduced in the first chapter.
Finally, in Chapter 5 we focus on some results about Weyl Uq(sl2)-modules, which
allow to give a presentation of C(SU(2), l) by generators and relations, for every
even root of unity q.
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Chapter 1

Tensor categories and weak quasi
Hopf algebras

1.1 Generalities on tensor categories

In this section we introduce some general notions about tensor categories. Our main
references are [23], [55]. A tensor category is a sextuple (C,⊗, a,1, l, r), where C

is a category, ⊗ : C × C → C is a bifunctor called tensor product, a is a natural
isomorphism such that:

aX,Y,Z : (X ⊗ Y )⊗ Z−̃→X ⊗ (Y ⊗ Z) , X,Y, Z ∈ C

called the associativity costraint, 1 ∈ C is the unit object of C and l, r are natural
isomorphisms such that:

lX : 1⊗X−̃→X and rX : X ⊗ 1−̃→X

called unit costraints. They are subject to the following two axioms.
(a) The pentagon axiom The diagram:

((W ⊗X)⊗ Y )⊗ Z

(W ⊗ (X ⊗ Y ))⊗ Z (W ⊗ Y )⊗ (Y ⊗ Z)

W ⊗ ((X ⊗ Y )⊗ Z) W ⊗ (X ⊗ (Y ⊗ Z))

aW,X,Y ⊗idZ aW⊗X,Y,Z

aW,X⊗Y,Z aW⊗X,Y,Z

idW ⊗aX,Y,Z

(1.1.1)
is commutative for all objects X,Y, Z,W in C.
(b) The triangle axiom The diagram:

(X ⊗ 1)⊗ Y X ⊗ (1⊗ Y )

X ⊗ Y

aX,1,Y

rX⊗idY idX ⊗lY
(1.1.2)

is commutative for all objects X,Y in C.

Definition 1.1.1. A tensor category is strict if for all objects X,Y, Z in C one has
equalities (X ⊗ Y ) ⊗ Z = X ⊗ (Y ⊗ Z) and X ⊗ 1 = X = 1 ⊗ X , and the
associativity and unit costraints are the identity maps.

3



4 Tensor categories and weak quasi Hopf algebras

Theorem 1.1.2 (MacLane). Any tensor category is tensorially equivalent to a strict
tensor category.

In a tensor category, one can form n-fold tensor products of any ordered sequence
of objects X1, . . . , Xn. Of course such products can be parenthesized in different
ways, obtaining possibly distinct objects of C. For n = 3 we have two different
parenthesizings, (X1 ⊗ X2) ⊗ X3 and X1 ⊗ (X2 ⊗ X3), which are canonically
identified by the associativity isomorphism. It is easy to see that one can identify
any two parenthesized products of X1, . . . , Xn, n ≥ 3, using a chain of associativity
isomorphisms. The problem is that, when n ≥ 4, there may be two or more possible
identification, which could be not the same. If n = 4 the pentagonal axiom avoids the
occurrence of this unpleasant situation. What does it happen if n > 4? This problem
is solved by the following theorem of MacLane:

Theorem 1.1.3 (Coherence Theorem). Let X1, . . . , Xn ∈ C. Let P1, P2 two paren-
thesized products of X1, . . . , Xn. Let f, g be two isomorphisms between P1 and P2,
obtained by composing associativity and unit costraints. Then f = g.

The next definition is crucial, because from now on we will only deal with this
kind of categories.

Definition 1.1.4. A tensor category is called linear if every morphism space (X,Y )

is a C-linear space. Moreover we require the existence of direct sums and subobjects.
More precisely, if X,Y, Z are objects in C, Z is the direct sum of X and Y if there
are morphisms u ∈ (X,Z), u′ ∈ (Z,X), v ∈ (Y,Z), v′ ∈ (Z, Y ) such that:

u ◦ u′ + v ◦ v′ = idZ

and:

u′ ◦ u = idX , v′ ◦ v = idY and v′ ◦ u = 0 = u′ ◦ v

Y is a subobject of X if there exists a morphism p ∈ (X,X) such that p = p ◦ p and
morphisms u ∈ (Y,X), u′ ∈ (X,Y ) such that u′ ◦ u = idY and u ◦ u′ = p.

We now want to introduce categories endowed with more structure. Let C be a
tensor category. A commutativity costraint c is a natural isomorphism such that:

cX,Y : X ⊗ Y −̃→Y ⊗X

c must also satisfies the following conditions:
(a)

X ⊗ Y Y ⊗X

X ′ ⊗ Y ′ Y ′ ⊗X ′

cX,Y

f⊗g g⊗f
cX′,Y ′

(1.1.3)

commutes for all objects X,Y,X ′, Y ′ and all morphisms f ∈ (X,X ′) and g ∈
(Y, Y ′).
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(b)
X ⊗ (Y ⊗ Z) (Y ⊗ Z)⊗X

(X ⊗ Y )⊗ Z Y ⊗ (Z ⊗X)

(Y ⊗X)⊗ Z Y ⊗ (X ⊗ Z)

cX,Y⊗Z

aY,Z,XaX,Y,Z

cX,Y ⊗idZ

aY,X,Z

idY ⊗cX,Z

(1.1.4)

commutes for all objects X,Y, Z.
(c)

(X ⊗ Y )⊗ Z Z ⊗ (X ⊗ Y )

X ⊗ (Y ⊗ Z) (Z ⊗X)⊗ Y

X ⊗ (Z ⊗ Y ) (X ⊗ Z)⊗ Y

cX⊗Y,Z

a−1
Z,X,Ya−1

X,Y,Z

idX ⊗cY,Z
a−1
X,Z,Y

cX,Z⊗idY

(1.1.5)

commutes for all objects X,Y, Z.
The next definition is due to Joyal and Street:

Definition 1.1.5. Let C be a tensor category. A commutativity costraint c on C is also
called braiding. A braided tensor category is a tensor category with a braiding.

When the tensor category C is strict, then the conditions (1.1.4) and (1.1.5) simply
become:

cX,Y⊗Z = (idY ⊗cX,Z)(cX,Y ⊗ idZ)

cX⊗Y,Z = (cX,Z ⊗ idY )(idX ⊗cY,Z)
(1.1.6)

Braided tensor categories are generalizations of symmetric categories:

Definition 1.1.6. A tensor category C is symmetric if it is equipped with a braiding c
such that:

cY,X ◦ cX,Y = idX⊗Y (1.1.7)

for all objects X,Y in the category. If (1.1.7) holds, the braiding c is the symmetry
for the category. In that case, diagrams (1.1.4) and (1.1.5) are equivalent.

Definition 1.1.7. A category C is a ∗-category if there exists an antilinear contra-
variant functor ∗ : C→ C which is the identity on the objects and such that:

f∗∗ = f for every morphisms f

If C is also a tensor category, the morphisms must satisfy the following additional
compatibility condition:

(f ⊗ g)∗ = f∗ ⊗ g∗

Moreover, we require that the commutativity costraint and the associativity costraint
are unitary natural isomorphisms. In other words:

a∗X,Y,Z = a−1
X,Y,Z ∀X,Y, Z ∈ Ob(C) (1.1.8)

c∗X,Y = c−1
X,Y ∀X,Y ∈ Ob(C) (1.1.9)



6 Tensor categories and weak quasi Hopf algebras

Definition 1.1.8. A ∗-tensor category C is rigid if there is, for any object X , an
object X called the conjugate object of X and two morphisms rX ∈ (1, X⊗X) and
rX ∈ (1, X ⊗X) such that:

r∗X ⊗ idX ◦a
−1
X,X,X

◦ idX ⊗rX = idX (1.1.10)

idX ⊗r∗X ◦ aX,X,X ◦ rX ⊗ idX = idX (1.1.11)

Definition 1.1.9. Let f ∈ (X,Y ) be an arrow in C. Then the transpose f∨ ∈ (Y ,X)

of f is an arrow defined in the following way:

f∨ = (r∗Y ⊗ idX)(idY ⊗f ⊗ idX)(idY ⊗rX)

Remark 1.1.10. (a) If we consider a ∗-category C, we can give an alternative (and
equivalent) definition of linearity. In fact, for a ∗-category C it is possible to replace
u′ by u∗ and v′ by v∗. As a consequence, p is self-adjoint.
(b) The definition of rigidity can be given in a more general setting. In fact, it is
possible to say that a tensor category C is rigid if there exists a conjugate object X
for all X ∈ Ob(C) and two maps r ∈ (1, X ⊗ X) and r† ∈ (X ⊗ X,1) playing
respectively the role of r and r∗.

Definition 1.1.11. (a) An objectX in a category C is simple or irreducible if (X,X) =

C idX ;
(b) A category C is called semisimple if it is linear and admits a family of simple
objects Xi indexed by i ∈ I , such that every object X is a finite direct sum of Xi’s;
(c) ∇ ⊂ Ob(C) denote a set containing one object out of every equivalence class of
irreducible objects;
(d) A category C is rational if there are finitely many isomorphism classes of simple
objects;

The next result is the well-known categorical version of the Schur’s Lemma:

Proposition 1.1.12. Let X1 and X2 be two different simple objects in a semisimple
linear tensor category C. Then either (X1, X2) = {0} or dim((X1, X2)) = 1. In the
latter case, X1

∼= X2.

Definition 1.1.13. A *-category C is a C∗-category if:
(a) (X,Y ) is a Banach space for every pair of objects X,Y ;
(b) if f ∈ (X,Y ) and g ∈ (Y,Z), then ‖g ◦ f‖ ≤ ‖g‖ ‖f‖;
(c) if f ∈ (X,Y ), ‖f∗f‖ = ‖f‖2;
(d) f∗f is positive in the C∗-algebra (X,X) for every f ∈ (X,Y ) and every Y object
in C.

At this point we introduce the notion of tensor functor between two tensor cate-
gories.

Definition 1.1.14. Let (C,⊗,1, a, l, r) and (C′,⊗′,1′, a′, l′, r′) be two tensor cate-
gories. A tensor functor from C to C′ is a triple (F,ϕ0, e), where F : C → C′ is a
functor, ϕ0 is an isomorphism from 1′ to F (1), and:

eX,Y : F (X)⊗ F (Y )→ F (X ⊗ Y ) (1.1.12)
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is a natural isomorphism such that the diagrams:

(F (X)⊗′ F (Y ))⊗′ F (Z)
a′F (X),F (Y ),F (Z)−−−−−−−−−−→ F (X)⊗′ (F (Y )⊗′ F (Z))

eX,Y ⊗′idF (Z)

y yidF (X)⊗′eY,Z

F (X ⊗ Y )⊗′ F (Z) F (X)⊗′ F (Y ⊗ Z)

eX⊗Y,Z

y yeX,Y⊗Z
F ((X ⊗ Y )⊗ Z)

F (aX,Y,Z)
−−−−−−→ F (X ⊗ (Y ⊗ Z))

(1.1.13)

and:

1′ ⊗ F (X)
lF (X)−−−−→ F (X)

ϕ0⊗idF (X)

y xF (lX)

F (1)⊗ F (X)
e1,X−−−−→ F (1⊗X)

(1.1.14)

and:
F (X)⊗ 1′

rF (X)−−−−→ F (X)

idF (X)⊗ϕ0

y xF (rX)

F (X)⊗ F (1)
eX,1−−−−→ F (X ⊗ 1)

(1.1.15)

are commutative for all X,Y, Z ∈ C. This is called the tensor structure axiom. A
tensor functor is said to be an equivalence of tensor categories if it is an equivalence
of ordinary categories.

Remark 1.1.15. It is worth to notice that a tensor functor is an ordinary functor
with an additional structure satisfying certain equations (the tensor structure axiom).
These equations may have more than one solution or no solution at all, so the same
functor can be equipped with different tensor structures or not admit any tensor struc-
ture.

Definition 1.1.16. A morphism g ∈ (X,Y ) in C is an epimorphism if it has a right
inverse h ∈ (Y,X). A natural transformation g is a natural epimorphism if there
exists a natural transformation h such that g ◦ h = id.

Definition 1.1.17. (a) A quasi tensor functor between two tensor categories C and C′

is a functor F : C → C′ together with an isomorphism ϕ0 : 1′ → F (1) in C′ and a
natural isomorphism e:

eX,Y : F (X)⊗ F (Y )→ F (X ⊗ Y )

(b) A weak tensor functor between two tensor categories C and C′ is a functor F :

C → C′ together with an isomorphism ϕ0 : 1′ → F (1) in C′ and a natural epimor-
phism e:

eX,Y : F (X)⊗ F (Y )→ F (X ⊗ Y )

(but with e1,X and eX,1 isomorphisms) such that the diagrams (1.1.13), (1.1.14),
(1.1.15) and the diagram obtained from (1.1.13) reversing all the arrows and replacing
all the natural transformations with their inverses, commute [16];
(c) A weak quasi tensor functor between two tensor categories C and C′ is a functor
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F : C → C′ together with an isomorphism ϕ0 : 1′ → F (1) in C′ and a natural
epimorphism e:

eX,Y : F (X)⊗ F (Y )→ F (X ⊗ Y )

but with e1,X and eX,1 isomorphisms.

Remark 1.1.18. In (b) of the last Definition it is necessary to require that both the
diagram (1.1.13) and its inverse commute, unlike the case of a tensor functor, where
the commutativity of the inverse diagram is a consequence of the commutativity of
the diagram (1.1.13). This is due to the fact that in the case (b) e has only a right
inverse and not a left inverse. The kind of functor introduced in (b) is new and it is
linked to the examples that we will show in the rest of the work, as we can see more
in detail in [16].

Definition 1.1.19. (a) A functor F between two braided tensor categories (C, c) and
(C′, c′) is braided if ∀X,Y ∈ Ob(C) the following diagram commutes:

F (X)⊗ F (Y )
eX,Y−−−−→ F (X ⊗ Y )

c′X,Y

y yF (cX,Y )

F (Y )⊗ F (X)
eY,X−−−−→ F (Y ⊗X)

(1.1.16)

(b) A functor F between two ∗-tensor categories C and C′ is ∗-preserving if F (f∗) =

F (f)∗ ∀f morphism of C.
(c) A functor F between two rigid tensor categories C and C′ is rigid if there exists a
natural isomorphism dX : F (X) → F (X). If C and C′ are ∗-categories, we require
that d∗X = d−1

X .

Remark 1.1.20. We point out that associativity costraint, commutativity costraint
and e are all natural transformations in the following sense. If f ∈ (X,X ′), g ∈
(Y, Y ′) and h ∈ (Z,Z ′), then:

aX′,Y ′,Z′ ◦ (f ⊗ g)⊗ h = f ⊗ (g ⊗ h) ◦ aX,Y,Z
g ⊗ f ◦ cX,Y = cX′,Y ′ ◦ f ⊗ g

eX′,Y ′ ◦ F (f)⊗ F (g) = F (f ⊗ g) ◦ eX,Y
Finally, let f be a morphism in (Y,X). d natural transformation means that:

F (f∨) ◦ dX = dY ◦ F (f)∨

Definition 1.1.21. Let (F,ϕ0, e
(F )) and (G, γ0, e

(G)) be two weak quasi tensor func-
tors between two tensor categories C and C′. A natural isomorphism η : F → G is
tensorial if the following diagrams commute:

F (X)⊗ F (Y )
e
(F )
X,Y−−−−→ F (X ⊗ Y )

ηX⊗ηY
y yηX⊗Y

G(X)⊗G(Y )
e
(G)
X,Y−−−−→ G(X ⊗ Y )

(1.1.17)

and
F (1) G(1)

1′

η1

ϕ0 γ0
(1.1.18)
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1.2 Definition of weak quasi bialgebra

The notion of quasi Hopf algebra raised in the late ’80’s thanks to the Drinfeld’s
work [20], where he proved the equivalence between the braided tensor category of
the modules over the Drinfeld-Jimbo algebra and the braided tensor category of mo-
dules over U(g)[[h]], equipped with a non-trivial associativity costraint. This fact
led to a reformulation of the Kohno’s theorem and an explicit expression of the mo-
nodromy of the Knizhnik-Zamolodchikov equation. The first appearance of the weak
quasi Hopf algebras is probably in the works of Mack and Schomerus [48], [49]. In
fact, physical motivations brought them to develop a generalization of quasi Hopf al-
gebras, allowing the non-unitality of the coproduct. This approach can be also found
in the work of Haring-Oldenburg [30], as we will see in depth in the next chapter.
In the next pages, we have two goals: to give a more systematic approach to these
algebras in comparison to the works previously cited, and to introduce an involution
on them, following what Gould and Lekatsas did for quasi Hopf algebras [28]. We
will finally give the definition of weak Hopf algebra. The facts exposed in this sec-
tion will be treated more in detail in [16]. Classical results about quasi Hopf algebras
which inspired us for this work can be found in [20] and [35].

Let A be an algebra, and a ∈ A. Moreover, let p, q be two idempotents in A. We
can define the linear space (p, q):

(p, q) := qAp = {a ∈ A : qa = a = ap}

D(a) = p will be called the domain of a, and R(a) = q the range. a ∈ (p, q) is
partially invertible if there exists an element a−1 ∈ (q, p) such that:

a−1a = p , aa−1 = q

Definition 1.2.1. A weak quasi bialgebra A is a unital, complex, associative algebra,
with a possibly non-unital algebra homomorphism ∆ : A→ A⊗A called coproduct
and an algebra homomorphism ε : A→ C called counit such that:

(ε⊗ id) ◦∆ = id = (id⊗ε) ◦∆ (1.2.1)

Furthermore, there exists a partially invertible element Φ ∈ A⊗A⊗A such that:

D(Φ) = ∆⊗ id(∆(I)) , R(Φ) = id⊗∆(∆(I)) (1.2.2)

Φ(∆⊗ id(∆(a))) = id⊗∆(∆(a))Φ , ∀a ∈ A (1.2.3)

(id⊗ id⊗∆(Φ))(∆⊗ id⊗ id(Φ)) = (I ⊗ Φ)(id⊗∆⊗ id(Φ))(Φ⊗ I) (1.2.4)

id⊗ε⊗ id(Φ) = ∆(I) (1.2.5)

From now on, we will use the following notation:

Φ =
∑
i

xi ⊗ yi ⊗ zi , Φ−1 =
∑
i

pi ⊗ qi ⊗ ri (1.2.6)

Remark 1.2.2. (a) The identity ε⊗ id⊗ id(Φ) = ∆(I) = id⊗ id⊗ε(Φ) follows as
in the quasi Hopf algebra case, applying ε ⊗ ε ⊗ id⊗ id to both sides of (1.2.4) and
then using the relations (1.2.1), (1.2.2) and (1.2.5).
(b) In the next pages we will often need to manipulate the identity (1.2.4), using it in
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different shapes. Therefore, it is worth to notice the following fact. For example, if
we multiplicate both side of (1.2.4) on the right by Φ−1 ⊗ I , we get:

(id⊗ id⊗∆(Φ))(∆⊗id⊗ id(Φ))(Φ−1⊗I) = (I⊗Φ)(id⊗∆⊗id(Φ))(id⊗∆(∆(I))⊗I)

The idempotent appeared in the left hand side can be removed, since:

(id⊗∆⊗ id(Φ))(id⊗∆(∆(I))⊗ I) =

= (id⊗∆⊗ id(Φ))(id⊗∆⊗ id(∆⊗ id(∆(I))))(id⊗∆⊗ (∆⊗ id(I ⊗ I))) =

= (id⊗∆⊗ id(Φ))(id⊗∆⊗ id(∆⊗ id(∆(I)))) =

= id⊗∆⊗ id(Φ(∆⊗ id(∆(I)))) = id⊗∆⊗ id(Φ)

Calculations like this allow to remove idempotent which come out from manipu-
lations of this type.

A morphism of weak quasi bialgebras is a map:

ν : (A,∆, ε,Φ) −→ (A′,∆′, ε′,Φ′)

which is a morphism of algebra such that:

ν ⊗ ν ◦∆ = ∆′ ◦ ν and (ν ⊗ ν ⊗ ν)(Φ) = Φ′

Of course, if ∆ is unital the definition of weak quasi bialgebra reduces to that
of quasi bialgebra. From now on we will indicate with m the multiplication map
m : A⊗A→ A such that m(a⊗ b) = ab.

Definition 1.2.3. A weak quasi Hopf algebra is a weak quasi bialgebra with an anti-
automorphism S together with two elements α and β in A such that:

m(I ⊗ α(S ⊗ id ◦∆(a))) = ε(a)α (1.2.7)

m(I ⊗ β(id⊗S ◦∆(a))) = ε(a)β (1.2.8)∑
i

xiβS(yi)αzi = I =
∑
j

S(pj)αqjβS(rj) (1.2.9)

The antipode S is strong if α = β = I .

Remark 1.2.4. The compatibility condition (1.2.9) between S and Φ is related to the
rigidity of the representation category of A, as we can see in the section 1.4.

Definition 1.2.5. A weak quasi bialgebra A is said to be involutive (or a weak quasi
*-bialgebra) if there exists an involutive map ∗ : A → A and a partially invertible
element Ω ∈ A⊗A such that:

Ω = Ω∗ (1.2.10)

D(Ω) = ∆(I) , R(Ω) = ∆(I)∗ (1.2.11)

∆(a)∗ = Ω∆(a∗)Ω−1 ∀a ∈ A (1.2.12)

ε⊗ id(Ω) = I = id⊗ε(Ω) (1.2.13)

(I ⊗ Ω)(id⊗∆(Ω))Φ(∆⊗ id(Ω−1))(Ω−1 ⊗ I) = Φ−1∗ (1.2.14)

We will use the following notation:

Ω =
∑
i

ci ⊗ di and Ω−1 =
∑
i

c̃i ⊗ d̃i
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Definition 1.2.6. A weak quasi Hopf ∗-algebra A is a weak quasi Hopf algebra en-
dowed with an involutive map ∗ and a Ω ∈ A⊗A satisfying (1.2.10) - (1.2.14)

Notation.

(1) Let A = a1 ⊗ . . . ⊗ aj be an element in V ⊗j , where V is a linear space, and
consider the pairwise different indices i1, . . . , ij ∈ {1, . . . , n}. We indicate
with Ai1...ij = a′1⊗ . . .⊗ a′n a tensor product in V ⊗n, where n ≥ j, defined in
the following way: a′il = al, and a′k = I if k 6= ih for all h ∈ {1, . . . , j}. For
example, if A ∈ V ⊗4, A2145 ∈ V ⊗5 satisfies the following identity:

A2145 = a2 ⊗ a1 ⊗ I ⊗ a3 ⊗ a4

(2) Let V be a linear space. Σ : V ⊗2 → V ⊗2 is the map which sends v ⊗ w to
w ⊗ v. Σi,j : V ⊗n → V ⊗n is the map which switches the first i elements with
the second j elements, where i+ j = n. More precisely:

Σi,j(v1 ⊗ . . .⊗ vi ⊗ vi+1 ⊗ . . .⊗ vn) = vi+1 ⊗ . . .⊗ vn ⊗ v1 ⊗ . . .⊗ vi

On the other hand,

Σij(v1⊗ . . .⊗ vi⊗ . . .⊗ vj ⊗ . . .⊗ vn) = v1⊗ . . .⊗ vj ⊗ . . .⊗ vi⊗ . . .⊗ vn

Finally, Σn : V ⊗n → V ⊗n reverses the order of the n factors.

Definition 1.2.7. A weak quasi bialgebra A is said to be braided if there exists an
R-matrix R ∈ A⊗A partially invertible such that:

D(R) = ∆(I) , R(R) = ∆op(I) (1.2.15)

∆op(a)R = R∆(a) (1.2.16)

id⊗∆(R) = Φ−1
312R13Φ213R12Φ−1 (1.2.17)

∆⊗ id(R) = Φ231R13Φ−1
132R23Φ (1.2.18)

If A is a weak quasi ∗-bialgebra we require the following additional condition:

Ω21R = R−1∗Ω (1.2.19)

The same definition of R-matrix holds if A is a weak quasi Hopf algebra. We will
use the following notation:

R =
∑
i

ai ⊗ bi and R−1 =
∑
i

ãi ⊗ b̃i

Definition 1.2.8. (a) A morphism of weak quasi Hopf algebras ν : (A,S) −→
(A′, S′) is a morphism of weak quasi bialgebras such that:

ν ◦ S = S′ ◦ ν
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(b) A morphism of weak quasi ∗-bialgebras ν : (A,Ω) −→ (A′,Ω′) is a morphism
of weak quasi bialgebras such that:

ν ◦ ∗ = ∗ ◦ ν and ν ⊗ ν(Ω) = Ω′

(c) A morphism of braided weak quasi bialgebras ν : (A,R) −→ (A′, R′) is a
morphism of weak quasi bialgebras such that:

ν ⊗ ν(R) = R′

Definition 1.2.9. Let A be a weak quasi bialgebra. A twist is a partially invertible
element F ∈ A⊗A such that D(F ) = ∆(I) and:

ε⊗ id(F ) = I = id⊗ε(F ) (1.2.20)

The same definition of twist is valid for weak quasi Hopf algebras. We will use the
following notation:

F =
∑
i

ei ⊗ fi and F−1 =
∑
j

ẽj ⊗ f̃j

Using a twist F it is possible to build a new weak quasi bialgebra AF , defining
the coproduct ∆F : A→ A⊗A as follows:

∆F (a) = F∆(a)F−1 ∀a ∈ A (1.2.21)

and a new associator:

ΦF = (I ⊗ F )(id⊗∆(F ))Φ(∆⊗ id(F−1))(F−1 ⊗ I) (1.2.22)

If A is a weak quasi Hopf algebra with an antipode (S, α, β), AF is a weak quasi
Hopf algebra with an antipode (SF , αF , βF ), such that:

SF = S , αF =
∑
i

S(ẽi)αf̃i and βF =
∑
i

eiβS(fi)

We are going to prove these facts in the following:

Proposition 1.2.10. For any weak quasi bialgebra A = (A,∆, ε,Φ) and any twist
F ∈ A ⊗ A, the algebra AF = (A,∆F , ε,ΦF ) is a weak quasi bialgebra. If A is a
weak quasi Hopf algebra with an antipode (S, α, β), AF is still a weak quasi Hopf
algebra with antipode (SF , αF , βF ).

Proof. We check the relation (1.2.1) - (1.2.5) involving ∆F and ΦF . Relations (1.2.1)
and (1.2.5) are very easy to obtain using (1.2.20). We prove now that ΦF (∆F ⊗
id(∆F (I))) = ΦF :

ΦF (∆F ⊗ id(∆F (I))) =

= (I ⊗ F )(id⊗∆(F ))Φ(∆⊗ id(F−1))(F−1F ⊗ I)(∆⊗ id(FF−1))(F−1 ⊗ I) =

= (I ⊗ F )(id⊗∆(F ))Φ(∆⊗ id(F−1))(∆⊗ id(F ))(∆⊗ id(F−1))(F−1 ⊗ I) =

= (I ⊗ F )(id⊗∆(F ))Φ(∆⊗ id(∆(I)))(∆⊗ id(F−1))(F−1 ⊗ I) =

= (I ⊗ F )(id⊗∆(F ))Φ(∆⊗ id(F−1))(F−1 ⊗ I) = ΦF
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In a similar way we obtain that (id⊗∆F (∆F (I)))ΦF = ΦF . So we have proved that
∆F and ΦF satisfy (1.2.2). In the next calculation we prove that they satisfy (1.2.3):

(id⊗∆F (∆F (a)))ΦF =

= (I ⊗ F )(id⊗∆(F∆(a)F−1))(I ⊗ F−1F )(id⊗∆(F ))Φ(∆⊗ id(F−1))(F−1 ⊗ I) =

= (I ⊗ F )(id⊗∆(F ))(id⊗∆(∆(a)))Φ(∆⊗ id(F−1))(F−1 ⊗ I) =

= (I ⊗ F )(id⊗∆(F ))Φ(∆⊗ id(∆(a)))(∆⊗ id(F−1))(F−1 ⊗ I) =

= (I ⊗ F )(id⊗∆(F ))Φ(∆⊗ id(F−1))(F−1F ⊗ I)(∆⊗ id(F∆(a)F−1))(F−1 ⊗ I) =

= ΦF (∆F ⊗ id(∆F (a)))

It remains to prove the relation (1.2.4), or, explicitly:

(id⊗ id⊗∆F (ΦF ))(∆F ⊗ id⊗ id(ΦF )) = (I ⊗ΦF )(id⊗∆F ⊗ id(ΦF ))(ΦF ⊗ I)

Hence:

(id⊗ id⊗∆F (ΦF ))(∆F ⊗ id⊗ id(ΦF )) =

= F34(id⊗ id⊗∆(F23(id⊗∆(F ))Φ(∆⊗ id(F−1))F−1
12 ))F−1

34 ·
· F12(∆⊗ id⊗ id(F23(id⊗∆(F ))Φ(∆⊗ id(F−1))F−1

12 ))F−1
12 =

= F34(id⊗ id⊗∆(F23))(id⊗ id⊗∆(id⊗∆(F )))(id⊗ id⊗∆(Φ))·
· (∆⊗∆(F−1))F−1

12 F
−1
34 F12F34(∆⊗∆(F ))(∆⊗ id⊗ id(Φ))·

· (∆⊗ id⊗ id(∆⊗ id(F−1)))(∆⊗ id⊗ id(F−1
12 ))F−1

12

Since F12 e F34 commute and using (1.2.3) on Φ we get:

(I ⊗ I ⊗ F )(id⊗ id⊗∆(I ⊗ F ))(I ⊗ Φ)(id⊗∆⊗ id(id⊗∆(F )))·
· (I ⊗ Φ−1)(id⊗ id⊗∆(Φ))(∆⊗ id⊗ id(Φ))(Φ−1 ⊗ I)·
· (id⊗∆⊗ id(∆⊗ id(F−1)))(Φ⊗ I)(∆⊗ id⊗ id(F−1 ⊗ I))(F−1 ⊗ I ⊗ I)

Using (1.2.4) on Φ we obtain:

(I ⊗ I ⊗ F )(id⊗ id⊗∆(I ⊗ F ))(I ⊗ Φ)(id⊗∆⊗ id(id⊗∆(F )))·
· (id⊗∆⊗ id(Φ))(id⊗∆⊗ id(∆⊗ id(F−1)))·
· (Φ⊗ I)(∆⊗ id⊗ id(F−1 ⊗ I))(F−1 ⊗ I ⊗ I) =

= (I ⊗ I ⊗ F )(id⊗ id⊗∆(I ⊗ F ))(I ⊗ Φ)(id⊗∆⊗ id(I ⊗ F−1))(I ⊗ F−1 ⊗ I)·
· (I ⊗ F ⊗ I)(id⊗∆⊗ id((I ⊗ F )(id⊗∆(F ))Φ(∆⊗ id(F−1))(F−1 ⊗ I)))(I ⊗ F−1 ⊗ I)·
· (I ⊗ F ⊗ I)(id⊗∆⊗ id(F ⊗ I))(Φ⊗ I)(∆⊗ id⊗ id(F−1 ⊗ I))(F−1 ⊗ I ⊗ I) =

= (I ⊗ ΦF )(id⊗∆F ⊗ id(ΦF ))(ΦF ⊗ id)

Let’s pass to the weak quasi Hopf algebra case. We start proving (1.2.7) on AF :

m(I ⊗ αF (SF ⊗ id ◦∆F (a))) =
∑
i,j

S(eia(1)ẽj)αF fia(2)f̃j =

=
∑
i,j,h

S(ẽj)S(a(1))S(ei)S(ẽh)αf̃hfia(2)f̃j

Since F−1F = ∆(I): ∑
i,h

S(ei)S(ẽh)αf̃hfi = α (1.2.23)

∑
i,h

ẽheiβS(fi)S(f̃h) = β (1.2.24)
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Hence:

m(I ⊗ αF (SF ⊗ id ◦∆F (a))) =
∑
j

S(ẽj)S(a(1))αa(2)f̃j =

= ε(a)
∑
j

S(ẽj)αf̃j = ε(a)αF

The condition (1.2.8) can be proved in the same way. It remains to prove the relation
(1.2.9). We will prove only the first of the two identities. Remembering the definition
of ΦF , we have:

ΦF =
∑
i

x
(F )
i ⊗ y(F )

i ⊗ z(F )
i =

=
∑

i,j,h,k,l

ejxhẽk(1)ẽl ⊗ eifj(1)yhẽk(2)f̃l ⊗ fifj(2)zhf̃k

We want to prove that: ∑
i

x
(F )
i βFSF (y

(F )
i )αF z

(F )
i = I

In fact:

∑
i

x
(F )
i βFSF (y

(F )
i )αF z

(F )
i =

∑
j,h,k

ejxhẽk(1)

∑
l,n

ẽlenβS(fn)S(f̃l)

 ·
· S(ẽk(2))S(yh)S(fj(1))

∑
i,m

S(ei)S(ẽm)αf̃mfi

 fj(2)zhf̃k

Now, using (1.2.23) and (1.2.24), we obtain:∑
i

x
(F )
i βFSF (y

(F )
i )αF z

(F )
i =

=
∑
j,h,k

ejxhẽk(1)βS(ẽk(2))S(yh)S(fj(1))αfj(2)zhf̃k =

=

∑
j

ejε(fj)

(∑
h

xhβS(yh)αzh

)(∑
k

ε(ẽk)f̃k

)
= I

using (1.2.9) for A and (1.2.20).

If we are dealing with weak quasi ∗-bialgebras A, the weak quasi bialgebra AF
is still involutive with:

ΩF = F−1∗ΩF−1

This is what we are going to prove in the next:

Proposition 1.2.11. Given a weak quasi ∗-bialgebra A and a twist F , the algebra
AF is a weak quasi ∗-bialgebra.

Proof. We need to prove the relations (1.2.10) - (1.2.14) related to ΩF . Identities
(1.2.10) - (1.2.12) are very easy to prove. We prove the relation (1.2.13):

ΩF∆F (a∗) = F−1∗ΩF−1F∆(a∗)F−1 =

= F−1∗Ω∆(a∗)F−1 = F−1∗∆(a)∗ΩF−1 = ∆F (a)∗ΩF
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It remains to prove (1.2.14):

(I ⊗ ΩF )(id⊗∆F (ΩF ))ΦF (∆F ⊗ id(Ω−1
F ))(Ω−1

F ⊗ I) =

= (I ⊗ F−1∗)(I ⊗ Ω)(I ⊗ F−1)(I ⊗ F )(id⊗∆(F−1∗))(id⊗∆(Ω))(id⊗∆(F−1))

(I ⊗ F−1)(I ⊗ F )(id⊗∆(F ))Φ(∆⊗ id(F−1))(F−1 ⊗ I)(F ⊗ I)

(∆⊗ id(F ))(∆⊗ id(Ω−1))(∆⊗ id(F ∗))(F−1 ⊗ I)(F ⊗ I)(Ω−1 ⊗ I)(F ∗ ⊗ I) =

= (I ⊗ F−1∗)(id⊗∆(F−1))∗(I ⊗ Ω)(id⊗∆(Ω))Φ

(∆⊗ id(Ω−1))(Ω−1 ⊗ I)(∆⊗ id(F ))∗(F ∗ ⊗ I) =

= (I ⊗ F−1∗)(id⊗∆(F−1))∗Φ−1∗(∆⊗ id(F ))∗(F ∗ ⊗ I) = Φ−1
F

∗

Now, suppose that (A,∆, ε,Φ, R) is a braided weak quasi bialgebra, and F ∈
A⊗A a twist. The twisted R-matrix RF is:

RF = F21RF
−1 (1.2.25)

We have:

Proposition 1.2.12. The algebra AF = (A,∆F , ε,ΦF ,ΩF , RF ) is a braided weak
quasi bialgebra. If A is a braided weak quasi ∗-bialgebra, AF is a braided weak
quasi ∗-bialgebra too.

Proof. We have to prove relations (1.2.15) - (1.2.18) for RF . (1.2.15) is quite easy to
prove. (1.2.16) is a consequence of the following calculation:

RF∆F (a) = F21RF
−1F∆(a)F−1 = F21R∆(a)F−1 =

= F21∆op(a)RF−1 = (F∆(a)F−1)21F21RF
−1 = ∆op

F (a)RF

We pass to (1.2.18). The relation (1.2.17) can be proved in the same way.

id⊗∆F (RF ) = (id⊗∆F (F21))(id⊗∆F (R))(id⊗∆F (F−1)) =

= (I ⊗ F )(id⊗∆(F21))(id⊗∆(R))(id⊗∆(F−1))(I ⊗ F−1) =

= (I ⊗ F )(id⊗∆(F21))Φ−1
312R13Φ213R12Φ−1(id⊗∆(F−1))(I ⊗ F−1) =

= (I ⊗ F )(id⊗∆(F21))Φ−1
312R13Φ213R12(∆⊗ id(F−1))(F−1 ⊗ I)Φ−1

F =

= (I ⊗ F )(id⊗∆(F21))Φ−1
312R13Φ213(∆op ⊗ id(F−1))(F−1

21 ⊗ I)(RF ⊗ I)Φ−1
F =

= (I ⊗ F )(id⊗∆(F21))Φ−1
312R13(id⊗∆(F−1)213)F−1

13 ΦF213RF12Φ−1
F =

= (I ⊗ F )(id⊗∆(F21))Φ−1
312(id⊗∆op(F−1)213)F−1

31 RF13ΦF213RF12Φ−1
F =

= Φ−1
F312

F−1
31 RF13ΦF213RF12Φ−1

F

Now, suppose that A is a weak quasi ∗-bialgebra. It remains to prove the relation
(1.2.19):

Ω21FRF = F−1
21
∗
Ω21F

−1
21 F21RF

−1 = F−1
21
∗
Ω21RF

−1 =

= F−1
21
∗
R∗−1ΩF−1 = F−1

21
∗
R−1∗F ∗F−1∗ΩF−1 =

= F−1
21
∗
R∗−1F ∗ΩF = (F21RF

−1)−1∗ΩF = R−1
F

∗
ΩF
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When F is a twist on A, then so is F−1 and we have:

(AF )F−1 = A = (AF−1)F (1.2.26)

If F ′ is another twist, then so is the product FF ′ and:

(AF )F ′ = AFF ′ (1.2.27)

Definition 1.2.13. Two weak quasi bialgebras (A,∆, ε,Φ) and (A′,∆′, ε′,Φ′) are
equivalent if there exist a twist F on A′ and an isomorphism ν : A −→ A′F of weak
quasi bialgebras.

All the results we have seen before involving weak quasi bialgebras are still valid
for weak quasi Hopf algebras. Before ending this section, we introduce a special
kind of these algebras, which is not closed under twists. Let A be a weak quasi Hopf
algebra. In order to shorten the formulas in the next Definition, we set:

P2 = ∆(I), P3 = ∆⊗ id(∆(I)), Q3 = id⊗∆(∆(I))

P4 = ∆⊗ id⊗ id(∆⊗ id(∆(I))), Q4 = id⊗ id⊗∆(id⊗∆(∆(I)))
(1.2.28)

Definition 1.2.14. A weak Hopf algebra is a weak quasi Hopf algebra withP2, P3, Q3, P4, Q4

satisfying the following:

Q3∆⊗ id(∆(a)) = id⊗∆(∆(a))P3 (1.2.29)

Q3P3Q3 = Q3, P3Q3P3 = P3 (1.2.30)

(I ⊗Q3)(id⊗∆⊗ id(Q3P3)(P3 ⊗ I) = Q4(∆⊗∆(P2))P4 (1.2.31)

As a consequence of the previous identities, the associator Φ and its inverse Φ−1 can
be chosen in the following way:

Φ = Q3P3 = id⊗∆(∆(I))∆⊗ id(∆(I)) (1.2.32)

Φ−1 = P3Q3 = ∆⊗ id(∆(I)) id⊗∆(∆(I)) (1.2.33)

Remark 1.2.15. (a) A deeper look to these algebras will be given in [16]. At this
stage we can notice that our definition of weak Hopf algebra is quite different from
the one introduced by Böhm, Nill and Szlachanyi [10], [60]. In fact, their algebras are
coassociative, with a non-counital coproduct and a non-multiplicative counit. This is
due to the fact these two kinds of algebras arise in different contexts and with differ-
ent motivations.
(b) Suppose that A is a weak quasi Hopf algebra with associators Φ and Φ−1. Hence,
since we already know that Φ and Φ−1 are associators, the identities (1.2.32) and
(1.2.33) are equivalent to conditions (1.2.29) - (1.2.31). This fact will be used af-
terwards to prove that a peculiar weak quasi Hopf algebra is actually a weak Hopf
algebra.

1.3 Weak quasi Hopf algebras: properties of the antipode

In this section we focus on some properties of weak quasi Hopf algebras, specially
those involving the antipode. The most of the following results are new but heavily
inspired by the Drinfeld’s work about quasi Hopf algebras [20].
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Proposition 1.3.1. The counit ε of a weak quasi Hopf algebra A is unique and sa-
tisfies ε ◦ S = ε. If A is involutive, ε also satisfies ε(a∗) = ε(a), for every a ∈ A.

Proof. The first two statements can be proved in the same way as for quasi Hopf
algebras, namely the first follows from (1.2.1) while the second from applying the
counit to one of the equations (1.2.7) and (1.2.8). For the last statement it suffices to
show that ε̃(a) := ε(a∗) is a counit. We prove just one of the two counit identities:

(id⊗ε̃)(∆(a)) = a(1)ε̃(a(2)) =

= (a∗(1)ε(a
∗
(2)))

∗ = (id⊗ε(∆(a)∗))∗ =

= (id⊗ε(Ω∆(a∗)Ω−1))∗ = (id⊗ε(∆(a∗)))∗ = a

using (1.2.12) and (1.2.13).

Proposition 1.3.2. LetA be a weak quasi Hopf algebra with antipode (S, α, β). Then
for every invertible u ∈ A, the triple (S, α, β) defined by

S(a) = uS(a)u−1, uα = α, βu−1 = β. (1.3.1)

is another antipode of A. Conversely, if (S, α, β) and (S, α, β) are two antipodes,
there exists a unique invertible element u ∈ A satisfying (1.3.1). In particular, if a
strong antipode exists, it is unique.

Proof. Straightforward calculations allow us to prove that, if (S, α, β) is an an-
tipode, (S, α, β) defined as (1.3.1) is another antipode. Conversely, let (S, α, β) and
(S, α, β) be two antipodes, and:

u =
∑
i

S(pi)αqiβS(ri) (1.3.2)

In some of the following calculations we will avoid the summation symbol. Applying
the map V : A⊗A⊗A→ A such that:

V (b⊗ c⊗ d) = S(b)αcβS(d)

to both side of the identity ∆⊗id(∆(a))Φ−1 = Φ−1(id⊗∆)(∆(a)), we get uS(a) =

S(a)u. In fact:

V (∆⊗ id(∆(a))Φ−1) = V (a(1)(1)pi ⊗ a(1)(2)qi ⊗ a(2)ri) =

= S(a(1)(1)pi)αa(1)(2)qiβS(a(2)ri) =

= S(pi)S(a(1)(1))αa(1)(2)qiβS(a(2)ri) =

= S(pi)αqiβS(ri)S(a) = uS(a)

Applying V to the right hand side, we obtain:

V (Φ−1(id⊗∆)(∆(a))) = V (pia(1) ⊗ qia(2)(1) ⊗ ria(2)(2)) =

= S(pia(1))αqia(2)(1)βS(ria(2)(2)) =

= S(a)S(pi)αqiβS(ri) = S(a)u

Now, from (1.2.4) and (b) of Remark 1.2.2 it follows that:

(id⊗ id⊗∆(Φ))(∆⊗ id⊗ id(Φ))(Φ−1 ⊗ I) = (I ⊗ Φ)(id⊗∆⊗ id(Φ))
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We apply the map W : A⊗4 → A, to both sides of the previous identity, where

W (b⊗ c⊗ d⊗ e) = S(b)αcβS(d)αe

obtaining in this way uα = α. In fact the left hand side gives

S(xixj(1)pk)αyixj(2)qkβS(zi(1)yjrk)αzi(2)zj =

= S(pk)S(xj(1))S(xi)αyixj(2)qkβS(rk)S(yj)ε(zi)αzj =

= S(pk)S(xj(1))[S(xi)αyiε(zi)]xj(2)qkβS(rk)S(yj)αzj =

= S(pk)S(xj(1))αxj(2)qkβS(rk)S(yj)αzj =

= S(pk)αqkβS(rk)[ε(xj)S(yj)αzj ] = uα

We have used the following identity in the third line:

S(xi)αyiε(zi) = m ◦ [I ⊗ α · (S ⊗ id)(id⊗ id⊗ε)(Φ)] =

= m ◦ [I ⊗ α · (S ⊗ id)(∆(I))] = ε(I)α = α

and similarly we have used the relation ε(xj)S(yj)αzj = α in the last line. Analo-
gous computations show that the right hand side leads to α. The relation involving β
can be proved in the same way. Now we prove the invertibility of u. We define:

v =
∑
i

S(pi)αqiβ S(ri)

v is the inverse of u. Indeed:

uv =
∑
i

uS(pi)αqiβ S(ri) =
∑
i

S(pi)uαqiβ S(ri) =

=
∑
i

S(pi)αqiβ S(ri) = I

A similar calculation allows to prove the uniqueness of u:

u = uI =
∑
i

uS(pj)αqjβS(rj) =
∑
i

S(pj)uαqjβS(rj) =

=
∑
i

S(pj)αqjβS(rj)

We now ask if there exists a relation between the antipode and the coproduct, or,
more precisely, if the antipode enjoys a sort of anticomultiplicativity. The answer
is quite similar to the quasi Hopf algebras case, but we must take into account the
non-unitality of the coproduct. We define:

γ = V ((I ⊗ Φ−1)(id⊗ id⊗∆(Φ)))

δ = V ′((∆⊗ id⊗ id(Φ))(Φ−1 ⊗ I))

where V, V ′ : A⊗4 → A⊗2 are:

V (c⊗ d⊗ e⊗ f) = S(d)αe⊗ S(c)αf

V ′(c⊗ d⊗ e⊗ f) = cβS(f)⊗ dβS(e)

Our goal is to prove the following:
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Theorem 1.3.3. There exists a unique quasi invertible element F inA⊗A such that:

D(F ) = ∆(I) , R(F ) = S ⊗ S(∆op(I)) (1.3.3)

F∆(S(a))F−1 = (S ⊗ S(∆op(a))) ∀a ∈ A (1.3.4)

γ = F∆(α) (1.3.5)

δ = ∆(β)F−1 (1.3.6)

Moreover, we have that:

F =
∑
i

S ⊗ S(∆op(pi))γ∆(qiβS(ri))

and
F−1 =

∑
i

∆(S(pi)αqi)δ(S ⊗ S(∆′(ri)))

We start proving the following:

Lemma 1.3.4. We have:
(a)

γ = V ((Φ⊗ I)(∆⊗ id⊗ id(Φ−1)))

δ = V ′((id⊗ id⊗∆(Φ−1))(I ⊗ Φ))

(b) If a ∈ A, then:

(S ⊗ S(∆op(a(1))))γ∆(a(2)) = ε(a)γ

∆(a(1))δ(S ⊗ S(∆op(a(2)))) = ε(a)δ

(c) ∑
i

∆(xi)δ(S ⊗ S(∆op(yi)))γ∆(zi) = ∆(I)∑
j

(S ⊗ S(∆op(pj)))γ∆(qj)δ(S ⊗ S(∆op(rj))) = ∆(I)

Proof. (a) Using (1.2.4) we have

γ = V ((id⊗∆⊗ id(Φ))(Φ⊗ I)(∆⊗ id⊗ id(Φ−1)))

It is easy to see that:
V (id⊗∆⊗ id(Φ) · T ) = V (T ) (1.3.7)

after the following calculation:

V (id⊗∆⊗ id(Φ) · T ) =
∑
i

ε(yi)V (xi ⊗ I ⊗ I ⊗ zi · T ) =

=
∑
i

ε(yi)S(T2)αT3 ⊗ S(T1)S(xi)αziT4 =

=
∑
i

S(T2)αT3 ⊗ S(T1)[S(xi)ε(yi)αzi]T4 =

=
∑
i

S(T2)αT3 ⊗ S(T1)αT4 = V (T )



20 Tensor categories and weak quasi Hopf algebras

where the expression in the square brackets is equal to α thanks to (1.2.5). Therefore:

γ = V ((id⊗∆⊗ id(Φ))(Φ⊗ I)(∆⊗ id⊗ id(Φ−1))) =

= V ((Φ⊗ I)(∆⊗ id⊗ id(Φ−1)))

Similarly for the identity involving δ.
(b) We prove the first identity. The second identity will follow in the same way.
(S ⊗ S(∆op(a(1))))γ∆(a(2)) is equal to

V ((I ⊗ Φ−1)(id⊗ id⊗∆(Φ))(∆⊗∆(∆(a))))

which in turn is equal to:

V ((id⊗∆⊗ id(id⊗∆(∆(a))))(I ⊗ Φ−1)(id⊗ id⊗∆(Φ))) (1.3.8)

after the following calculation:

(I ⊗ Φ−1)(id⊗ id⊗∆(Φ))(∆⊗∆(∆(a))) =

= (I ⊗ Φ−1)(id⊗ id⊗∆(Φ(∆⊗ id(∆(a))))) =

= (I ⊗ Φ−1)(id⊗ id⊗∆((id⊗∆(∆(a)))Φ)) =

= (id⊗∆⊗ id(id⊗∆(∆(a))))(I ⊗ Φ−1)(id⊗ id⊗∆(Φ))

Finally, (1.3.8) is equal to ε(a)γ since:

V (id⊗∆⊗ id(id⊗∆(∆(a))) · T1 ⊗ T2 ⊗ T3 ⊗ T4) = ε(a)V (T1 ⊗ T2 ⊗ T3 ⊗ T4)

(c) We prove the first identity. The second will follow similarly. Let r be the fol-
lowing element in A⊗6:

[I ⊗ I ⊗ ((I ⊗ Φ−1)(id⊗ id⊗∆(Φ)))](∆⊗∆⊗∆(Φ))·
·[(∆⊗ id⊗ id(Φ))(Φ−1 ⊗ I))⊗ I ⊗ I]

We introduce the map φ : A⊗6 → A⊗2, with:

φ(a⊗ b⊗ c⊗ d⊗ e⊗ f) = (a⊗ b)(β ⊗ β)(S(d)⊗ S(c))(α⊗ α)(e⊗ f)

A simple calculation leads to the identity:

φ(r) = ∆(xi)δ(S ⊗ S(∆op(yi)))γ∆(zi)

In this way we obtain the LHS of the identity that we are going to prove. We need
much more work in order to get the RHS. It is possible to write r in a different way:

r = (∆⊗ id⊗∆⊗ id(id⊗ id⊗∆(Φ)))(I⊗3 ⊗ Φ−1)·
· (Φ−1 ⊗ I⊗3)(id⊗∆⊗ id⊗∆((∆⊗ id⊗ id(Φ))))

(1.3.9)

using repeatedly (1.2.3). We report the explicit computation:

r = [(I⊗3 ⊗ Φ−1)(id⊗4⊗∆((I⊗2 ⊗ Φ)))](∆⊗3(Φ))[(∆⊗ id⊗4(Φ⊗ I⊗2))(Φ−1 ⊗ I⊗3)] =

= (I⊗3 ⊗ Φ−1)(∆⊗ id⊗2⊗∆((I ⊗ Φ)(id⊗∆⊗ id(Φ))(Φ⊗ I)))(Φ−1 ⊗ I⊗3) =

= (I⊗3 ⊗ Φ−1)(∆⊗ id⊗2⊗∆((id⊗ id⊗∆(Φ))(∆⊗ id⊗ id(Φ))))(Φ−1 ⊗ I⊗3) =

= ((∆⊗ id)⊗2((id⊗2⊗∆(Φ))))(I⊗3 ⊗ Φ−1)(Φ−1 ⊗ I⊗3)((id⊗∆)⊗2(∆⊗ id⊗2(Φ)))
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Now, we apply φ to r written as in (1.3.9). We obtain the following identity simply
using the definition of φ:

φ(r) = φ((∆⊗ id⊗4(Φ125))(Φ−1 ⊗ I⊗3)(I⊗3 ⊗ Φ−1)(id⊗4⊗∆(Φ145)))

We rewrite the cocycle relation, putting I at the positions 4 and 5:

(id⊗ id⊗∆(Φ))1236(∆⊗ id⊗4(Φ125)) = Φ236(id⊗∆⊗ id⊗3(Φ125))Φ123

Multiplying both side on the left by (id⊗ id⊗∆(Φ−1))1236 and on the right by Φ−1
123

we get:

(∆⊗∆(∆(I)))1236((∆⊗ id⊗4(Φ125)))Φ−1
123 =

= (id⊗ id⊗∆(Φ))−1
1236Φ236(id⊗∆⊗ id⊗3(Φ125))(id⊗∆(∆(I))⊗ I⊗3)

We can also rewrite the cocycle relation putting I at the positions 2 and 3:

(I⊗3 ⊗ Φ−1)((id⊗4⊗∆(Φ145)))(∆⊗∆(∆(I)))1456 =

= (I⊗3 ⊗ (∆⊗ id(∆(I))))((id⊗3⊗∆⊗ id(Φ145)))Φ145(∆⊗ id⊗ id(Φ−1))1456

Proceeding as in (b) of Remark 1.2.2 we have:

((∆⊗ id⊗4(Φ125)))Φ−1
123 = (id⊗ id⊗∆(Φ))−1

1236Φ236(id⊗∆⊗ id⊗3(Φ125))

and:

(I⊗3 ⊗ Φ−1)((id⊗4⊗∆(Φ145))) =

= ((id⊗3⊗∆⊗ id(Φ145)))Φ145(∆⊗ id⊗ id(Φ−1))1456

We use the previous two identities in the following calculation:

φ(r) = φ((∆⊗ id⊗4(Φ125))(Φ−1 ⊗ I⊗3)(I⊗3 ⊗ Φ−1)(id⊗4⊗∆(Φ145))) =

= φ((id⊗ id⊗∆(Φ))1236Φ236(id⊗∆⊗ id⊗3(Φ125))·
· (id⊗3⊗∆⊗ id(Φ145))Φ145(∆⊗ id⊗ id(Φ−1))1456)

Using the definition of φ we get the desired result:

φ(r) = pixjxkxlpj(1)βS(yk(1)ylpj(2))αyk(2)zlqj⊗

⊗ qixiyj(1)βS(ri(1)yiyj(2))αri(2)zizjzkrj =

= ε(pj)ε(yk)pixjxkqj ⊗ ε(ri)ε(yj)qizjzkrj =

= (id⊗ id⊗ε(Φ−1))(id⊗ε⊗ id(Φ))(id⊗ε⊗ id(Φ))·
· (ε⊗ id⊗ id(Φ−1)) = ∆(I)

Lemma 1.3.5. Let B be an algebra, p an idempotent in B, f : A → B a homo-
morphism and g : A → B an anti-homomorphism with f(I) = g(I) = p, and
ρ, σ ∈ (p, p) such that:

g(a(1))ρf(a(2)) = ε(a)ρ

f(a(1))σg(a(2)) = ε(a)σ
(1.3.10)
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where a ∈ A. Moreover, ∑
i

f(xi)σg(yi)ρf(zi) = p (1.3.11)∑
j

g(pj)ρf(qj)σg(rj) = p (1.3.12)

In addition, we have an idempotent q ∈ B, ρ, σ ∈ qBp and an anti-homomorphism
g : A→ B with g(I) = q also satisfying (1.3.10) - (1.3.12) (but in (1.3.12) q replaces
p).

Then there exists exactly one element F ∈ B, partially invertible withD(F ) = p,
R(F ) = q, such that:

Fρ = ρ

σF = σ

g(a) = Fg(a)F−1

(1.3.13)

As a consequence, we haveF =
∑

i g(pi)ρf(qi)σg(ri) andF−1 =
∑

i g(pi)ρf(qi)σ g(ri).

Proof. Let F be
∑

i g(pi)ρf(qi)σg(ri). We apply the map V : A⊗3 → B, V (b⊗c⊗
d) = g(b)ρf(c)σg(d), respectively to (∆⊗ id(∆(a)))Φ−1 and Φ−1(id⊗∆(∆(a))),
obtaining Fg(a) = g(a)F . In the same way, we apply the map V : A⊗4 → B such
that:

V (b⊗ c⊗ d⊗ e) = g(b)ρf(c)σg(d)ρf(e)

to both sides of the identity:

(id⊗ id⊗∆(Φ))(∆⊗ id⊗ id(Φ))(Φ−1 ⊗ I) = (I ⊗ Φ)(id⊗∆⊗ id(Φ))

From the LHS we obtain Fρ, and from the RHS ρ. In the same way for σ. It remains
to prove the uniqueness of F . Suppose that F satisfies the first three identities of
(1.3.13). Then:

F = Fp =
∑
j

Fg(pj)ρf(qj)σg(rj) =
∑
j

g(pj)Fρf(qj)σg(rj) =

=
∑
j

g(pj)ρf(qj)σg(rj)

At this point we are able to prove the Theorem 1.3.3:

Proof. It is straightforward if we apply the previous Lemma to B = A ⊗ A, p =

∆(I), q = S ⊗ S(∆op(I)), f = ∆, g = ∆ ◦ S, ρ = ∆(α), σ = ∆(β), g =

S ⊗ S ◦∆op, ρ = γ, σ = δ.

We now ask what does it happen if A is coassociative, or in other terms Φ =

I ⊗ I ⊗ I . In this case we do not recover the classical anticomultiplicativity property
of the antipode, as we can see in the next:

Proposition 1.3.6. The following identities are equivalent:

(i) ∆(I) = I ⊗ I
(ii) ∆ ◦ S = (S ⊗ S) ◦∆op
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Proof. (i)⇒(ii) is the ordinary case. Let us prove (ii)⇒(i).

∆(I) = ∆(I)(I ⊗ I) =

= ∆(I)ε(I(1))I(2) ⊗ I = ∆(ε(I(1))I)(I(2) ⊗ I) =

= ∆(I(1)(1)S(I(1)(2)))(I(2) ⊗ I) =

= ∆(I(1))∆(S(I(2)(1)))(I(2)(2) ⊗ I) =

= (I(1)(1) ⊗ I(1)(2))(S(I(2)(1))(1) ⊗ S(I(2)(1))(2))(I(2)(2) ⊗ I) =

= I(1)(1)S(I(2)(1)(2))I(2)(2) ⊗ I(1)(2)S(I(2)(1)(1)) =

= I(1)(1)S(I(2)(2)(1))I(2)(2)(2) ⊗ I(1)(2)S(I(2)(1)) =

= I(1)(1)ε(I(2)(2))⊗ I(1)(2)S(I(2)(1)) =

= I(1)(1) ⊗ I(1)(2)S(I(2)) = I(1) ⊗ I(2)(1)S(I(2)(2)) =

= I(1) ⊗ ε(I(2))I = ε(I(2))I(1) ⊗ I = I ⊗ I

Finally, we want to shed light on the structure of the dual algebra Â. We recall
the definition of the structure maps on Â:

〈φψ|a〉 := 〈φ⊗ ψ|∆(a)〉〈
Î|a
〉

:= ε(a)〈
∆̂(φ)|a⊗ b

〉
:= 〈φ|ab〉

ε̂(φ) := 〈φ|I〉〈
Ŝ(φ)|a

〉
:= 〈φ|S(a)〉

〈φ∗|a〉 := 〈φ|a∗〉

(1.3.14)

where φ, ψ ∈ Â, a, b ∈ A and 〈·|·〉 denotes the dual pairing Â ⊗ A → C. Using the
structure maps it is easy to see that:

∆̂(φ)∗ = ∆̂′(φ∗) ∀φ ∈ Â

Moreover, Â is a non-associative algebra, with a coassociative and unital coproduct
and a non-multiplicative counit. The involution ∗ is not antimultiplicative.

1.4 Weak quasi Hopf algebras: representation theory

In this section we will deal with the representation theory of a semisimple weak quasi
Hopf algebra. We restrict to the semisimple case since in this situation talking about
representation categories does not cause any kind of categorical issues. Moreover,
we will consider only finite-dimensional representations. A representation of a weak
quasi Hopf algebra A is a pair (V, πV ) where V is a finite-dimensional complex
linear space and πV : A → End(V ) an algebra homomorphism. We will indicate
with RepA the category whose objects are the representations of A and the arrows
between two objects (πV , V ) and (πV ′ , V

′) the subspace (V, V ′) of L(V, V ′) whose
elements are the A-linear maps. This linear category can be made into a (non-strict)
tensor category following, for example, [10].
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We define × on representations:

πV×W := (πV ⊗ πW ) ◦∆

V ×W := πV×W (I)(V ⊗W )
(1.4.1)

and then on A-linear morphisms:

f × g := (f ⊗ g) ◦ πV×W (I) (1.4.2)

where f ∈ (V, V ′), g ∈ (W,W ′).
If A is a weak quasi Hopf ∗-algebra, we restrict to the representations (πV , V )

such that πV (a∗) = πV (a)∗ and V is endowed with a hermitian form. We will call
them ∗-representations. The category whose objects are these representations will be
called RephA. Finally, if A is a weak quasi Hopf C∗-algebra and Ω ∈ A ⊗ A is
a positive element, we restrict to the ∗-representations πH on the Hilbert spaces H .
The category whose objects are these representations will be called RepH A.

Our goal is to prove the following:

Theorem 1.4.1. Let A be a weak quasi Hopf algebra. Then RepA is a tensor ca-
tegory. If A is a weak quasi Hopf ∗-algebra, RephA is a ∗-tensor category. If A
is a C∗-algebra and Ω a positive element in A ⊗ A, then RepH A is a C∗-tensor
category. If the antipode S commute with the involution ∗ in A, RepH A is rigid. If
A is braided, then RepA is braided. If A is endowed with the involution ∗, then the
braiding is unitary.

It is quite easy to see that the unit object exists and it is the trivial representation
1 = (C, ε), where A acts on the complex numbers in the following way

a · 1 = ε(a)1

We define the associativity costraints aU,V,W : (U × V )×W → U × (V ×W ) and
a−1
U,V,W : U × (V ×W )→ (U × V )×W . We will take into account that:

(u⊗ v)⊗ w = ∆⊗ id(∆(I))((u⊗ v)⊗ w) ∈ (U × V )×W
u⊗ (v ⊗ w) = id⊗∆(∆(I))(u⊗ (v ⊗ w)) ∈ U × (V ×W )

Hence:

aU,V,W ((u⊗ v)⊗ w) = Φ((u⊗ v)⊗ w)

a−1
U,V,W (u⊗ (v ⊗ w)) = Φ−1(u⊗ (v ⊗ w))

while the unit costraints are:

rV (v ⊗ 1) = v and lV (1⊗ v) = v

Using (1.2.2) it is quite easy to see that the associativity costraints a and a−1 are well-
defined. Furthermore, pentagon axiom and triangle axiom are direct consequence of
(1.2.2) - (1.2.5). So RepA is a tensor category.

The next step is to prove that RephA is a ∗-tensor category when A is a weak
quasi Hopf ∗-algebra. In this setting, the main problem is to prove that the product
of two ∗-representations is still a ∗-representation. It is crucial the existence of Ω.
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In fact, let (πV , V ) and (πW ,W ) be two ∗-representations. We put on V ×W the
following hermitian form:

(v1 ⊗ w1, v2 ⊗ w2) := (v1 ⊗ w1,Ω(v2 ⊗ w2))p

where the form on the right hand side is the product form. Then:

Proposition 1.4.2. Endowing V ×W with (·, ·) defined above, we get that πV×W is
a ∗-representation.

Proof. First of all, the form (·, ·) is hermitian because of the self-adjointness of Ω.
Next:

(v1 ⊗ w1, πV×W (a)∗(v2 ⊗ w2)) = (πV×W (a)(v1 ⊗ w1), v2 ⊗ w2) =

= (∆(a)(v1 ⊗ w1),Ω(v2 ⊗ w2))p = (v1 ⊗ w1,∆(a)∗Ω(v2 ⊗ w2))p =

= (v1 ⊗ w1,Ω∆(a∗)(v2 ⊗ w2))p = (v1 ⊗ w1, πV×W (a∗)(v2 ⊗ w2))

What does it happen if we have n ∗-representations V1, . . . , Vn? Since the co-
product is not coassociative, the category is not strict. So, it will be necessary to use
parentheses to indicate the order of the products. According to the order that occurs,
we define

∆(n) = (id⊗ . . .⊗ id⊗∆⊗ id⊗ . . .⊗ id) ◦ . . . ◦∆

with ∆(1) = id and ∆(2) = ∆.
Unlike the coassociative case, ∆(n) depend on the positions of ∆’s into the com-

position. When it will be possible, we will avoid the use of parentheses and we will
consider ∆(i) fixed, with i < n. If ∆(n) = ∆(r) ⊗∆(s) ◦∆, then:

Ω(n) := (Ω(r) ⊗ Ω(s))(∆(r) ⊗∆(s))(Ω) ∈ A⊗n (1.4.3)

with Ω(1) = I and Ω(2) = Ω. In other words, the definition of Ω(n) depends on the
∆(n), which in turn is chosen according to the order of the products.

Now we can define the hermitian form on V1 × . . .× Vn:

(v1 ⊗ . . .⊗ vn, v′1 ⊗ . . .⊗ v′n) := (v1 ⊗ . . .⊗ vn,Ω(n)(v′1 ⊗ . . .⊗ v′n))p (1.4.4)

As before:

Proposition 1.4.3. Endowing V1 × . . .× Vn with the hermitian form (1.4.4), we get
that πV1×...×Vn is a ∗-representation.

Remark 1.4.4. The relation ∆(a)∗Ω = Ω∆(a∗) can be extended to ∆(n) and Ω(n),
or more explicitly:

∆(n)(a)∗Ω(n) = Ω(n)∆(n)(a∗)

∀a ∈ A and ∀n ∈ N. We prove it by induction.

∆(n)(a)∗Ω(n) = (∆(r) ⊗∆(s)(∆(a)))∗(Ω(r) ⊗ Ω(s))(∆(r) ⊗∆(s)(Ω)) =

= (∆(r)(a(1))
∗Ω(r) ⊗∆(s)(a(2))

∗Ω(s))(∆(r) ⊗∆(s)(Ω)) =

= (Ω(r)∆(r)(a∗(1))⊗ Ω(s)∆(s)(a∗(2)))(∆
(r) ⊗∆(s)(Ω)) =

= (Ω(r) ⊗ Ω(s))(∆(r) ⊗∆(s)(∆(a)∗Ω)) =

= (Ω(r) ⊗ Ω(s))(∆(r) ⊗∆(s)(Ω))(∆(r) ⊗∆(s)(∆(a∗))) =

= Ω(n)∆(n)(a∗)
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The following result completes the proof that RephA is a ∗-tensor category:

Proposition 1.4.5. The associativity costraint aU,V,W satisfies the following identity:

a∗U,V,W = a−1
U,V,W

for all U, V,W in RephA.

Proof. It is merely a consequence of (1.2.14):

((u1 ⊗ v1)⊗ w1, a
∗
U,V,W (u2 ⊗ (v2 ⊗ w2))) =

= (aU,V,W ((u1 ⊗ v1)⊗ w1),Ω(3)(u2 ⊗ (v2 ⊗ w2)))p =

= (Φ((u1 ⊗ v1)⊗ w1), (I ⊗ Ω)(id⊗∆(Ω))(u2 ⊗ (v2 ⊗ w2)))p =

= ((u1 ⊗ v1)⊗ w1,Φ
∗(I ⊗ Ω)(id⊗∆(Ω))(u2 ⊗ (v2 ⊗ w2)))p =

= ((u1 ⊗ v1)⊗ w1, (Ω⊗ I)(∆⊗ id(Ω))Φ−1(u2 ⊗ (v2 ⊗ w2)))p =

= ((u1 ⊗ v1)⊗ w1, a
−1
U,V,W (u2 ⊗ (v2 ⊗ w2)))

It remains to talk about the C∗ case. IfA is a C∗-algebra and Ω a positive element
in A⊗A, it is very easy to prove that RepH A is a C∗-tensor category. We just need
to check the following:

Proposition 1.4.6. Suppose that Ω is a positive element in A ⊗ A. Then Ω(n) is
positive ∀n ∈ N and for every ∆(n).

Proof. We suppose that ∆(n) is equal to ∆(r)⊗∆(s)◦∆, and we proceed by induction.
Since Ω and Ω(r) are positive for all r < n, we have Ω = T 2

1 , Ω(r) = T 2
2 and

Ω(s) = T 2
3 , where T1, T2 and T3 are self-adjoint. We will obtain the result after the

following calculation:

Ω(n) = (Ω(r) ⊗ Ω(s))(∆(r) ⊗∆(s)(∆(T 2
1 ))) =

= (∆(r) ⊗∆(s)(T1)∗)(Ω(r) ⊗ Ω(s))(∆(r) ⊗∆(s)(T1)) =

= (∆(r) ⊗∆(s)(T1)∗)(T2 ⊗ T3)(T2 ⊗ T3)(∆(r) ⊗∆(s)(T1)) = B∗B

where B = (T2 ⊗ T3)(∆(r) ⊗∆(s)(T1)).

Next, we focus on the rigidity of RepH A under the assumption:

S◦∗ =∗ ◦S

Let V be a Hilbert space and V its conjugate space. If (πV , V ) is a ∗-representation
ofA, then (πV , V ) is also a ∗-representation ofA, with the following action of a ∈ A
on v ∈ V :

av = S(a)∗v (1.4.5)

The next calculation shows that (πV , V ) is a ∗-representation of A:

(v, πV (a)∗(w)) = (πV (a)(v), w) = (S(a)∗v, w) =

= (w, S(a)∗v) = (S(a)w, v) =

= (v, S(a)w) = (v, πV (a∗)w)
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Now we prove that V is the conjugate object of V in RepH A. In order to prove
this fact, we introduce the conjugation maps r = r

(α)
V ∈ (1, V × V ) and r = r

(β)
V ∈

(1, V × V ):

r
(α)
V (1) = Ω−1

n∑
i=1

ei ⊗ α∗ei (1.4.6)

r
(β)
V (1) =

n∑
i=1

βei ⊗ ei (1.4.7)

We have:

Proposition 1.4.7. The map r∗(v⊗w) = (v, αw) is the adjoint map of r. Moreover,
r and r defined respectively as in (1.4.6) and (1.4.7) are morphisms in RepH A.

Proof. We start with r∗:

r∗(v ⊗ w) = (r(1),Ω(v ⊗ w))p = (Ω−1(ei ⊗ α∗ei),Ω(v ⊗ w))p =

= (ei, v)(α∗ei, w) = (v, ei)(ei, αw) = (v, αw)

Of course r is a morphism if and only if r∗ is a morphism. Therefore it is sufficient
to prove that r∗ ∈ (V × V,1):

r∗(∆(a)(v ⊗ w)) = (S(a(1))
∗v, αa(2)w) = (v, S(a(1))αa(2)w) =

= ε(a)(v, αw) = ε(a)r∗(v ⊗ w)

using (1.2.7). In order to prove the second statement, we use the well-known exi-
stence of the linear space isomorphism λ : V ⊗ V → B(V ), such that:

λ(v ⊗ w)(u) = (w, u)v

So it will be sufficient to prove that λ(∆(a)r(1))(u) = λ(ε(a)r(1))(u) ∀u ∈ V .

λ(∆(a)r(1))(u) = λ

(
n∑
i=1

a(1)βei ⊗ a(2)ei

)
(u) =

=

n∑
i=1

(ei, S(a(2))u)a(1)βei = a(1)βS(a(2))u = ε(a)βu =

= λ

(
ε(a)

n∑
i=1

βei ⊗ ei

)
(u) = λ(ε(a)r(1))(u)

using (1.2.8).

Proposition 1.4.8. The morphisms r and r satisfy the conjugate equations (1.1.10)
and (1.1.11). Hence V is the conjugate object of V in RepH A.

Proof. First of all, it is easy to see that the conjugate identities can be proved putting
the standard tensor product ⊗ in place of the truncated product ×. It is merely a
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consequence of (1.2.2). We start proving the equation (1.1.10):

r∗ ⊗ id ◦a−1
V ,V,V

◦ id⊗r(v∗) = r∗ ⊗ id

(
a−1
V ,V,V

(
v ⊗

(
n∑
i=1

βei ⊗ ei

)))
=

=

n∑
i=1

r∗ ⊗ id(Φ−1(v ⊗ βei ⊗ ei)) =
∑
i,j

r∗ ⊗ id(pjv ⊗ qjβei ⊗ rjei) =

=
∑
i,j

(v, S(pj)αqjβei)rjei =
∑
i,j

(ei, β∗q∗jα
∗S(pj)∗v)S(rj)∗ei =

=
∑
j

S(rj)∗β∗q∗jα
∗S(pj)∗v =

∑
j

S(pj)αqjβS(rj)

∗ v = v

We pass to the second identity (1.1.11):

id⊗r∗ ◦ aV,V ,V ◦ r ⊗ id(v) =
n∑
i=1

id⊗r∗(Φ(βei ⊗ ei ⊗ v)) =

=
∑
i,j

id⊗r∗(xjβei ⊗ yjei ⊗ zjv) =
∑
i,j

(ei, S(yj)αzjv)xjβei =

=

∑
j

xjβS(yj)αzj

 v = v

In both cases we have used (1.2.9).

Remark 1.4.9. We point out that RephA is also a rigid category, but in this case we
can choose rV and rV as in (1.4.6) and (1.4.7) only when the hermitian form on V is
an inner product. Otherwise, we have to introduce slight modifications on r and r.

Focusing on the proofs of the last two results, we can see that all the properties of
the antipode S are crucial in order to prove the rigidity of the category. We wonder if
it is possible to reverse this statement in some sense. Suppose thatA is a (semisimple)
weak quasi bialgebra, and S is a ∗-antiautomorphism. We define the representation
on V as in (1.4.5) using S. Then:

Proposition 1.4.10. Let A be a quasi C∗-bialgebra and (1.4.5) the representation of
A on V , where S is a ∗-antiautomorphism of A. Then (S, α, β) is an antipode if and
only if RepH A is rigid with conjugate object V and conjugate morphisms r(α)

V and
r

(β)
V respectively as in (1.4.6) and (1.4.7).

Proof. We have just proved that if (S, α, β) is an antipode commuting with the invo-
lution, then RepH A is rigid, with r(α)

V and r(β)
V as in (1.4.6) and (1.4.7). Conversely,

we must first notice that, since A is a semisimple algebra, then there exists a faithful
representation V . Suppose now that the rigidity of the category RepH A is given
by the conjugate morphisms r = r

(α)
V and r = r

(β)
V defined resp. as in (1.4.6) and

(1.4.7). Then, ∀v, w ∈ V :

(v, S(a(1))αa(2)w) = r∗(∆(a)(v ⊗ w)) = r∗(ε(a)(v∗ ⊗ w)) = (v, ε(a)αw)

which implies (1.2.7). We pass to r, recalling that λ : V ⊗ V → B(V ) is an isomor-
phism of linear spaces such that:

λ(v ⊗ w)(u) = (w, u)v
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So:

ε(a)βv = ε(a)
n∑
i=1

(ei, v)βei = λ

(
ε(a)

n∑
i=1

βei ⊗ ei

)
(v) =

= λ(ε(a)r(1))(v) = λ(∆(a)r(1))(v) = λ

(
n∑
i=1

a(1)βei ⊗ a(2)ei

)
(v) =

=
n∑
i=1

(ei, S(a(2))v)a(1)βei = (a(1)βS(a(2)))v

We obtain (1.2.8) using the faithfulness of V as representation ofA. Next, developing
the calculations as in the proof of the Prop. 1.4.8 and proceeding as for (1.2.7) and
(1.2.8) we get that (S, α, β) satisfies (1.2.9).

In order to conclude the proof of the Theorem 1.4.1, we prove that ifA is endowed
with a R-matrix R satisfying the identities (1.2.15) - (1.2.18), then RepA is braided.

Proposition 1.4.11. If (πU , U) and (πV , V ) are two representations of A, then:

cU,V := Σ(π1 ⊗ π2)(R) ∈ (U × V, V × U) (1.4.8)

are morphisms such that, for all f ∈ (U,U ′) and g ∈ (V, V ′):

cU ′,V ′ ◦ f × g = g × f ◦ cU,V (1.4.9)

and:

cU,V×W = a−1
V,W,U ◦ idV ×cU,W ◦ aV,U,W ◦ cU,V × idW ◦a−1

U,V,W

cU×V,W = aW,U,V ◦ cU,W × idV ◦a−1
U,W,V ◦ idU ×cV,W ◦ aU,V,W

(1.4.10)

Finally, if A is a weak quasi Hopf ∗-algebra, cU,V are unitary morphisms ∀U, V .

Proof. It is straightforward to see that cU,V are morphisms in RepA using (1.2.15)
and (1.2.16). The identity (1.4.9) follows after an easy calculation. (1.4.10) are also
easy to obtain using (1.2.17) and (1.2.18). Finally, we want to show that in the in-
volutive case cU,V is unitary. It will be trivial after finding the explicit expression of
c∗U,V :

(u1 ⊗ v1, c
∗
U,V (v2 ⊗ u2)) = (cU,V (u1 ⊗ v1),Ω(v2 ⊗ u2))p =

= (ΣR(u1 ⊗ v1),Ω(v2 ⊗ u2))p = (u1 ⊗ v1, R
∗ΣΩ(v2 ⊗ u2))p =

= (u1 ⊗ v1, R
∗Ω21(u2 ⊗ v2))p = (u1 ⊗ v1,ΩR

−1(u2 ⊗ v2))p =

= (u1 ⊗ v1,ΩR
−1Σ(v2 ⊗ u2))p = (u1 ⊗ v1, R

−1Σ(v2 ⊗ u2))

using (1.2.19). So c∗U,V = R−1Σ.

Collecting results together we obtain the proof of the Theorem 1.4.1.
We close this section giving some additional results about the representation

theory of a weak quasi Hopf algebra. We remember that two weak quasi bialgebrasA
andA′ are equivalent if there exists a twist F onA′ and an isomorphism ν : A→ A′F
of weak quasi bialgebras. We are going to prove that equivalent weak quasi bialge-
bras have equivalent representation theory. We start proving the following result. Let
A be a weak quasi bialgebra and F ∈ A⊗A a twist. Define:

e
(F )
V,W (v ⊗ w) = F−1(v ⊗ w)

where v and w respectively belong to V and W .
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Lemma 1.4.12. Under the previous hypothesis, the triple (id, id, e(F )) is a tensor
equivalence from the tensor category RepA to the tensor category RepAF .

Proof. We have to prove that e(F ) satisfies the relations (1.1.13) - (1.1.15). Relations
(1.1.14) and (1.1.15) are immediate to prove using (1.2.20). Relation (1.1.13) is
consequence of the following identity:

(id⊗∆(F−1))F−1
23 ΦF = Φ(∆⊗ id(F−1))F−1

12

Finally, it is a tensor equivalence since the tensor functor (id, id, e(F−1)) is the inverse
of (id, id, e(F )).

Now we can prove the result stated before. Let A and A′ such that:

ν : A−̃→A′F

is an isomorphism of weak quasi bialgebras. Now, given a A′F -representation V , we
can equip V with a A-module structure:

a · v := ν(a)v ∀a ∈ A, ∀v ∈ V

In this way we can define a tensor functor (ν∗, id, id) from RepA′F to RepA which
is the identity on objects and arrows. Composing it with (id, id, e(F )) we obtain
the tensor functor (ν∗, id, e(F )) which is a tensor equivalence between RepA′ and
RepA.

It is possible to give an extension to the braided case. As before, we have the
following definition and the following theorem:

Definition 1.4.13. Two braided weak quasi bialgebras (A,∆, ε,Φ, R) and (A′,∆′, ε′,Φ′, R′)

are equivalent if there exist a twist F on A′ and an isomorphism ν : A −→ A′F of
braided quasi bialgebras.

Theorem 1.4.14. In the previous hypotheses, the tensor functor (ν∗, id, e(F )) is a
braided tensor equivalence between the braided tensor categories RepA′ and RepA.

Next, we want to give the categorical counterpart of the anticomultiplicativity re-
lation. It is a well-known result in the category theory, but we shall give an alternative
and more concrete proof, making use of what we have seen in the previous section.
We set:

F =
∑
i

fi ⊗ gi and F−1 =
∑
i

f̃i ⊗ g̃i

Then:

Proposition 1.4.15. LetA be a weak quasi Hopf ∗-algebra and V,W two ∗-representations.
Then V ×W and W × V are isomorphic as ∗-representations of A.

Proof. We set the maps γ ∈ (W × V , V ×W ) and γ−1 ∈ (V ×W,W × V ):

γ(w ⊗ v) = Ω−1F ∗(v ⊗ w) =
∑
i,j

c̃if∗j v ⊗ d̃ig∗jw

γ−1(v ⊗ w) =
∑
i,j

g̃i
∗djw ⊗ f̃i

∗
cjv
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We first prove that γ and γ−1 are A-linear:

γ(a(w ⊗ v)) = γ(S(a(1))∗w ⊗ S(a(2))∗v) =

= Ω−1F ∗(S ⊗ S(∆op(a))∗)(v ⊗ w) = Ω−1∆(S(a))∗F ∗(v ⊗ w) =

= ∆(S(a)∗)Ω−1F ∗(v ⊗ w) = aΩ−1F ∗(v ⊗ w) = aγ(w ⊗ v)

and

γ−1(a(v ⊗ w)) = γ−1(∆(S(a))∗(v ⊗ w)) =

= γ−1((S(a)∗)(1)v ⊗ (S(a)∗)(2)w) =

=
∑
i,j

g̃i
∗dj(S(a)∗)(2)w ⊗ f̃i

∗
cj(S(a)∗)(1)v

Since:
F ∗21
−1Ω21∆op(S(a)∗) = S ⊗ S(∆(a))∗F ∗21

−1Ω21

we get:

γ−1(a(v ⊗ w)) =
∑
i,j

S(a(1))∗g̃i
∗djw ⊗ S(a(2))∗f̃icjv = aγ−1(v ⊗ w)

It remains to prove that γ−1 is the left and right inverse map of γ:

γ(γ−1(v ⊗ w)) =
∑
i,j

γ(g̃i
∗djw ⊗ f̃i

∗
cjv) =

= Ω−1F ∗F ∗−1Ω(v ⊗ w) = Ω−1∆(I)∗Ω(v ⊗ w) =

= ∆(I)(v ⊗ w) = v ⊗ w

On the other hand:

γ−1(γ(w ⊗ v)) =
∑
i,j

γ−1(c̃if∗j v ⊗ d̃ig∗jw) =

=
∑
i,j,h,k

g̃h
∗dkd̃ig

∗
jw ⊗ f̃h

∗
ck c̃if

∗
j v =

= S(I(1))∗w ⊗ S(I(2))∗v = ∆(I)(w ⊗ v) = w ⊗ v

where we use the following calculation:∑
i,j,h,k

g̃h
∗dkd̃ig

∗
j ⊗ f̃h

∗
ck c̃if

∗
j v = F ∗21

−1Ω21Ω−1
21 F

∗
21 =

= F ∗21
−1∆op(I)∗F ∗21 = F ∗21

−1F ∗21 = S ⊗ S(∆(I))∗

We conclude this section showing a relation between weak (quasi)Hopf algebras
and weak (quasi)tensor functor. Before proving it, we need the following:

Definition 1.4.16. Let F be a tensor functor from Rep(A) to the tensor category
Vect of the f.d. linear spaces, such that:

F ((πV , V )) = V

and acting as the identity on the arrows. F is called forgetful functor. More generally,
if C is a tensor category and F a tensor functor from C to Vect, F is called fiber
functor.
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Theorem 1.4.17. Let A be a weak quasi Hopf algebra. Then the forgetful functor
F : Rep(A)→ Vect is a weak quasi tensor functor. If A has an involution (Ω,∗), F
is ∗-preserving, and if A has a R-matrix, F is braided. Moreover, A is a weak Hopf
algebra if and only if F is a weak tensor functor.

Proof. Proving that F is a weak quasi tensor functor is quite easy. We set:

eV,W (v ⊗ w) = ∆(I)(v ⊗ w)

It is not an isomorphism but only an epimorphism, and the right inverse is the map:

e−1
V,W (∆(I)(v ⊗ w)) = ∆(I)(v ⊗ w)

which is merely the inclusion:

e−1
V,W : V ×W ↪→ V ⊗W

recalling that V ×W = ∆(I)(V ⊗W ). The assertions about involution and braiding
are very easy to prove, so we focus on the last statement. Looking back at the diagram
(1.1.13), we have that F is a weak tensor functor if and only if eX,Y and Φ satisfy the
identities:

F (aX,Y,Z) ◦ eX×Y,Z ◦ eX,Y × idF (Z) = eX,Y×Z ◦ idF (X)×eY,Z ◦ a′F (X),F (Y ),F (Z)

and

e−1
X,Y × idF (Z) ◦e−1

X×Y,Z ◦F (a−1
X,Y,Z) = a′F (X),F (Y ),F (Z)

−1 ◦ idF (X)×e−1
Y,Z ◦ e

−1
X,Y×Z

In our situation, a′F (X),F (Y ),F (Z) is the trivial associativity costraint in Vect. Using
the fact that e has right inverse, we have:

F (aX,Y,Z) = eX,Y×Z ◦ idF (Z)×eX,Y ◦ e−1
X,Y × idF (Z) ◦e−1

X×Y,Z

F (a−1
X,Y,Z) = eX×Y,Z ◦ eX,Y × idF (Z) ◦ idF (X)×e−1

Y,Z ◦ e
−1
X,Y×Z

Using the definition of the natural transformations a and e, the previous identities
become:

Φ = (id⊗∆(∆(I)))(I ⊗∆(I))(∆(I)⊗ I)(∆⊗ id(∆(I))) =

= (id⊗∆(I))(∆⊗ id(∆(I)))

and in the same way:

Φ−1 = (∆⊗ id(∆(I)))(id⊗∆(∆(I)))

As a consequence, (1.2.29) and (1.2.30) are immediately satisfied. In order to prove
(1.2.31), it is sufficient to see that aX,Y,Z and a−1

X,Y,Z must enjoy the pentagon axiom.

Remark 1.4.18. The notion of weak Hopf algebra and its relation with weak tensor
functors will be studied in detail in [16].
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1.5 Weak quasi Hopf algebras: Haar measure and semisim-
plicity

It is well-known [67] in the theory of Hopf algebras that if A is an arbitrary Hopf al-
gebra, then the left integral space has dimension ≤ 1, and if A is a finite-dimensional
Hopf algebra, then this dimension is exactly 1. Same statement is true for the right
integral space. Moreover, if the left integral space has dimension 1, then the right
one has dimension 1 too. The two spaces coincide if and only if A is semisimple.
In this case, we deduce the existence of unique idempotent self-adjoint two-sided
integral such that ε(h) = 1. We call this element Haar measure. The same result
can be given for the dual algebra Â. These facts can be generalized to quasi Hopf
algebras and dual quasi Hopf algebras, giving in the last case a suitable definition
of integral which could be the extension of the classical integral to a non-associative
algebra [13]. In this section, we focus on an analogous result for finite-dimensional
weak quasi Hopf algebras. More precisely, we want to prove that if A is a f.d. weak
quasi Hopf algebra, then A is semisimple if and only if A has a Haar measure. If
we consider the dual algebra Â, we will prove that it is not possible to extend the re-
sult concerning the existence of the integrals available for dual quasi Hopf algebras.
In fact, there exists a class of weak quasi Hopf algebras A such that Â cannot have
integrals.

Definition 1.5.1. (i) An element l ∈ A, l 6= 0, is a left integral if xl = ε(x)l ∀x ∈ A.
(ii) An element r ∈ A, r 6= 0, is a right integral if rx = ε(x)r ∀x ∈ A.
(iii) An element h ∈ A, h 6= 0, is a Haar measure if it is a two-sided integral such
that ε(h) = 1.

It is possible to prove the following central result:

Theorem 1.5.2. A has a Haar measure h iffA is semisimple. It is unique, idempotent,
self-adjoint and such that S(h) = h.

In order to prove the theorem, we need the following lemmas:

Lemma 1.5.3. Let A be a semisimple unital algebra. If J is a left ideal, J = Ae,
where e2 = e. If J is a right ideal, J = fA, where f2 = f .

Proof. Let J be a left ideal of A. For semisimplicity it exists a left ideal K such that
A = J⊕K. So, I = e+f in a unique way, with e ∈ J and f ∈ K. e = eI = e2+ef .
Since f ∈ K, ef ∈ K. But ef = e2 − e ∈ J , so ef ∈ J ∩K = {0}. So e2 = e.
Let’s prove that J = Ae. Ae ⊆ J is trivial. On the other hand, let j be an element of
J . j = jI = j(e+ f) = je+ jf . So jf ∈ J ∩K = {0}, and j = je ∈ Ae.

Let’s pass to the right case. J is a right ideal. It is possible to consider the action
a · x := xS(a). Since the invertibility of S, K is a A-module with this action if and
only if K is a right ideal. So, it exists a right ideal K such that A = J ⊕ K. As
before, I = e+ f , with e ∈ J , f ∈ K. So:

S−1(e)I = S−1(e) · e+ S−1(e) · f ⇒ e = e2 + fe⇒ fe = 0⇒ e2 = e

Let’s prove that J = eA. eA ⊆ J is obvious, since ea = S−1(a) · e ∈ J . On the
other hand, j ∈ J . So:

j = Ij = (e+ f)j = ej + fj = S−1(j) · e+ S−1(j) · f ⇒
⇒ fj = 0⇒ j = ej ∈ eA
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Lemma 1.5.4. The following statements are equivalent:

(i)l is a left integral;

(ii) ker ε · l = {0};
(iii)S(l) is a right integral.

Proof. (i)⇒ (ii) is obvious.
(ii)⇒ (i) x− ε(x)I ∈ ker ε. So xl = (x− ε(x)I)l + ε(x)l = ε(x)l.
(i)⇒ (iii) S(xl) = S(ε(x)l)⇒ S(l)S(x) = ε(x)S(l). We can conclude since S is
bijective.
(iii)⇒ (i) It is obvious since S is invertible.

Now we can prove the Theorem 1.5.2. The proof is inspired by [62]:

Proof. ker ε is a ∗-two-sided ideal of A. ε 6= 0, so ker ε 6= A. Using the lemma,
we have that ker ε = Ap and ker ε = qA, where p2 = p, q2 = q and p, q 6= I . So
ker ε(I − p) = (0), and (I − q) ker ε = (0). So I − p is a left integral, and I − q is
a right integral. It is obvious that p, q ∈ ker ε, so q(I − p) = 0 and (I − q)p = 0.
Therefore q = qp = p. In this way we can say that I − p is a two-sided integral.
I − p 6= 0, and ε(I − p) = ε(I) − ε(p) = ε(I) = 1. Let h := I − p. It is unique.
In fact, let h′ 6= 0 another two-sided integral, with ε(h′) = 1. So h = hh′ = h′. By
uniqueness it is immediate to prove that h = h∗ and S(h) = h.

Let’s prove the opposite implication. Let h be the Haar measure. We consider
two left A-module M , N , where N is a submodule of M . Let E : M → N be a
projection, and P : M → N , with:

P (m) =
∑

xih(1)βE(S(h(2))S(yi)αzim)

If n ∈ N , then P (n) =
∑

i xih(1)βS(h(2))S(yi)αzin = n. So, P is a projection.
Now, we prove that P is A-linear.

aP (m) = a(1)xih(1)βE(S(h(2))S(yi)ε(a(2))αzim) =

= a(1)xih(1)βE(S(h(2))S(yi)S(a(2)(1))αa(2)(2)zim)

Since id⊗∆(∆(a)) = Φ(∆⊗ id(∆(a)))Φ−1, we have

a(1) ⊗ a(2)(1) ⊗ a(2)(2) =
∑
i,j

(xia(1)(1)pj ⊗ yia(1)(2)qj ⊗ zia(2)rj)

So:

aP (m) = xka(1)(1)pjxih(1)βE(S(h(2))S(yi)S(yka(1)(2)qj)αzka(2)rjzim) =

= xka(1)(1)pjxih(1)βE(S(h(2))S(qjyi)S(yka(1)(2))αzka(2)rjzim)

Since
∑

i,j pjxi ⊗ qjyi ⊗ rjzi = I(1)(1) ⊗ I(1)(2) ⊗ I(2) we have:

aP (m) = xka(1)(1)I(1)(1)h(1)βE(S(h(2))S(a(1)(2)I(1)(2))S(yk)αzka(2)I(2)m)

= xka(1)(1)h(1)βE(S(a(1)(2)h(2))S(yk)αzka(2)m)
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Since h is a Haar measure, we have a(1)(1)h(1)⊗a(1)(2)h(2) = ∆(a(1)h) = ε(a(1))h(1)⊗
h(2). Hence,

aP (m) = xka(1)(1)h(1)βE(S(a(1)(2)h(2))S(yk)αzka(2)m) =

= xkh(1)βE(S(h(2))S(yk)αzkam) = P (am)

We can conclude that the existence of a Haar measure is equivalent to the semisim-
plicity of the algebra.

Let us pass to Â. Here, the situation is different in comparison to the ordi-
nary case. In fact, the cosemisimplicity of Â is not a sufficient condition to get
the existence of a Haar measure. More precisely, suppose that A is coassociative
(Φ = I ⊗ I ⊗ I). We have the following:

Proposition 1.5.5. There are no invariant functionals on A, or, in other words, there
are no ψ ∈ Â such that φψ = φ(I)ψ ∀φ ∈ Â.

Proof. Let M be a left Â-module. We can see it as a right A-comodule, in this way:
let {bi}ni=1 be a basis of A, and {βi}ni=1 be its dual basis. δ : M → M ⊗ A is the
associated right coaction, with δ(m) :=

∑n
i=1 β

i · m ⊗ bi, where φ · m is the left
action of Â on M . Conversely, if δ : M →M ⊗A, with δ(m) = m0⊗m1, is a right
coaction of A on M , we can define the associated left action of Â on M in this way:

φ ·m := φ(m1)m0

Let’s check that δ is a coaction. First of all, we can write ∆(bi) =
∑
λihkbh ⊗ bk.

Therefore:

((δ ⊗ id) ◦ δ)(m) =

n∑
j=1

δ(βj ·m)⊗ bj =

n∑
i,j=1

(βiβj) ·m⊗ bi ⊗ bj

((id⊗∆) ◦ δ)(m) =

n∑
i=1

βi ·m⊗∆(bi) =

n∑
i,h,k

λihkβ
i ·m⊗ bh ⊗ bk

It is straightforward to see that βiβj(bl) = λlij , and βi(bl) = δil. So, βiβj =∑
l λ

l
ijβ

l and:

((id⊗∆) ◦ δ)(m) =
∑
i,h,k

λihkβ
i ·m⊗ bh ⊗ bk =

∑
h,k

(∑
i

λihkβ
i

)
·m⊗ bh ⊗ bk =

=
∑
h,k

βhβk ·m⊗ bh ⊗ bk = ((δ ⊗ id) ◦ δ)(m)

Now we have to check that (idM ⊗ε) ◦ δ = idM :

(idM ⊗ε)(δ(m)) =
n∑
i=1

ε(bi)β
i ·m =

n∑
i=1

Î(bi)β
i ·m = Î ·m = m

So, δ is a coaction. Similarly it is possible to prove that, if δ is a right coaction,
φ ·m = φ(m1)m0 is a left action.
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The space of invariants of a left Â-module M is defined to be the subspace:

Inv(
Â
M) := {m ∈M : φ·m = ε̂(φ)m,∀φ ∈ Â} = {m ∈M : φ·m = φ(I)m,∀φ ∈ Â}

By duality, we define the coinvariants of a right A-comodule M as:

Coinv(MA) := {m ∈M : m0 ⊗m1 = m⊗ I}

We want to see that in our case Inv(
Â
M) = Coinv(MA). In fact, letm ∈ Inv(

Â
M).

So, φ ·m = φ(I)m ∀φ ∈ Â, and in particular βi ·m = βi(I)m. Then:

δ(m) =
n∑
i=1

βi(I)m⊗ bi =
n∑
i=1

m⊗ βi(I)bi =

= m⊗
n∑
i=1

βi(I)bi = m⊗ I

So, we have just proved that Inv(
Â
M) ⊆ Coinv(MA). Now, let m be an element

of Coinv(MA). It exists a linear map Φ : M ⊗ A → Hom(Â,M) which is an
isomorphism of linear spaces, with Φ(m⊗ x) = (φ 7→ φ(x)m). So, ∀φ ∈ Â:

n∑
i=1

βi ·m⊗ bi = m⊗ I ⇒ Φ

(
n∑
i=1

βi ·m⊗ bi

)
(φ) = Φ(m⊗ I)(φ)⇒

⇒
n∑
i=1

φ(bi)β
i ·m = φ(I)m⇒ φ ·m = φ(I)m

In this way, we have proved that Inv(
Â
M) = Coinv(MA). The main consequence

is that Inv(
Â
M) = {0} ∀M Â-module. In fact, if m ∈ Inv(

Â
M), m 6= 0, then

m ∈ Coinv(MA), so δ(m) = m ⊗ I . But δ is a coaction, so (δ ⊗ idA) ◦ δ =

(idM ⊗∆) ◦ δ. The identity implies that m⊗ I ⊗ I = m⊗ I(1) ⊗ I(2), which in turn
implies ∆(I) = I ⊗ I .

Let IL(Â) be the space of the left integrals of Â. If we consider Â as a Â-module
under left multiplication, for what we said previously, we have IL(Â) = Inv(

Â
Â) =

{0}.



Chapter 2

The reconstruction theory for
tensor categories

2.1 Generalities on reconstruction theorems

The topic exposed in this section will be the motivation for what the reader will find
afterwards. We can start from a very basic problem. Suppose that G is a locally
compact abelian group. It is possible to build another locally compact abelian group
Ĝ whose elements are the continuous homomorphisms from G to T. Ĝ is locally
compact with the topology of uniform convergence on compact sets. The product on
Ĝ is the pointwise multiplication. Ĝ is called the dual ofG. Repeating the procedure,

we can build the bidual ̂̂G. The classical result by Pontrjagin [66] states:

Theorem 2.1.1. There is a canonical group isomorphism between G and ̂̂G, which
is also a homeomorphism.

Of course, one can ask if it is possible to generalize this theorem to the non-
abelian case. If we preserve for Ĝ the same definition, we will not be able to recon-
struct our groupG, so we need to reformulate the definition of Ĝ. In the abelian case,
Ĝ is the set of the unitary irreducible representations of G. So, we can give this defi-
nition for Ĝ also in the non-abelian case. But in this case Ĝ is no more a group, since
the irreducible representations might have dimensions higher than 1, and the tensor
product of two irreducible representations might be reducible. So we must change
our point of view. We consider Ĝ = Rep(G) the category of all the f.d. represen-
tations of G. It is possible to see that Rep(G) is a symmetric rigid tensor category.
Is there a way to reconstruct G from Rep(G)? We consider the forgetful symmetric
tensor functor E from Rep(G) to the category Vect of the f.d. linear spaces, and we
call Nat(E) the set of the natural isomorphisms between E and itself. Tannaka [77]
proved that:

Theorem 2.1.2. Let G be a compact group and Nat(E) the set of the natural auto-
morphisms of E, where E : Rep(G) → Vect is the forgetful functor. Then Nat(E)

is a compact group and G ∼= Nat(E).

Suppose now that we start from a given symmetric rigid tensor category C, with
a fiber functor E : C→ Vect. We ask if it is always possible to find a compact group

37
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G such that C can be identified with Rep(G). The answer is positive and is due to
Krein [41]:

Theorem 2.1.3. Let C be a rigid symmetric linear category with End(1) = C and
E : C → Vect a forgetful functor. Let G = Nat(E) be the group of the natural
automorphisms of E. Then there exists a functor F : C→ Rep(G) such that:

F (X) = (E(X), πX) and πX(g) = gX (g ∈ G)

which is an equivalence of symmetric tensor categories. If C is a ∗-category, G is
compact.

It is interesting to give a sketch of the proof, following [55]:

Proof. Let E1, E2 : C → Vect be two fiber functors. We define a unital algebra
A0(E1, E2) by:

A0(E1, E2) =
⊕
X∈C

(E2(X), E1(X))Vect

spanned by elements [X, s], X ∈ C, s ∈ (E2(X), E1(X))Vect, with [X, s] · [Y, t] =

[X ⊗ Y, u], where:
u = eX,Y ◦ (s⊗ t) ◦ e−1

X,Y

This is a unital associative algebra, and A(E1, E2) is defined as the quotient by the
ideal generated by:

[X, a ◦ E2(s)]− [Y,E1(s) ◦ a]

where s ∈ (X,Y )C and a ∈ (E2(Y ), E1(X))Vect. At this point one can proves that:
if E1 and E2 are symmetric tensor functors, A(E1, E2) is commutative; if C is a
∗-category and E1, E2 are ∗-preserving, then A(E1, E2) is a ∗-algebra and has a C∗-
completion; if C is finitely generated, then A(E1, E2) is finitely generated. Finally,
there exists a bijection between natural (unitary) isomorphisms α : E1 → E2 and (∗-
)characters on A(E1, E2). Now, if E1, E2 are symmetric and either C is a ∗-category
or is finitely generated, then A(E1, E2) admits characters, using the Gelfand’s theory
or the Nullstellensatz, so E1

∼= E2. Moreover, G = Nat(E1) is the group of the (∗-
)characters of A(E1) = A(E1, E1), and soA(E1) is the algebra of the representative
(continuous) functions on G. This allows to prove that C and Rep(G) are equivalent.

A good review of the Tannaka-Krein theory can be found in [38]. As we can
point out from the sketch of the proof just seen, the fiber functor is unique up to
isomorphism, and the symmetry of the category is crucial to state this fact. Of course,
this implies that the group G is unique up to isomorphism. Now we want to go one
step further. Is it possible to state the same theorem for an abstract category? Or,
in other words, without giving a fiber functor? The answer is ”no” in general, but it
becomes ”yes” if we add some weak assumptions on C. This is the theorem due to
Doplicher and Roberts [19]:

Theorem 2.1.4. Let C be a linear rigid symmetric C∗-tensor category, with End(1) =

C. Then there exists a unique (up to isomorphism) compact group G such that the
category of the unitary representation of G Rep(G) is equivalent to C as linear rigid
symmetric C∗-tensor category.
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In this theorem we don’t need to give a fiber functor thanks to the C∗-structure.
So in the symmetric case we can say that everything works well. We can now try to
give a further generalization, supposing that C is not symmetric. In this case, it may
happen that we don’t have any fiber functor, and if it exists, it could be not unique
up to natural isomorphism. Moreover, if E is a fiber functor, it is not symmetric, so
A(E) is not a commutative algebra and the reconstructed object cannot be a group.
The suitable object is a Hopf algebra, with its several generalizations (multiplier Hopf
algebras, quantum groups,...) [33]. For example, if C is a linear rigid semisimple and
finitely generated tensor category andE is a fiber functor, we can reconstruct a finite-
dimensional Hopf algebra H such that C is equivalent to Rep(H). If the category is
braided, H is braided; if C is a ∗-category and the fiber functor is ∗-preserving, H
is a ∗-Hopf algebra. We now wonder if we are able to give a reconstruction theorem
also when the category C does not admit a fiber functor, or in other words, when the
functor E : C → Vect is not a tensor functor. The answer is positive if E is a quasi
tensor functor or a weak quasi tensor functor [30]. This is what we are going to see
in a detailed way in the next section.

2.2 Reconstruction theorems of weak quasi Hopf algebras

Our main reference in this section is [30]. We will also give an extension of the re-
sults exposed there, in two different directions. On one hand, we will talk about the
case when the category C is endowed with a weak tensor functor, getting as recon-
structed object a weak Hopf algebra. On the other hand, suppose that the category
C is endowed with an involution ∗. In this case, Häring-Oldenburg considered only
(weak) quasi tensor functors whose natural transformations eX,Y satisfy the identity
e∗X,Y = e−1

X,Y ∀X,Y . This request forced the reconstruction object to have an invo-
lution and a coproduct satisfying ∆◦∗ =∗ ◦∆. We drop out this condition, obtaining
a more general class of reconstructed objects, which fits exactly with the definition
of weak quasi Hopf ∗-algebra introduced before.

From now on in this section, we will deal with a linear semisimple rational rigid
braided tensor category C. As we said in the previous section, if we have a non-
symmetric tensor category, it is not always possible to give an associated fiber functor.
In any case, it is always possible to build a weak quasi tensor functor.

Definition 2.2.1. A weak dimension function is a function defined on the irreducible
objects of a semisimple, rigid braided tensor category D : Ob(C)Irr → N. It is
constant on equivalence classes, and:

D(1) = 1 , D(X) = D(X)

and
D(X)D(Y ) ≥

∑
Z∈∇

D(Z) dim((X ⊗ Y,Z)) (2.2.1)

If the equality holds, D is called dimension function

Starting from dimension functions we can build tensor functors:

Proposition 2.2.2. Let C be a semisimple, rigid, braided tensor category and D :

Ob(C) → N a weak dimension function. Then there is a faithful weak quasi tensor
functor F : C→ Vect.
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In order to prove the above proposition, we introduce the following lemma:

Lemma 2.2.3. Set X ∈ Ob(C)Irr. Then for all Y ∈ Ob(C), we have:

(Y,X) ∼= (X,Y )∗

where (X,Y )∗ is the dual space (as vector space) of (Y,X).

Proof. Let Φ : (Y,X) −→ (X,Y )∗, where Φ(g) = λg and:

λg(f) = g ◦ f ∈ (X,X) ∼= C

where f ∈ (X,Y ). We distinguish two cases. If X does not appear in the decom-
position of Y , then (Y,X) = {0} = (X,Y ). We prove this statement. We have
Y ∼=

⊕
iXi, where Xi are simple objects which are not isomorphic to X . There

exist morphisms vi ∈ (Xi, Y ) and v′i ∈ (Y,Xi) such that v′i ◦ vj = δi,j idXi and:

idY =
∑
i

vi ◦ v′i

So, if g ∈ (Y,X), then:

g = g ◦ idY =
∑
i

g ◦ (vi ◦ v′i) =
∑
i

(g ◦ vi) ◦ v′i = 0

since g ◦ vi ∈ (Xi, X) = {0}. So (Y,X) = {0}. In the same way, let f be a
morphism in (X,Y ). Then:

f = idY ◦f =
∑
i

vi ◦ (v′i ◦ f) = 0

So (X,Y ) = {0}. Now, we pass to the case where X is a subobject of Y . In this
case:

Y ∼=
n1⊕
i=1

Xi ⊕
n2⊕
j=1

Xn1+j

where Xi and X are isomorphic if i ≤ n1 and not isomorphic if i > n1. As before,
there exist vi ∈ (Xi, Y ) and v′i ∈ (Y,Xi) such that:

v′i ◦ vj = δi,j idXi and idY =
∑
i

vi ◦ v′i

Now we want to prove that Φ is injective. If λg = 0, then g ◦ f = 0 ∀f ∈ (X,Y ).
Hence:

g = g ◦ idY =

n1∑
i=1

(g ◦ vi) ◦ v′i +

n1+n2∑
i=n1+1

(g ◦ vi) ◦ v′i

We know that (Xi, X) has an invertible arrow φi if i ≤ n1, while (Xi, X) = {0} if
i > n1. So:

g =

n1∑
i=1

(g ◦ (vi ◦ φ−1
i )) ◦ φi ◦ v′i

But ∀i ∈ {1, . . . , n1}, g ◦ (vi ◦ φ−1
i ) = 0 since vi ◦ φ−1

i ∈ (X,Y ). Therefore g = 0.
Since morphism spaces are finite-dimensional vector spaces, it is sufficient to prove
that (X,Y ) and (Y,X) have the same dimension. Recalling Prop. 1.1.12, we have
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that dim((Xi, X)) = 1 if i ≤ n1, so each one is generated by φi. Now, we can prove
that (X,Y ) has B1 = {vi ◦ φ−1

i }
n1
i=1 as basis, while B2 = {φi ◦ v′i}

n1
i=1 is a basis of

(Y,X). Let f be an arrow in (X,Y ). Then:

f = idY ◦f =

n1∑
i=1

vi ◦ (v′i ◦ f)

Since v′i ◦ f ∈ (X,Xi), there exists λ(f)
i ∈ C such that:

v′i ◦ f = λ
(f)
i φ−1

i

So B1 generates (X,Y ). It is quite easy to see that it is linearly independent. In fact,

n1∑
i=1

λivi ◦ φ−1
i = 0

Composing on the left by v′j , we obtain λjφ−1
j = 0 which implies λj = 0. We

conclude repeating this argument for every j ∈ {1, . . . , n1}. Now, B2 is a basis and
can be proved in the same way. Since |B1| = |B2|, we get the result.

Now we can prove Prop.2.2.2:

Proof. Let X be a simple object and F (X) := CD(X). F is extended on the other
objects in the following way:

F (Y ) :=
⊕
X∈∇

(X,Y )⊗ F (X)

F has to map morphisms f ∈ (Y1, Y2) to morphisms F (f) ∈ (F (Y1), F (Y2)).
Because of linearity, F (f) needs only to be defined on simple tensor products in
(X,Y1)⊗ F (X). We define:

F (f)(g ⊗ x) = f ◦ g ⊗ x (2.2.2)

where g ∈ (X,Y1) and x ∈ F (X). Now we want to prove that F is faithful. Let
F (f1) be equal to F (f2). This implies that f1 ◦ g = f2 ◦ g for all X simple object
and for all g ∈ (X,Y1). Since Y1

∼=
⊕

iXi, then:

idY1 =
∑
i

vi ◦ v′i

as in the previous lemma, where vi ∈ (Xi, Y1) and v′i ∈ (Y1, Xi). So:

f1 = f1 ◦ idY1 =
∑
i

(f1 ◦ vi) ◦ v′i =
∑
i

(f2 ◦ vi) ◦ v′i = f2

Next we prove that F (Y ) ∼= F (Y )∗ = F (Y ). We need some preliminary facts. First
of all, we have:

(X,Y ) ∼= (C, Y ⊗X) ∼= (Y,X) ∼= (X,Y )∗

using rigidity and the previous lemma. More precisely, Φ : (X,Y ) → (C, Y ⊗X)

such that:
Φ(f) = f ⊗ idX ◦rX
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is an isomorphism, where f ∈ (X,Y ). The inverse map of Φ is:

Φ−1(g) = idY ⊗r†X ◦ g ⊗ idX

As a consequence, X is also a simple object, since (X,X) ∼= (X,X). Finally, if
X is a simple object, F (X)∗ ∼= F (X) ∼= F (X) because X and X have the same
dimension. So:

F (Y ) =
∑
X

(X,Y )⊗ F (X) ∼=
∑
X

(X,Y )⊗ F (X) ∼=

∼=
∑
X

(X,Y )∗ ⊗ F (X)∗ ∼= F (Y )∗

Now, let X1 and X2 be two simple objects. We choose an arbitrary epimorphism:

EX1,X2 : F (X1)⊗ F (X2)→ F (X1 ⊗X2) =
⊕
X∈∇

(X,X1 ⊗X2)⊗ F (X)

It is always possible to find such morphism thanks to the property (2.2.1) of the weak
dimension function D. Now, we want to extend E to every object of C. Therefore we
define eY1,Y2 : F (Y1)⊗ F (Y2) −→ F (Y1 ⊗ Y2), or, in other terms:

eY1,Y2 :

⊕
X1∈∇

(X1, Y1)⊗ F (X1)

⊗
⊕
X2∈∇

(X2, Y2)⊗ F (X2)

 =

=
⊕

X1,X2∈∇
(X1, Y1)⊗ F (X1)⊗ (X2, Y2)⊗ F (X2)→

⊕
X∈∇

(X,Y1 ⊗ Y2)⊗ F (X)

in the following way:

eY1,Y2 :
⊕
X1,X2

(Γ⊗ id) ◦ (id⊗ id⊗EX1,X2) ◦ id⊗Σ⊗ id (2.2.3)

where Γ is a map from (X1, Y1) ⊗ (X2, Y2) ⊗ (X,X1 ⊗X2) to (X,Y1 ⊗ Y2) such
that:

Γ(f1 ⊗ f2 ⊗ g) := (f1 ⊗ f2) ◦ g

We need to prove that, given fi ∈ (Yi, Ỹi), i = 1, 2, we have:

F (f1 ⊗ f2) ◦ eY1,Y2 = e
Ỹ1,Ỹ2

◦ (F (f1)⊗ F (f2))

We introduce the following vectors vi ∈ F (Yi), where i = 1, 2:

vi =
⊕
Zi∈∇

g(Zi) ⊗ x(Zi)

with x(Zi) ∈ F (Zi) and g(Zi) ∈ (Zi, Yi). Using the notation:

EZ1,Z2(x(Z1) ⊗ x(Z2)) =
⊕
B∈∇

q
(B)
Z1,Z2

⊗ x(B)
Z1,Z2
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we get:

e
Ỹ1,Ỹ2

◦ (F (f1)⊗ F (f2))(v1 ⊗ v2) =

= e
Ỹ1,Ỹ2

(f1 ◦ g(Z1) ⊗ x(Z1) ⊗ f2 ◦ g(Z2) ⊗ x(Z2)) =

=
⊕

Z1,Z2∈∇

(
Γ⊗ id(f1 ◦ g(Z1) ⊗ f2 ◦ g(Z2) ⊗ EZ1,Z2(x(Z1) ⊗ x(Z2)))

)
=

=
⊕

Z1,Z2,B∈∇
(f1 ◦ g(Z1) ⊗ f2 ◦ g(Z2)) ◦ qBZ1,Z2

⊗ xBZ1,Z2
=

= F (f1 ⊗ f2) ◦

 ⊕
Z1,Z2,B∈∇

(g(Z1) ⊗ g(Z2)) ◦ qBZ1,Z2
⊗ xBZ1,Z2

 =

= F (f1 ⊗ f2) ◦ eY1,Y2(v1 ⊗ v2)

Remark 2.2.4. (a) If C is a C∗-category, we look for a forgetful functor F in the
category of the finite-dimensional Hilbert space Hilb. We wonder if the functor F
built in the previous proof goes into Hilb and it is ∗-preserving. It straightforward to
see that F (X) is a Hilbert space if X is simple. Otherwise, we recall that:

F (Y ) =
⊕
X∈∇

(X,Y )⊗ F (X)

We can put on (X,Y ) the following form:

〈f, g〉 = f∗ ◦ g ∈ (X,X) = C

Using the properties of a C*-category it is quite easy to see that it is an inner product.
If (·, ·) is the inner product on F (X):

〈·, ·〉′ := 〈·, ·〉 · (·, ·)

is the inner product on F (Y ). It remains to prove that F (f∗) = F (f)∗. Let f be a
morphism in (Y1, Y2), x, y ∈ F (X) and g, h ∈ (X,Y2):

〈h⊗ y, F (f)∗(g ⊗ x)〉′ = 〈F (f)(h⊗ y), g ⊗ x〉′ =
= 〈f ◦ h⊗ y, g ⊗ x〉′ = 〈f ◦ h, g〉 (y, x) =

= h∗ ◦ f∗ ◦ g(y, x) = 〈h⊗ y, f∗ ◦ g ⊗ x〉′ =
= 〈h⊗ y, F (f∗)(g ⊗ x)〉′

(b) The proof of the last Proposition allows us to say that finding a weak quasi tensor
functor means finding a weak dimension functor. Moreover, it is clear that the functor
constructed in the previous proof is not compatible in general with the associativity
costraint as in (1.1.13).

Proposition 2.2.5. If C is a rational, semisimple, rigid, braided tensor category, there
exist weak dimension functions D such that:

D(1) = 1 , D(X) = dim
⊕
Y,Z∈∇

(Y ⊗X,Z) =
∑
Y,Z∈∇

NZ
X,Y (2.2.4)
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Proof.

D(X)D(Y ) =

(∑
s,r

N r
X,s

)∑
S,R

NR
Y,S

 =
∑
s,r,S,R

N r
X,sN

R
Y,S ≥

∑
K,N,M

NK
X,NN

M
Y,K

Explicitly,∑
K,N,M

NK
X,NN

M
Y,K =

∑
K,N,M

dim(N ⊗X,K) dim(K ⊗ Y,M) =

=
∑
N,M

dim

(⊕
K

dim(N ⊗X,K)(K ⊗ Y,M)

)
=

=
∑
N,M

dim(N ⊗X ⊗ Y,M) = D(X ⊗ Y )

So, putting together the last Proposition and the last Remark we can state that
every category C of our type can be endowed with a weak quasi tensor functor F :

C→ Vect.
Now we are ready to introduce the Majid’s reconstruction theorem (see [51], [52],

[53] and [54]) and the generalization made by Häring-Oldenburg. We will consider
the case when C is a ∗-category. Let Nat(F, F ) be the set of natural transformations
of F . We define:

H = H(C, F ) = Nat(F, F ) = {h : Ob(C)→ EndVect|hX ∈ End(F (X))

and F (f) ◦ hX = hY ◦ F (f) ∀X,Y ∈ Ob(C),∀f ∈ (X,Y )}

Proposition 2.2.6. H is a (braided) quasi Hopf algebra if F is a (braided) quasi
tensor functor.

Proof. H is a vector space by pointwise addition. The multiplication is also point-
wise:

(hg)X = hX ◦ gX , where X ∈ Ob(C) , h, g ∈ H (2.2.5)

The unit is the natural transformation which sendX to idX . The coproduct is defined
in the following way:

∆(h)X,Y = e−1
X,Y ◦ hX⊗Y ◦ eX,Y (2.2.6)

∆ is compatible with multiplication:

(∆(h)∆(g))X,Y = ∆(h)X,Y ◦∆(g)X,Y =

= e−1
X,Y ◦ hX⊗Y ◦ eX,Y ◦ e

−1
X,Y ◦ gX⊗Y ◦ eX,Y =

= e−1
X,Y ◦ hX⊗Y ◦ gX⊗Y ◦ eX,Y = ∆(hg)X,Y

The counit is ε : H → C, where ε(h) = h1:

((id⊗ε)∆(h))X = (h(1) ⊗ h(2)1
)X = ∆(h)X,1 =

= e−1
X,1 ◦ hX⊗1 ◦ eX,1 = hX
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The associator Φ ∈ H ⊗H ⊗H is defined in the following way:

ΦX,Y,Z = (id⊗e−1
Y,Z) ◦ e−1

X,Y⊗Z ◦ F (aX,Y,Z) ◦ eX⊗Y,Z ◦ (eX,Y ⊗ id) (2.2.7)

If F is a tensor functor, ΦX,Y,Z is trivial because of (1.1.13). If F is a quasi tensor
functor, we have that ΦX,Y,Z is invertible with inverse:

Φ−1
X,Y,Z = (e−1

X,Y ⊗ id) ◦ e−1
X⊗Y,Z ◦ F (a−1

X,Y,Z) ◦ eX,Y⊗Z ◦ (id⊗eY,Z)

Moreover, we want to prove that:

(Φ−1(id⊗∆(∆(h))))X,Y,Z = ((∆⊗ id(∆(h)))Φ−1)X,Y,Z

In fact:

(Φ−1(id⊗∆(∆(h))))X,Y,Z =

= Φ−1
X,Y,Z ◦ (eX,Y⊗Z ◦ (id⊗eY,Z))−1 ◦ hX⊗(Y⊗Z) ◦ eX,Y⊗Z ◦ (id⊗eY,Z) =

= (e−1
X,Y ⊗ id) ◦ e−1

X⊗Y,Z ◦ F (a−1
X,Y,Z) ◦ hX⊗(Y⊗Z) ◦ eX,Y⊗Z ◦ (id⊗eY,Z)

On the other side:

((∆⊗ id(∆(h)))Φ−1)X,Y,Z =

= (e−1
X,Y ⊗ id) ◦ e−1

X⊗Y,Z ◦ h(X⊗Y )⊗Z ◦ eX⊗Y,Z ◦ (eX,Y ⊗ id) ◦ Φ−1
X,Y,Z =

= (e−1
X,Y ⊗ id) ◦ e−1

X⊗Y,Z ◦ h(X⊗Y )⊗Z ◦ F (a−1
X,Y,Z) ◦ eX,Y⊗Z ◦ (id⊗eY,Z)

We can conclude proving that F (a−1
X,Y,Z) ◦ hX⊗(Y⊗Z) = h(X⊗Y )⊗Z ◦ F (a−1

X,Y,Z).
But it is immediate because of naturality of h. Now we want to prove the cocycle
relation on Φ. The LHS is:

LHS = id⊗ id⊗e−1
Z,W ◦ id⊗e−1

Y,Z⊗W ◦ e
−1
X,Y⊗(Z⊗W ) ◦ F (aX,Y,Z⊗W )◦

◦ eX⊗Y,Z⊗W ◦ eX,Y ⊗ id⊗ id ◦ id⊗ id⊗eZ,W ◦ e−1
X,Y ⊗ id⊗ id ◦ id⊗ id⊗e−1

Z,W ◦

◦ e−1
X⊗Y,Z⊗W ◦ F (aX⊗Y,Z,W ) ◦ e(X⊗Y )⊗Z,W ◦ eX⊗Y,Z ⊗ id ◦eX,Y ⊗ id⊗ id

while the RHS is:

RHS = id⊗ id⊗e−1
Z,W ◦ id⊗e−1

Y,Z⊗W ◦ id⊗F (aY,Z,W ) ◦ id⊗eY⊗Z,W ◦

◦ id⊗eY,Z ⊗ id ◦ id⊗e−1
Y,Z ⊗ id ◦ id⊗e−1

Y⊗Z,W ◦ e
−1
X,(Y⊗Z)⊗W ◦

◦ F (aX,Y⊗Z,W ) ◦ eX⊗(Y⊗Z),W ◦ eX,Y⊗Z ⊗ id ◦ id⊗eY,Z ⊗ id ◦ id⊗e−1
Y,Z ⊗ id ◦

◦ e−1
X,Y⊗Z ⊗ id ◦F (aX,Y,Z)⊗ id ◦eX⊗Y,Z ⊗ id ◦eX,Y ⊗ id⊗ id

Simplifying both expressions, we get:

LHS = id⊗ id⊗e−1
Z,W ◦ id⊗e−1

Y,Z⊗W ◦ e
−1
X,Y⊗(Z⊗W ) ◦ F (aX,Y,Z⊗W )◦

◦ F (aX⊗Y,Z,W ) ◦ e(X⊗Y )⊗Z,W ◦ eX⊗Y,Z ⊗ id ◦eX,Y ⊗ id⊗ id

and:

RHS = id⊗ id⊗e−1
Z,W ◦ id⊗e−1

Y,Z⊗W ◦ id⊗F (aY,Z,W ) ◦ e−1
X,(Y⊗Z)⊗W ◦

◦ F (aX,Y⊗Z,W ) ◦ eX⊗(Y⊗Z),W ◦ F (aX,Y,Z)⊗ id ◦eX⊗Y,Z ⊗ id ◦eX,Y ⊗ id⊗ id
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Now, using the naturality of e in the RHS expression, we have:

RHS = id⊗ id⊗e−1
Z,W ◦ id⊗e−1

Y,Z⊗W ◦ e
−1
X,Y⊗(Z⊗W ) ◦ id⊗F (aY,Z,W )◦

◦ F (aX,Y⊗Z,W ) ◦ F (aX,Y,Z)⊗ id ◦e(X⊗Y )⊗Z,W ◦ eX⊗Y,Z ⊗ id ◦eX,Y ⊗ id⊗ id

At this stage, we can conclude using the pentagon relation on a. The question of the
antipode will be treated afterwards.

Now we want to prove the existence of a R-matrix R in H ⊗H . We define:

RX,Y := cVect−1

F (X),F (Y ) ◦ e
−1
Y,X ◦ F (cX,Y ) ◦ eX,Y (2.2.8)

We prove that:
(R∆(h)R−1)X,Y = ∆op(h)X,Y

We have:

(R∆(h)R−1)X,Y = cVect−1

F (X),F (Y ) ◦ e
−1
Y,X ◦ F (cX,Y ) ◦ eX,Y ◦

◦e−1
X,Y ◦ hX⊗Y ◦ eX,Y ◦ e

−1
X,Y ◦ F (cX,Y )−1 ◦ eY,X ◦ cVect

F (X),F (Y ) =

= cVect−1

F (X),F (Y ) ◦ e
−1
Y,X ◦ F (cX,Y ) ◦ hX⊗Y ◦ F (cX,Y )−1 ◦ eY,X ◦ cVect

F (X),F (Y )

Using naturality of h, we obtain:

(R∆(h)R−1)X,Y = cVect−1

F (X),F (Y ) ◦ e
−1
Y,X ◦ hY⊗X ◦ eY,X ◦ c

Vect
F (X),F (Y ) = ∆op(h)X,Y

Next we prove that R satisfies (1.2.17) and (1.2.18). We prove the first of the two
identities. The other one will follow similarly. On one side we have:

(∆⊗ id(R))X,Y = e−1
X,Y ⊗ id ◦Σ1,2 ◦ e−1

Z,X⊗Y ◦ F (cX⊗Y,Z) ◦ eX⊗Y,Z ◦ eX,Y ⊗ id

and on the other side:

(Φ312 ◦R13 ◦ (Φ132)−1 ◦R23 ◦ Φ)X,Y,Z =

= Σ1,2 ◦ id⊗e−1
X,Y ◦ e

−1
Z,X⊗Y ◦ F (aZ,X,Y ) ◦ eZ⊗X,Y ◦ eZ,X ⊗ id ◦

◦e−1
Z,X ⊗ id ◦F (cX,Z)⊗ id ◦eX,Z ⊗ id ◦e−1

X,Z ⊗ id ◦e−1
X⊗Z,Y ◦

◦F (a−1
X,Z,Y ) ◦ eX,Z⊗Y ◦ id⊗eZ,Y ◦ id⊗e−1

Z,Y ◦ id⊗F (cY,Z) ◦ id⊗eY,Z◦

◦ id⊗e−1
Y,Z ◦ e

−1
X,Y⊗Z ◦ F (aX,Y,Z) ◦ eX⊗Y,Z ◦ eX,Y ⊗ id

Using the right invertibility of e we obtain:

(Φ312 ◦R13 ◦ (Φ132)−1 ◦R23 ◦ Φ)X,Y,Z =

= e−1
X,Y ⊗ id ◦Σ1,2 ◦ e−1

Z,X⊗Y ◦ F (aZ,X,Y ) ◦ eZ⊗X,Y ◦

◦F (cX,Z)⊗ id ◦e−1
X⊗Z,Y ◦ F (a−1

X,Z,Y ) ◦ eX,Z⊗Y ◦

◦ id⊗F (cY,Z) ◦ e−1
X,Y⊗Z ◦ F (aX,Y,Z) ◦ eX⊗Y,Z ◦ eX,Y ⊗ id

At this point we can conclude using the naturality of e and the identity (1.1.4) invol-
ving a and c.

Lemma 2.2.7. If F is a (braided) weak quasi tensor functor then H is a (braided)
weak quasi Hopf algebra.



2.2 Reconstruction theorems of weak quasi Hopf algebras 47

Proof. Let I be the natural transformation such that IX = idX ∀X ∈ Ob(C). It is
quite easy to see that:

∆(I)X,Y = e−1
X,Y ◦ eX,Y

Remember that eX,Y ◦ e−1
X,Y = idF (X⊗Y ) and e−1

X,Y ◦ eX,Y 6= idF (X)⊗F (Y ). Now we
are ready to prove that H is a weak quasi Hopf algebra:

(id⊗ε⊗ id(Φ))X,Y =

= (idX ⊗e−1
1,Y ) ◦ e−1

X,1⊗Y ◦ F (aX,1,Y ) ◦ eX⊗1,Y ◦ eX,1 ⊗ idY =

= e−1
X,Y ◦ eX,Y = ∆(I)X,Y

Next:

(R−1R)X,Y = e−1
X,Y ◦ F (c−1

X,Y ) ◦ eY,X ◦ cVect
F (X),F (Y ) ◦ c

Vect−1

F (X),F (Y ) ◦ e
−1
Y,X ◦ F (cX,Y ) ◦ eX,Y =

= e−1
X,Y ◦ eX,Y = ∆(I)X,Y

Similarly we get:

Φ−1
X,Y,Z ◦ ΦX,Y,Z =

= (e−1
X,Y ⊗ idZ) ◦ e−1

X⊗Y,Z ◦ F (a−1
X,Y,Z) ◦ eX,Y⊗Z ◦ (idX ⊗eY,Z)◦

◦(idX ⊗e−1
Y,Z) ◦ e−1

X,Y⊗Z ◦ F (aX,Y,Z) ◦ eX⊗Y,Z ◦ (eX,Y ⊗ idZ) =

= (e−1
X,Y ⊗ idZ) ◦ e−1

X⊗Y,Z ◦ eX⊗Y,Z ◦ (eX,Y ⊗ idZ) =

= (e−1
X,Y ⊗ idZ) ◦∆(I)X⊗Y,Z ◦ (eX,Y ⊗ idZ) =

= (∆⊗ id(∆(I)))X,Y,Z

In the same way we can prove that Φ−1
X,Y,Z ◦ ΦX,Y,Z = (id⊗∆(∆(I)))X,Y,Z .

Lemma 2.2.8. If F is a (braided) weak tensor functor, then H is a (braided) weak
Hopf algebra.

Proof. We defined the associator Φ in the following way:

ΦX,Y,Z = (id⊗e−1
Y,Z) ◦ e−1

X,Y⊗Z ◦ F (aX,Y,Z) ◦ eX⊗Y,Z ◦ (eX,Y ⊗ id)

Looking back at the Theorem 1.4.17, we have:

F (aX,Y,Z) = eX,Y⊗Z ◦ idF (X)⊗eY,Z ◦ e−1
X,Y ⊗ idF (Z) ◦e−1

X⊗Y,Z

Using this identity in the defining expression of Φ, we get:

Φ = (idF (X)⊗e−1
Y,Z) ◦ e−1

X,Y⊗Z ◦ eX,Y⊗Z ◦ (idF (X)⊗eY,Z)◦

◦(e−1
X,Y ⊗ idF (Z)) ◦ e−1

X⊗Y,Z ◦ eX⊗Y,Z ◦ (eX,Y ⊗ idF (Z)) =

= (id⊗∆(∆(I)))(∆⊗ id(∆(I)))

In a similar way we can prove the assertion concerning Φ−1. Since Φ and Φ−1 are de-
fined as in 2.2.6, they automatically satisfy all the conditions in order to be an associa-
tor and its inverse, respectively. As a consequence, the idempotentsP2, P3, Q3, P4, Q4

defined as in (1.2.28) must enjoy the relations (1.2.29), (1.2.30) and (1.2.31).

Lemma 2.2.9. The vector spaces F (X) are representation spaces of H . The functor
G : C→ Rep(H) is a braided tensor functor.
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Proof. Let ρX : H → End(F (X)) be the representation such that:

ρX(h) = hX h ∈ H

It is straightforward to prove that ρX is a representation of H . This induces a functor
G : C→ Rep(H) such thatG(X) = F (X) andG(X)⊗G(Y ) = ∆(I)X,Y (F (X)⊗
F (Y )). In addition, we put G(f) = F (f), so G(f) is an intertwiner:

G(f) ◦ ρX(h) = F (f) ◦ hX = hY ◦ F (f) = ρY (h) ◦G(f)

We can see that eX,Y is an isomorphism between G(X) ⊗ G(Y ) and G(X ⊗ Y ).
In fact, being ∆(I)X,Y (v ⊗ w) an element in G(X) ⊗G(Y ), and using the identity
∆(I)X,Y = e−1

X,Y ◦ eX,Y , we obtain:

e−1
X,Y ◦ eX,Y (∆(I)X,Y (v ⊗ w)) = e−1

X,Y ◦ eX,Y ◦ (e−1
X,Y ◦ eX,Y (v ⊗ w)) =

= (e−1
X,Y ◦ (eX,Y ◦ e−1

X,Y ) ◦ eX,Y )(v ⊗ w) = e−1
X,Y ◦ eX,Y (v ⊗ w) = ∆(I)X,Y (v ⊗ w)

Moreover, the definitions of Φ and R in H allow us to state that G is a braided tensor
functor.

Lemma 2.2.10. Set X,Y ∈ Ob(C) and h ∈ H . If X and Y are isomorphic, then
hX is determined uniquely by hY . If C is semisimple, then h ∈ H is determined by
its values on∇.

Proof. The first statement is a direct consequence of the naturality of h. Next, we
assume that C is semisimple, so every object is isomorphic to the direct sum of simple
objects. Therefore, it is sufficient to define h on the direct sums of simple objects.
It remains to prove that it is determined by its values on ∇. Consider

⊕
iXi, where

Xi ∈ ∇. We have morphisms pj ∈ (
⊕

iXi, Xj) and qj ∈ (Xj ,
⊕

iXi), such that:∑
j

qj ◦ pj = id⊕
Xi

Naturality implies that:

F (pj) ◦ h⊕Xi = hXj ◦ F (pj)

Hence:

h⊕Xi = F

∑
j

qj ◦ pj

 ◦ h⊕Xi =
∑
j

F (qj) ◦ F (pj) ◦ h⊕Xi =

=
∑
j

F (qj) ◦ hXj ◦ F (pj)

Lemma 2.2.11. There exists an algebra isomorphism:

ψ : H −→
⊕
i

End(F (Xi)) (2.2.9)
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Proof. We define ψ in the following way:

ψ(h) =
⊕
i

hXi

It is easy to see that it is an algebra isomorphism. We need to prove that it is injective
and surjective. If ψ(h) = 0, then hXi = 0 ∀Xi ∈ ∇. Let X be an object in C. If ϕ is
an isomorphism in (X,

⊕
Xi) and pj , qj as in the proof of the previous lemma, we

define:

sj = pj ◦ ϕ and tj = ϕ−1 ◦ qj

with sj ∈ (X,Xj) and tj ∈ (Xj , X). It is an easy computation to see that:

sj ◦ tj = idXj and
∑
i

ti ◦ si = idX

Proceeding as in the proof of the last lemma, we have:

hX =
∑
j

F (tj) ◦ hXj ◦ F (sj) = 0

We need to prove surjectivity of ψ. Given bi ∈ End(F (Xi)) where Xi ∈ ∇, and
X ∈ Ob(C), we define bX ∈ End(F (X)) in the following way:

bX =
∑
j

F (tj) ◦ bj ◦ F (sj)

where sj ∈ (X,Xj) and tj ∈ (Xj , X) are as before, and X ∼=
⊕

i∈∇Xi. The
definition of bX does not depend on the choice of sj , tj . In fact, let s′j , t

′
j be with the

same features of sj and tj . We define:

b̃X =
∑
j

F (t′j) ◦ bj ◦ F (s′j)

Moreover:

si ◦ t′j = δi,jλ
(1)
j idXj and s′i ◦ tj = δi,jλ

(2)
j idXj

where λ(1)
j , λ

(2)
j ∈ C. So:

F (s′j) ◦ b̃X ◦ F (t′j) = bj = λ
(1)
j

−1
λ

(2)
j

−1
F (s′j) ◦ bX ◦ F (t′j) = F (s′j) ◦ bX ◦ F (t′j)

In the next calculation we explain why λ(1)
j λ

(2)
j = 1:

λ
(1)
j λ

(2)
j idXj = sj ◦ t′j ◦ s′j ◦ tj =

= sj ◦

(∑
h

t′h ◦ s′h

)
◦ tj = sj ◦ tj = idXj

It is quite obvious that:

F (s′j) ◦ b̃X ◦ F (t′k) = 0 = F (s′j) ◦ bX ◦ F (t′k)
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Putting everything together we get:

b̃X =

∑
j

F (t′j) ◦ F (s′j)

 ◦ b̃X ◦(∑
k

F (t′k) ◦ F (s′k)

)
=

=
∑
j,k

F (t′j) ◦
(
F (s′j) ◦ b̃X ◦ F (t′k)

)
◦ F (s′k) =

=
∑
j,k

F (t′j) ◦
(
F (s′j) ◦ bX ◦ F (t′k)

)
◦ F (s′k) =

=

∑
j

F (t′j) ◦ F (s′j)

 ◦ bX ◦(∑
k

F (t′k) ◦ F (s′k)

)
= bX

It remains to show the naturality of b. Let f be an arrow in (X,Y ), s̃j ∈ (Y,Xj) and
t̃j ∈ (Xj , Y ) with the same properties of sj , tj such that bY =

∑
j F (t̃j)◦bi ◦F (s̃j).

Then:

F (f) ◦ bX =
∑
i

F (f ◦ ti) ◦ bi ◦ F (si) =
∑
i,j

F (t̃j ◦ s̃j ◦ f ◦ ti) ◦ bi ◦ F (si)

Since s̃j ◦f ◦ ti ∈ (Xi, Xj), it is a scalar multiple of idXi ifXi
∼= Xj , or 0 otherwise.

So:

F (f) ◦ bX =
∑
i,j

F (t̃j) ◦ bj ◦ F (s̃j ◦ f ◦ ti ◦ si) =

=
∑
j

F (t̃j) ◦ bj ◦ F (s̃j ◦ f ◦ (
∑
i

ti ◦ si)) =

=
∑
j

F (t̃j) ◦ bj ◦ F (s̃j ◦ f) = bY ◦ F (f)

Lemma 2.2.12. F and G are essentially surjective and full.

Proof. It is a well-known result that if A is an algebra isomorphic to the direct sum
of End(Vi), where Vi are vector spaces, then all the irreducible representations are
equivalent to pi : A → End(Vi), and pi, pj are equivalent iff i = j. So, using the
previous lemma, we can state that every irreducible representation V is isomorphic
to F (Xi) for some i as object in Rep(H). Since Rep(H) is semisimple, W as
representation of H is isomorphic to the direct sum of F (Xi). Now we prove that F
and G are full. Since F (Xi) is an irreducible representation, we have:

(F (Xi), F (Xj)) = {0}
End(F (Xi)) = C idF (Xi)

Now, let f be an arrow in (F (X), F (Y )). We use the map si ∈ (X,Xi), ti ∈
(Xi, X), s′i ∈ (Y,Xi), t′i ∈ (Xi, Y ), introduced in the proof of the previous lemma.
We have F (s′i) ◦ f ◦ F (ti) ∈ End(F (Xi)), where Xi is a simple object appearing in
the decomposition of X . So there exists a λi ∈ C such that:

F (s′i) ◦ f ◦ F (tj) = δi,jλi idF (Xi)
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Composing on the left by F (t′i), on the right by F (si) and summing up on i and j we
get: ∑

i,j

F (t′i) ◦ F (s′i) ◦ f ◦ F (tj) ◦ F (sj) =
∑
i,j

δi,jλiF (t′i) ◦ F (sj)⇒

⇒

(∑
i

F (t′i) ◦ F (s′i)

)
◦ f ◦

∑
j

F (tj) ◦ F (sj)

 =
∑
i

λiF (t′i) ◦ F (si)⇒

⇒ f = F

(∑
i

λit
′
i ◦ si

)

Lemma 2.2.13. Faithfulness of F implies that inequivalent objects yield inequivalent
representations.

Proof. Assume X and Y to be inequivalent object and F (X) ∼= F (Y ), and call
ϕ : F (X)→ F (Y ) an isomorphism. Since F is full and F (idX) = idF (X), we have
that ϕ = F (f) and ϕ−1 = F (g) such that:

F (f) ◦ F (g) = idF (Y ) ⇒ F (f ◦ g) = F (idY )

Using again the faithfulness of F we get that f ◦ g = idY . Similarly we obtain
g ◦ f = idX .

Lemma 2.2.14. If C is a ∗-category and F a rigid and ∗-preserving functor, then H
is a weak quasi Hopf ∗-algebra. If C is a C∗-category, H is a C∗-algebra.

Proof. We define the involution on H in the following way:

(h∗)X = (hX)∗

It is straightforward to prove that it is an involutive anti-linear map on H as an alge-
bra. Moreover, ε(h∗) = ε(h) since:

ε(h∗) = (h∗)1 = (h1)∗ = h1 = ε(h)

We need to prove the existence of an invertible self-adjoint element Ω ∈ H⊗H such
that:

∆(h)∗ = Ω∆(h∗)Ω−1 (2.2.10)

(Φ−1)∗ = (I ⊗ Ω)(id⊗∆(Ω))Φ(∆⊗ id(Ω−1))(Ω−1 ⊗ I) (2.2.11)

ε⊗ id(Ω) = I = id⊗ε(Ω) (2.2.12)

We set ΩX,Y = e∗X,Y ◦ eX,Y . Self-adjointness is obvious. The inverse element of Ω

is:
Ω−1 = e−1

X,Y ◦ e
∗
X,Y
−1

So:

ΩΩ−1 = e∗X,Y ◦ e∗X,Y
−1 = (e−1

X,Y ◦ eX,Y )∗ = ∆(I)∗X,Y

Ω−1Ω = e−1
X,Y ◦ eX,Y = ∆(I)X,Y
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Now we prove (2.2.10):

∆(h)∗X,Y = (∆(h)X,Y )∗ = e∗X,Y ◦ h∗X⊗Y ◦ e−1
X,Y

∗
=

= e∗X,Y ◦ eX,Y ◦ e−1
X,Y ◦ (h∗)X⊗Y ◦ eX,Y ◦ e−1

X,Y ◦ e
−1
X,Y

∗
=

= (e∗X,Y ◦ eX,Y ) ◦∆(h∗)X,Y ◦ (e−1
X,Y ◦ e

−1
X,Y

∗
)

The next calculation allows us to prove (2.2.11):

Φ−1∗ = idX ⊗e∗Y,Z ◦ e∗X,Y⊗Z ◦ F (a−1
X,Y,Z

∗
) ◦ e−1

X⊗Y,Z
∗ ◦ e−1

X,Y

∗ ⊗ idZ =

= (I ⊗ Ω)(id⊗∆(Ω)) ◦ idX ⊗e−1
Y,Z ◦ e

−1
X,Y⊗Z ◦ F (a−1

X,Y,Z

∗
)◦

◦ eX⊗Y,Z ◦ idX ⊗eY,Z ◦ (∆⊗ id(Ω−1))(Ω−1 ⊗ I) =

= (I ⊗ Ω)(id⊗∆(Ω)) ◦ idX ⊗e−1
Y,Z ◦ e

−1
X,Y⊗Z ◦ F (aX,Y,Z)◦

◦ eX⊗Y,Z ◦ idX ⊗eY,Z ◦ (∆⊗ id(Ω−1))(Ω−1 ⊗ I) =

= (I ⊗ Ω)(id⊗∆(Ω))Φ(∆⊗ id(Ω−1))(Ω−1 ⊗ I)

while (2.2.12) is immediate. Suppose now that C is a C∗-category. We want to prove
that H is a C∗-algebra. We put the following norm on H:

‖h‖2 =
∑
Xi∈∇

‖hXi‖
2
i

The definition does not depend on the choice of the Xi in the isomorphism classes.
Completeness is a consequence of the completeness of End(F (Xi)) as C∗-algebras.
Subadditivity is a consequence of the Cauchy-Schwartz inequality, while submulti-
plicativity is straightforward to prove. If ‖h‖ = 0, then hXi = 0 ∀Xi ∈ ∇. So, for
what we said in Lemma 2.2.10, h = 0. Finally, the C∗-property is a direct conse-
quence of the fact that ‖·‖i is a C∗-norm on End(F (Xi)). Finally, we must prove
that Ω and R satisfy the following relation:

Ω21R = R−1∗Ω

On the left hand side, we have:

Σ ◦ (e∗Y,X ◦ eY,X) ◦ e−1
Y,X ◦ F (cX,Y ) ◦ eX,Y =

= Σ ◦ e∗Y,X ◦ (eY,X ◦ e−1
Y,X) ◦ F (cX,Y ) ◦ eX,Y =

= Σ ◦ e∗Y,X ◦ F (cX,Y ) ◦ eX,Y

On the right hand side, we have:

Σ ◦ e∗Y,X ◦ F (cX,Y ) ◦ e−1
X,Y

∗ ◦ (e∗X,Y ◦ eX,Y ) =

= Σ ◦ e∗Y,X ◦ F (cX,Y ) ◦ (e−1
X,Y

∗ ◦ e∗X,Y ) ◦ eX,Y =

= Σ ◦ e∗Y,X ◦ F (cX,Y ) ◦ eX,Y

Remark 2.2.15. We introduce the antipode on H . Since C and F are rigid, for every
object X there exists a conjugate object X , and a natural isomorphism:

dX : F (X) −→ F (X)
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We use it in the definition of the antipode:

(S(h))X = d∨X ◦ h∨X ◦ d
∨
X
−1 (2.2.13)

where ∨ : Vect → Vect is a functor which sends V into V = V ∗, and f ∈ (U, V )

into the dual map f∨ ∈ (V ,U), transpose arrow in Vect of f ∈ (U, V ). It is an easy
calculation to see that:

f∨(ϕV ) = ϕV ◦ f

In fact, Vect is a rigid tensor category with the following maps:

δ†V : V ∗ ⊗ V → C such that δ†V (ϕ⊗ v) = ϕ(v)

δV : C→ V ⊗ V ∗ such that δV (1) =
∑
i

ei ⊗ e∗i

Therefore:

f∨(ϕV ) = δ†V ⊗ idU (idV ∗ ⊗f ⊗ idU∗(idV ∗ ⊗δV (ϕV ))) =

= δ†V ⊗ idU (idV ∗ ⊗f ⊗ idU∗(ϕV ⊗ ei ⊗ e∗i )) =

= δ†V (ϕV ⊗ f(ei))⊗ e∗i = ϕV (f(ei))e
∗
i =

= (ϕV ◦ f(ei))e
∗
i = ϕV ◦ f

Since C is a ∗-category, it is possible to rewrite S. In fact, let JV : V → V be the
map which sends v into v = (v, ·). If f ∈ (U, V ), f∗ ∈ (V,U) and:

f∗ = J−1
U ◦ f

∨ ◦ JV (2.2.14)

This is a consequence of the following calculation:

(J−1
U ◦ f

∨ ◦ JV )(v) = J−1
U (f∨(v)) = J−1

U (f∨((v, ·))) =

= J−1
U ((v, f(·))) = J−1

U ((f∗(v), ·)) = J−1
U (f∗(v)) = f∗(v)

Hence, if C is a ∗-category, the antipode becomes:

S(h)X = J−1
F (X) ◦ d

−1
X ◦ (hX)∗ ◦ dX ◦ JF (X) (2.2.15)

since:

d∨X ◦ h∨X ◦ d
∨
X
−1

=

= (J−1
F (X) ◦ d

∗
X ◦ J−1

F (X)
) ◦ (J

F (X)
◦ h∗

X
◦ J−1

F (X)
) ◦ (JF (X) ◦ d

−1
X

∗ ◦ JF (X)) =

= J−1
F (X) ◦ d

−1
X ◦ (hX)∗ ◦ dX ◦ JF (X)

Finally, the dual representation V is given by:

πX(h) = πX(S(h))∨

Using (2.2.14) the dual representation becomes:

πX(h) = JF (X) ◦ πX(S(h))∗ ◦ J−1
F (X)

and, more explicitly:

πX(h)(v) = JF (X) ◦ πX(S(h))∗ ◦ J−1
F (X)(v) =

= JF (X) ◦ (J−1
F (X) ◦ d

−1
X ◦ hX ◦ dX ◦ JF (X)) ◦ J−1

F (X)(v) =

= d−1
X ◦ hX ◦ dX(v)

Finally it is easy to see that S commutes with ∗.
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Lemma 2.2.16. Rep(H) is rigid, and S defined in the Remark 2.2.15 is an antipode.

Proof. Suppose that r† and r are the conjugate maps in C. We will prove that Rep(H)

is rigid with the following conjugate maps:

ρ† = F (r†) ◦ eX,X ◦ dX ⊗ id (2.2.16)

ρ = id⊗d−1
X ◦ e

−1
X,X
◦ F (r) (2.2.17)

The first step is to prove that ρ† and ρ are morphisms:

ρ† ◦∆(h)X,X =

= F (r†) ◦ eX,X ◦ dX ⊗ id ◦d−1
X ⊗ id ◦e−1

X,X
◦ hX⊗X ◦ eX,X ◦ dX ⊗ idX =

= F (r†) ◦ hX⊗X ◦ eX,X ◦ dX ⊗ id =

= h1 ◦ F (r†) ◦ eX,X ◦ dX ⊗ id = ε(h)ρ†

and:

∆(h)X,X ◦ ρ =

= id⊗d−1
X ◦∆(h)X,X ◦ id⊗dX ◦ id⊗d−1

X ◦ e
−1
X,X
◦ F (r) =

= id⊗d−1
X ◦∆(h)X,X ◦ e

−1
X,X
◦ F (r) =

= id⊗d−1
X ◦ e

−1
X,X
◦ hX⊗X ◦ eX,X ◦ e

−1
X,X
◦ F (r) =

= id⊗d−1
X ◦ e

−1
X,X
◦ hX⊗X ◦ F (r) =

= id⊗d−1
X ◦ e

−1
X,X
◦ F (r) ◦ h1 = ρε(h)

Next, we want to prove that ρ† and ρ satisfy the conjugate equations. We will prove
only one of the two equations. The other will follow similarly.

ρ† ⊗ id ◦Φ−1 ◦ id⊗ρ =

= F (r†)⊗ id ◦eX,X ⊗ id ◦dX ⊗ id⊗ id ◦d−1
X ⊗ id⊗d−1

X ◦

◦e−1
X,X
⊗ id ◦e−1

X⊗X,X ◦ F (a−1
X,X,X

) ◦ eX,X⊗X ◦ idX ⊗eX,X◦

◦dX ⊗ id⊗dX ◦ id⊗ id⊗d−1
X ◦ id⊗e−1

X,X
◦ id⊗F (r) =

= F (r†)⊗ id ◦ id⊗ id⊗d−1
X ◦ e

−1
X⊗X,X ◦ F (a−1

X,X,X
)◦

◦eX,X⊗X ◦ dX ⊗ id⊗ id ◦ id⊗F (r) =

= d−1
X ◦ F (r† ⊗ id ◦a−1

X,X,X
◦ id⊗r) ◦ dX = id

In order to prove the properties of the antipode, it is sufficient to find α and β such
that:

ρ†(x⊗ y) = (x, αy) and ρ(1) =
n∑
i=1

βei ⊗ ei

where {ei}ni=1 is a basis of F (X). It is straightforward to see that:

α = (id⊗ρ†) ◦ (δ ⊗ id) (2.2.18)

β = (id⊗δ†) ◦ (ρ⊗ id) (2.2.19)
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where δ† : F (X)⊗ F (X)→ C is such that:

δ†(x⊗ y) = (x, y)

and δ : C→ F (X)⊗ F (X) is such that:

δ(1) =
n∑
i=1

ei ⊗ ei

At this stage, proving that S is an antipode is straightforward, and it is merely a
consequence of Prop. 1.4.10.

Summing up all the results, we can state:

Theorem 2.2.17. Let C be a rational semisimple braided rigid tensor category, and
F : C→ Vect a weak quasi tensor functor. Then:

(a) H = Nat(F ) is a f.d. weak quasi Hopf algebra;

(b) there is a functor G : C → Rep(H) such that F = V ◦ G, where V :

Rep(H) → Vect is the forgetful functor. G is full and essentially surjec-
tive. If F is faithful, G is faithful and maps inequivalent objects to inequivalent
objects;

(c) C and Rep(H) are equivalent braided tensor categories;

(d) if F is faithful, Rep(H) is rigid;

(e) if C is a ∗-category and F is rigid and ∗-preserving, then H is a weak quasi
Hopf ∗-algebra. If C is a C∗-category, H is a C∗-algebra;

(f) if F is a tensor functor, H is a Hopf algebra;

(g) If F is a quasi tensor functor, H is a quasi Hopf algebra;

(h) If F is a weak tensor functor, H is a weak Hopf algebra.

Before concluding the chapter, we say something about the uniqueness of the
construction. The reconstruction of H we have presented is highly non-unique. In
fact, changing the weak dimension function we obtain a different weak quasi tensor
functor F . Moreover, we can have two different weak quasi tensor functors with the
same weak dimension function, because they can differ in the choice of the epimor-
phisms.

Proposition 2.2.18. Let G, G̃ : C→ Vect be two different faithful weak quasi tensor
functors constructed by the same weak dimension function. Then the reconstructed
weak quasi Hopf algebras H and H̃ are equal up to twist equivalence.



56 The reconstruction theory for tensor categories

Proof. SinceG and G̃ share the same weak dimension function, there exists a natural
isomorphism ϕ such that:

ẽX,Y = ϕX⊗Y ◦ eX,Y

We can see that H̃ = HF , where F ∈ H ⊗H is such that FX,Y = e−1
X,Y ◦ ϕ

−1
X⊗Y ◦

eX,Y . It is quite easy to see that F ∈ H ⊗H . We don’t check every calculation. For
example,

∆̃(h)X,Y = ẽ−1
X,Y ◦ hX⊗Y ◦ ẽX,Y =

= e−1
X,Y ◦ ϕ

−1
X⊗Y ◦ hX⊗Y ◦ ϕX⊗Y ◦ eX,Y =

= FX,Y ◦ e−1
X,Y ◦ hX⊗Y ◦ eX,Y ◦ F

−1
X,Y =

= FX,Y ◦∆(h)X,Y ◦ F−1
X,Y

and:

R̃X,Y = Σ ◦ ẽ−1
Y,X ◦ F (cX,Y ) ◦ ẽX,Y =

= Σ ◦ e−1
Y,X ◦ ϕ

−1
Y⊗X ◦ F (cX,Y ) ◦ ϕX⊗Y ◦ eX,Y =

= Σ ◦ e−1
Y,X ◦ ϕ

−1
Y⊗X ◦ eY,X ◦ Σ ◦ Σ◦

◦ e−1
Y,X ◦ F (cX,Y ) ◦ eX,Y ◦ e−1

X,Y ◦ ϕX⊗Y ◦ eX,Y =

= Σ ◦ FY,X ◦ Σ ◦RX,Y ◦ F−1
X,Y = (F21RF

−1)X,Y



Chapter 3

Quantum groups at roots of unity
and Wenzl’s functor

3.1 Ribbon categories

In this section and in the next one we will give a quick review of the main results
about ribbon categories and ribbon algebras. We refer to [35] for a deeper look. Let
C be a strict rigid braided tensor category, and cX,Y its braiding.

Proposition 3.1.1. cX,Y satisfies the following relations:

cX,Y = r†X ⊗ idX⊗Y ◦ idX ⊗c
−1
X,Y ⊗ idX ◦ idX⊗Y ⊗rX (3.1.1)

cX,Y = idY ⊗ idX ⊗r†Y ◦ idY ⊗c
−1
X,Y ⊗ idY ◦rY ⊗ idX ⊗ idY (3.1.2)

Proof. Using the rigidity of C and the naturality of c we have:

cX,Y = cX,Y ◦ r
†
X ⊗ idX ⊗ idY ◦ idX ⊗rX ⊗ idY ◦ idX ⊗c

−1
1,Y =

= cX,Y ◦ r
†
X ⊗ idX ⊗ idY ◦ idX ⊗c

−1
X⊗X,Y ◦ idX ⊗ idY ⊗rX

Since cX⊗Y,Z = cX,Z ⊗ idY ◦ idX ⊗cY,Z then:

c−1
X⊗X,Y = idX ⊗c−1

X,Y
◦ c−1

X,Y ⊗ idX

Therefore:

cX,Y = r†X ⊗ idX ⊗ idY ◦ idX ⊗ idX ⊗cX,Y ◦

◦ idX ⊗ idX ⊗c−1
X,Y
◦ idX ⊗c

−1
X,Y ⊗ idX ◦ idX ⊗ idY ⊗rX

The second equality follows in the same way.

We are ready to introduce the following:

Definition 3.1.2. (a) A twist on C is a natural isomorphism θX ∈ (X,X) such that:

θX⊗Y = (θX ⊗ θY )cY,XcX,Y and θX = θ∨X

(b) A ribbon category is a strict braided rigid tensor category with a twist.

We omit the proof of the next:

57
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Lemma 3.1.3. (a) Given objects X and Y of C we have:

θX⊗Y = cY,XcX,Y (θX ⊗ θY ) = cY,X(θY ⊗ θX)cX,Y

(b) We also have θI = idI .

Using the braiding and the twist we define morphisms sX : C → X ⊗ X and
s†X : X ⊗X → C for any object X of the ribbon category C by:

sX = (idX ⊗θX)cX,XrX (3.1.3)

s†X = r†XcX,X(θX ⊗ idX) (3.1.4)

Now we prove a technical lemma which will be useful afterwards:

Lemma 3.1.4. For any object X of a ribbon category, we have:

θ−2
X = (r†X ⊗ idX)(idX ⊗c

−1
X,X)(cX,XrX ⊗ idX) =

= (r†XcX,X ⊗ idX)(idX ⊗cX,XrX) =

= (idX ⊗r†XcX,X)(c−1
X,X
⊗ idX)(idX ⊗rX)

Proof. It is sufficient to prove the first equality. The others follow using the naturality
of the braiding. We indicate with f the RHS of the first equality. We want to prove
that:

rX = (θ2
Xf ⊗ idX)rX (3.1.5)

In fact, using the above expression, we get:

idX = (idX ⊗r†X)(rX ⊗ idX) = (idX ⊗r†X)((θ2
Xf ⊗ idX)rX ⊗ idX) = θ2

Xf

Therefore:
θ−2
X = f

So, it remains to prove (3.1.5):

rX = rXθI = θX⊗XrX = cX,XcX,XθX ⊗ θXrX =

= cX,X ◦ cX,X ◦ θX ⊗ idX ◦ idX ⊗r†X ⊗ idX ◦

◦ idX ⊗ idX ⊗θX ⊗ idX ◦ idX ⊗ idX ⊗rX ◦ rX =

= cX,X ◦ cX,X ◦ θX ⊗ idX ◦ idX ⊗r†X ⊗ idX ◦

◦ rX ⊗ idX ⊗ idX ◦θX ⊗ idX ◦rX =

= cX,X ◦ cX,X ◦ θ
2
X ⊗ idX ◦rX =

= r†X ⊗ idX ⊗ idX ◦ idX ⊗c
−1
X,X ⊗ idX ◦ idX ⊗ idX ⊗rX◦

◦ cX,X ◦ θ
2
X ⊗ idX ◦rX =

= r†X ⊗ idX ⊗ idX ◦ idX ⊗c
−1
X,X ⊗ idX ◦ idX ⊗θ

2
X ⊗ idX ⊗ idX ◦

◦ idX ⊗ idX ⊗rX ◦ cX,X ◦ rX =

= r†X ⊗ idX ⊗ idX ◦ idX ⊗ idX ⊗θ2
X ⊗ idX ◦ idX ⊗c

−1
X,X ⊗ idX ◦

◦ idX ⊗ idX ⊗rX ◦ cX,X ◦ rX =

= θ2
X ⊗ idX ◦r

†
X ⊗ idX ⊗ idX ◦ idX ⊗c−1

X,X ⊗ idX ◦

◦ cX,X ⊗ idX ⊗ idX ◦rX ⊗ idX ⊗ idX ◦rX =

= (θ2
Xf ⊗ idX)rX
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In the first equality we used θI = I; in the second one the naturality of the twist; in
the third one the definition of the twist; in the fourth one (1.1.11) and the naturality of
the twist; in the fifth one the naturality of the tensor product; in the sixth one (1.1.11)
again; in the seventh one we used the Prop. 3.1.1; in the eighth and ninth ones the
naturality of the twist; in the tenth one the naturality of the tensor product; in the
eleventh one the definition of f .

It is possible to introduce the notions of quantum trace and quantum dimension
in a ribbon category.

Definition 3.1.5. Let C be a ribbon category. For any object X in C and any endo-
morphism f of X , we define the quantum trace Trq(f) of f as the element:

Trq(f) = s†X(f ⊗ idX)rX = r†XcX,X(θXf ⊗ idX)rX

of (1,1)

It is quite easy to see that in Vect the above notion of trace coincides with the
usual one. The quantum trace enjoys the usual properties of trace:

Proposition 3.1.6. Given endomorphisms f and g in a ribbon category, we have:
(a) Trq(fg) = Trq(gf) whenever f and g are composable;
(b) Trq(f ⊗ g) = Trq(f) ◦ Trq(g);
(c) Trq(f) = Trq(f

∗).

Proof. We will prove the equalities (a) and (c). The equality (b) follows using the
same technicalities. Let us start with (a):

trq(fg) = r†X ◦ cX,X ◦ θXfg ⊗ idX ◦rX =

= r†X ◦ cX,X ◦ θXf ⊗ idX ◦ idX ⊗r†X ⊗ idX ◦rX ⊗ idX ⊗ idX ◦g ⊗ idX ◦rX =

= r†X ◦ cX,X ◦ idX ⊗r†X ⊗ idX ◦θXf ⊗ idX ⊗ idX ⊗ idX ◦

◦ idX ⊗ idX ⊗g ⊗ idX ◦rX ⊗ idX ⊗ idX ◦rX =

= r†X ◦ cX,X ◦ idX ⊗r†X ⊗ idX ◦ idX ⊗ idX ⊗g ⊗ idX ◦

◦ θXf ⊗ idX ⊗ idX ⊗ idX ◦rX ⊗ idX ⊗ idX ◦rX =

= r†X ◦ r
†
X ⊗ idX ⊗ idX ◦ idX ⊗g ⊗ idX ⊗ idX ◦cX,X⊗X⊗X◦

◦ θXf ⊗ idX ⊗ idX ◦ idX ⊗ idX ⊗rX ◦ rX =

= r†X ◦ idX ⊗g ⊗ idX ⊗ idX ◦ idX ⊗ idX ⊗r†X◦
◦ idX ⊗rX ⊗ idX ◦cX,X ◦ θXf ⊗ idX ◦rX =

= r†X ◦ idX ⊗g ◦ cX,X ◦ θXf ⊗ idX ◦rX =

= r†X ◦ cX,X ◦ g ⊗ idX ◦θXf ⊗ idX ◦rX = Trq(gf)

In the first and last equalities we used the definition of the quantum trace; in the
second one (1.1.11); in the third and fourth ones the naturality of the tensor product;
in the fifth one the naturality of the braiding; in the sixth one the naturality of the
tensor product and of the braiding; in the seventh one (1.1.11); in the eighth one the
naturality of the braiding again.
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We pass to (c):

Trq(f
∨) = r†

X
◦ cX,X ◦ θXf

∨ ⊗ idX ◦rX =

= r†
X
◦ cX,X ◦ θ

∨
Xf
∨ ⊗ idX ◦rX =

= r†
X
◦ cX,X ◦ (fθX)∨ ⊗ idX ◦rX =

= r†
X
◦ cX,X ◦ r

†
X ⊗ idX ⊗ idX ◦ idX ⊗θXf ⊗ idX ⊗ idX ◦ idX ⊗rX ⊗ idX ◦rX =

= r†
X
◦ r†X ⊗ idX ⊗ idX ◦ idX ⊗θXf ⊗ idX ⊗ idX ◦ idX ⊗ idX ⊗cX,X◦

◦ idX ⊗rX ⊗ idX ◦rX =

= r†
X
◦ r†X ⊗ idX ⊗ idX ◦ idX ⊗θXf ⊗ idX ⊗ idX ◦ idX ⊗ idX ⊗r†X ⊗ idX ⊗ idX ◦

◦ idX ⊗ idX ⊗ idX ⊗c
−1
X,X ⊗ idX ◦ idX ⊗ idX ⊗ idX ⊗ idX ⊗rX ◦ idX ⊗rX ⊗ idX ◦rX =

= r†
X
◦ r†X ⊗ idX ⊗ idX ◦ idX ⊗θXf ⊗ idX ⊗ idX ◦

◦ idX ⊗c
−1
X,X ⊗ idX ◦ idX ⊗ idX ⊗rX ◦ rX =

= r†X ◦ idX ⊗θXf ◦ idX ⊗ idX ⊗r†X ◦ idX ⊗c
−1
X,X ⊗ idX ◦rX ⊗ idX ⊗ idX ◦rX =

= r†X ◦ idX ⊗θXf ◦ cX,X ◦ rX =

= r†X ◦ cX,X ◦ θXf ⊗ idX ◦rX = Trq(f)

in the first equality and last equalities we used the definition of the trace; in the second
one the definition of the twist; in the third one the antimultiplicativity of the transpose;
in the fourth one the definition of transpose map; in the fifth one the naturality of the
braiding and of the tensor product; in the sixth one the first identity in the Prop. 3.1.1;
in the seventh and eighth ones the naturality of the tensor product; in the ninth one the
second identity of the Prop. 3.1.1; in the tenth one the naturality of the braiding.

We can derive the notion of dimension from the trace:

Definition 3.1.7. Let C be a ribbon category. For any object X of C we define the
quantum dimension dimq(X) as the element:

dimq(X) = Trq(idX) = s†X ◦ rX

in (1,1).

As a consequence of the Prop. 3.1.6, we have:

Corollary 3.1.8. Let X,Y be objects of a ribbon category. Then:

dimq(X ⊗ Y ) = dimq(X) dimq(Y ) and dimq(X) = dimq(X)

3.2 Ribbon algebras

Let A be a braided Hopf algebra [67]. For our purpose, we can see it as a braided
weak quasi Hopf algebra with a coassociative and counital coproduct. We use the
following notation:

R =
∑
i

ai ⊗ bi and R−1 =
∑
i

ãi ⊗ b̃i

We consider the element u ∈ A given by:

u =
∑
i

S(bi)ai (3.2.1)
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Proposition 3.2.1. The element u defined as in (3.2.1) is invertible with inverse given
by:

u−1 =
∑
i

S−1(b̃i)ãi (3.2.2)

and for all a ∈ A we have:
S2(a) = uau−1 (3.2.3)

Proof. We first show that S2(a)u = ua for all a ∈ A. If y ∈ A ⊗ A, we have the
identity:

(∆op ⊗ id(y))(R⊗ I) = (R⊗ I)(∆⊗ id(y))

in A⊗A⊗A. When y = ∆(a) for some a ∈ A, we have:∑
i

a(2)ai ⊗ a(1)bi ⊗ a(3) =
∑
i

aia(1) ⊗ bia(2) ⊗ a(3)

Now, let V be the linear map m ◦m⊗ id ◦ id⊗S ⊗S2 from A⊗A⊗A to A, where
S is the antipode on A. We apply V to the previous identity, obtaining:∑

i

S2(a(3))S(bi)S(a(1))a(2)ai =
∑
i

S2(a(3))S(a(2))S(bi)aia(1)

Using the well-known properties of the antipode for a coassociative Hopf algebra, it
is straightforward to get S2(a)u on the left hand side, and ua on the right hand side.
It remains to show that u is invertible. We set v =

∑
i S
−1(b̃i)ãi. Then:

uv =
∑
i

uS−1(b̃i)ãi =
∑
i

S(b̃i)uãi

using that S2(a)u = ua. As a consequence,

uv =
∑
i

S(b̃i)uãi =
∑
i,j

S(b̃i)S(bi)aiãi =

= m(S ⊗ id(R21R
−1
21 )) = m(S ⊗ id(I ⊗ I)) = I

In the same way, vu = I .

Corollary 3.2.2. We have that S(u)u = uS(u). Moreover, this element is central in
A.

Proof. Using the last proposition, we have uS−1(a) = S(a)u. Applying S to both
sides of the last expression, we get:

aS(u) = S(u)S2(a) = S(u)uau−1

and therefore aS(u)u = S(u)ua. This proves that S(u)u is central in A. Moreover,
if we take a = u in the equality:

aS(u) = S(u)uau−1

we obtain uS(u) = S(u)u.

It is possible to prove that u satisfies some additional relations.
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Proposition 3.2.3. The element u satisfies the following identities:

ε(u) = 1 , ∆(u) = (R21R)−1(u⊗ u) = (u⊗ u)(R21R)−1

∆(S(u)) = (R21R)−1(S(u)⊗ S(u)) = (S(u)⊗ S(u))(R21R)−1

∆(uS(u)) = (R21R)−2(uS(u)⊗ uS(u)) = (uS(u)⊗ uS(u))(R21R)−2

Before proving the Proposition we need to prove the following result about braided
Hopf algebras:

Proposition 3.2.4. Let A be a braided Hopf algebra:
(a) The R-matrix R satisfies the equation:

R12R13R23 = R23R13R12 (3.2.4)

and we have:
(ε⊗ id(R)) = I = (id⊗ε(R)) (3.2.5)

(b) If the antipode S is invertible, then:

(S ⊗ id(R)) = R−1 = (id⊗S(R)) (3.2.6)

(S ⊗ S(R)) = R (3.2.7)

Proof. (a) Using (1.2.17) and (1.2.18) in the coassociative and counital case we get:

R12R13R23 = R12(∆⊗ id(R)) = (∆op ⊗ id(R))R12 =

= Σ⊗ id(∆⊗ id(R))Σ⊗ idR12 =

= Σ⊗ id(R13R23)Σ⊗ idR12 = R23R13R12

Next,

R = (ε⊗ id⊗ id(∆⊗ id(R))) = (ε⊗ id⊗ id(R13R23)) = I ⊗ (ε⊗ id(R)) ·R

Since R is invertible, we obtain ε⊗ id(R) = I . Similarly for the other side.
(b) Using (a) we obtain:

(m⊗ id(S ⊗ id⊗ id(∆⊗ id(R)))) = (ε⊗ id(R)) = I

As a consequence:

I = (m⊗ id(S ⊗ id⊗ id(R13R23))) = (S ⊗ id(R))R

using the unitality of S. Since R is invertible:

(S ⊗ id(R)) = R−1

Proceeding similarly in the opposite braided Hopf algebra we get:

(id⊗S−1(R)) = R−1

Finally, we have:

(S ⊗ S(R)) = (id⊗S(S ⊗ id(R))) = (id⊗S(R−1)) =

= (id⊗S(id⊗S−1(R))) = (id⊗ id(R)) = R
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At this point we can prove the Prop. 3.2.3:

Proof.

ε(u) =
∑
i

ε(S(bi))ε(ai) =
∑
i

ε(bi)ε(ai) = ε (ε(ai)bi) = I

Next we compute ∆(u). It is quite easy to see that, for all a ∈ A:

∆(a)R21R = R21R∆(a)

Since R21R is invertible, it is enough to show that ∆(u)R21R = u⊗ u:

∆(u)R21R =
∑
i

∆(S(bi))∆(ai)R21R =

=
∑
i

(S ⊗ S(∆op(bi)))∆(ai)R21R =

=
∑
i

(S ⊗ S(∆op(bi)))R21R∆(ai)

Now we define the action of the algebra A⊗4 on A⊗A on the right by:

(q ⊗ t) · (Q⊗ T ) = (S ⊗ S(T ))(q ⊗ t)Q

where q, t ∈ A and Q,T ∈ A⊗A. We can rewrite the previous equalities as:

∆(u)R21R = R21 ·R∆(ai)⊗∆op(bi) = R21 · ((R⊗ I ⊗ I)(∆⊗∆op(R)))

Since id⊗∆(R) = R13R12, we have id⊗∆op(R) = R12R13, so:

∆⊗∆op(R) = ∆⊗id⊗ id(id⊗∆op(R)) = ∆⊗id⊗ id(R12R13) = R13R23R14R24

Hence:
∆(u)R21R = R21 ·R12R13R23R14R24

Using (a) of the last proposition we get:

∆(u)R21R = R21 ·R23R13R12R14R24

Now we calculate the expression above. Using (b) of the last proposition we get:

R21 ·R23 =
∑
i,j

S(bj)bi ⊗ aiaj = (S ⊗ id(
∑
i,j

S−1(bi)bj ⊗ aiaj)) =

= (S ⊗ id(R−1
21 R21)) = S ⊗ id(I ⊗ I) = I ⊗ I

Hence,
R21 ·R23R13 = I ⊗ I ·R13 =

∑
i

S(bi)ai ⊗ I = u⊗ I

Next,
R21 ·R23R13R12 = (u⊗ I) ·R12 = (u⊗ I)R

and:

R21 ·R23R13R12R14 = (u⊗ I)(
∑
i,j

aiaj ⊗ S(bj)bi) =

= (u⊗ I)(id⊗S(
∑
i,j

aiaj ⊗ S−1(bi)bj)) =

= (u⊗ I)(id⊗S(R−1R)) = u⊗ I
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Finally:

R21 ·R23R13R12R14R24 = (u⊗ I) ·R24 = (u⊗ I)(I ⊗ u) = u⊗ u

The formula involving ∆(S(u)) is a consequence of the formula for ∆(u) and the
anticomultiplicativity relation. The formula for ∆(uS(u)) can be obtained putting
together the formulas for ∆(u) and ∆(S(u)) and using the centrality of uS(u).

At this stage we are able to give the following:

Definition 3.2.5. A braided Hopf algebraA is a ribbon algebra if there exists a central
element θ ∈ A satisfying the relations:

∆(θ) = (R21R)−1(θ ⊗ θ) , ε(θ) = 1 , S(θ) = θ (3.2.8)

We wonder if ribbon algebras produce ribbon categories.

Proposition 3.2.6. LetA be a ribbon algebra. Then the category of finite-dimensional
representations Rep(A) is a ribbon category with twist θX given by the action by the
inverse of the element θ introduced in the previous Definition.

Proof. We define the twist θV on the vector space V by θV (v) = θ−1v, where v ∈ V .
θV is clearly an A-linear automorphism since θ−1 is central and invertible. We need
to prove that θV is actually a twist. We have:

(θV ⊗ θW )cW,V cV,W (v ⊗ w) = (θ−1 ⊗ θ−1)ΣRΣR(v ⊗ w) =

= (θ−1 ⊗ θ−1)R21R(v ⊗ w) =

= ∆(θ−1)(v ⊗ w) = θV⊗W (v ⊗ w)

Moreover, let v, w be elements in V . Rigidity is given on Rep(A) by the following
maps:

δV (1) =

n∑
i=1

ei ⊗ e∗i and δ†V (α⊗ v) = α(v)

where {ei}ni=1 is a basis of V , {e∗i }ni=1 its dual basis, α an element in V ∗. Of course
V = V ∗. Therefore, omitting the summation symbol:

(θV )∨(α) = δ∨ ⊗ idV ∗(idV ∗ ⊗θV ⊗ idV ∗(idV ∗ ⊗δ(α))) =

= δ∨ ⊗ idV ∗(idV ∗ ⊗θV ⊗ idV ∗(α⊗ ei ⊗ e∗i )) =

= δ∨ ⊗ idV ∗(α⊗ θ−1ei ⊗ e∗i ) =

= α(θ−1ei)e
∗
i = (S(θ−1)α)(ei)e

∗
i = θ−1α

Corollary 3.2.7. The central element θ2 in a ribbon algebra acts as uS(u) on any
f.d. representation. As a consequence, θ2 = uS(u) if A is finite-dimensional.

Proof. Using the last proposition we have that θ2 acts as θ−2
V on V . Using the Lemma

3.1.4 we have:

θ−2
V = (idV ⊗δ†V cV,V ∗)(c

−1
V,V ⊗ idV ∗)(idV ⊗δV )
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We compute the right hand side of the equality, omitting the summation symbol and
using the identity R−1 = (S ⊗ id(R)):

(idV ⊗δ†V cV,V ∗)(c
−1
V,V ⊗ idV ∗)(idV ⊗δV )(v) =

= (idV ⊗δ†V cV,V ∗)(c
−1
V,V ⊗ idV ∗)(v ⊗ ei ⊗ e∗i ) =

= (idV ⊗δ†V cV,V ∗)(ãjei ⊗ b̃jv ⊗ e
∗
i ) =

= (idV ⊗δ†V )(S(aj)ei ⊗ bke∗i ⊗ akbjv) =

= e∗i (S(bk)akbjv)S(aj)ei = S(aj)ubjv = S(aj)S
2(bj)uv =

= S(S(bj)aj)uv = S(u)uv = uS(u)v

It is quite easy to compute the quantum trace and the quantum dimension on the
representations of a ribbon algebra:

Proposition 3.2.8. Let V be a representation of the ribbon algebra A. Then:

Trq(f) = Tr(v 7→ θ−1uf(v))

where f ∈ EndA(V ). In particular, dimq(V ) is the trace of the action of θ−1u on V .

Proof.

Trq(f) = δ†(cX,X∗(θXf ⊗ idX∗(δ(1)))) =

= δ†(cX,X∗(θXf ⊗ idX∗(ei ⊗ e∗i ))) =

= δ†(cX,X∗(θ
−1f(ei)⊗ e∗i )) =

= δ†(bje
∗
i ⊗ ajθ−1f(ei)) =

= e∗i (S(bj)ajθ
−1f(ei)) = e∗i (θ

−1uf(ei))

which is the trace of the endomorphism v 7→ θ−1uf(v).

3.3 Quantum groups: definition and R-matrix

In this section we introduce Uq(g). We will mainly follow the presentation of Lusztig
[46], which can also be found in [14] and [81]. Let g be a complex simple Lie algebra,
let h be a Cartan subalgebra and h∗ its dual space. Let Φ ⊆ h∗ be the root system
of g. Let 〈·, ·〉 be the unique inner product on h such that 〈α, α〉 = 2 for every short
root α ∈ Φ. Let Φ̌ = {α̌ = 2α

〈α,α〉 |α ∈ Φ} be the dual root system of Φ. Let
Λ = {λ ∈ h∗| 〈λ, α̌〉 ∈ Z,∀α ∈ Φ} be the weight lattice, Λr = ZΦ ⊆ Λ be the root
lattice, and Λ̌r = ZΦ̌ ⊆ 1

DΛ be the dual root lattice. Let W (the Weyl group) be the
group of isometries of h∗ generated by reflections σα such that:

σα(λ) = λ− 〈λ, α̌〉α

We will most deal with the translated action of the Weyl group, which is defined by:

σ · λ = σ(λ+ ρ)− ρ

where ρ =
∑

α>0
α
2 .
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LetL be the least integer such thatL 〈λ, γ〉 ∈ Z ∀λ, γ ∈ Λ. Let ∆ = {α1, . . . , αN}
be a basis and (aij) = 〈αi, α̌j〉 be the Cartan matrix. α > β means that α − β is a
nonnegative linear combination of the elements of ∆. Let Λ+ = {λ ∈ Λ| 〈λ, αi〉 ≥
0,∀αi ∈ ∆} be the set of nonnegative integral weights. Let θ be the longest root, or,
in other words, the unique long root in Φ ∩ Λ+, and let φ be the unique short root in
the same intersection.

We consider the complex ∗-algebra C[x, x−1] of Laurent polynomials with invo-
lution x∗ = x−1, and let C(x) be the associated quotient field, endowed with the
involution naturally induced from C[x, x−1]. We consider Drinfeld-Jimbo quantum
group Ux(g), i.e. the algebra over C(x) defined by generators Ei, Fi, Ki, K−1

i ,
i = 1, . . . , r, and relations

KiKj = KjKi, KiK
−1
i = K−1

i Ki = 1,

KiEjK
−1
i = x〈αi,αj〉Ej , KiFjK

−1
i = x−〈αi,αj〉Fj ,

EiFj − FjEi = δij
Ki −K−1

i

xdi − x−di
,

1−aij∑
0

(−1)kE
(1−aij−k)
i EjE

(k)
i = 0,

1−aij∑
0

(−1)kF
(1−aij−k)
i FjF

(k)
i = 0, i 6= j,

where di = 〈αi, αi〉/2, and, for k ≥ 0, E(k)
i = Eki /[k]di !, F

(k)
i = F ki /[k]di !. We

notice that di = 1 if αi is a short root and di = d if αi is a long root, where d is the
ratio of the square lengths of the long and short roots. d = 1 except in the cases B,
C, F4, where it is equal to 2, and G2 where d = 3. Quantum integers and factorials
are defined in the following way:

[k]x =
xk − x−k

x− x−1

[k]x! = [k]x . . . [2]x

We will often use the notation: [k]di := [k]xdi . There is a unique ∗–involution on
Ux(g) making it into a ∗–algebra over C(x) such that

K∗i = K−1
i , E∗i = Fi.

The introduction of an involution ∗ is due to Wenzl [81]. This algebra becomes a
Hopf algebra, i.e. a coassociative coalgebra with coproduct ∆, counit ε and antipode
S. In fact:

∆(Ei) = Ki ⊗ Ei + Ei ⊗ I , ∆(Fi) = I ⊗ Fi + Fi ⊗K−1
i , and ∆(Ki) = Ki ⊗Ki

S(Ki) = K−1
i , S(Ei)−K−1

1 Ei and S(Fi) = −FiKi

ε(Ei) = 0 = ε(Fi) , ε(Ki) = 1

Using the above identities it is possible to check that:

∆(a∗) = ∆op(a)∗ (3.3.1)

ε(a∗) = ε(a) (3.3.2)

S(a∗) = S(a)∗ (3.3.3)

S2(a) = K−1
2ρ aK2ρ (3.3.4)



3.3 Quantum groups: definition and R-matrix 67

for all a ∈ Ux(g). If α is in the root lattice, Kα := Kk1
1 . . .Kkr

r , where α =∑r
i=1 kiαi. Our goal is to construct a braided tensor category starting from Ux(g). In

order to achieve this goal, we consider a larger polynomial ring A = C[x
1
2L , x−

1
2L ],

with L the smallest positive integer such that L〈λ, µ〉 ∈ Z for all dominant weights
λ, µ. We give the explicit values of L for all Lie types: L = n+ 1 if g is of type An;
L = 1 in the cases B2n, Cn, E8, F4 and G2; L = 2 in the cases B2n+1, D2n and E7;
L = 3 in the case E6; L = 4 in the case D2n+1.

We define the integral form UA as the A–subalgebra generated by the elements
E

(k)
i , F (k)

i and Ki. It is quite easy to prove that it is a ∗–invariant Hopf A–algebra
with the structure inherited from Ux(g). UA has not a R-matrix, even topologically,
so we will need to extend it in a suitable way. Before doing it, we introduce Uq(g).

We fix q ∈ T, and consider the ∗–homomorphism A→ C which evaluates every
polynomial in q, and form the tensor product ∗–algebra,

Uq(g) := UA ⊗A C,

which becomes a complex Hopf algebra with a ∗–involution. Properties (3.3.1) -
(3.3.4) still hold for Uq(g).

Given a dominant weight λ of g, we can associate different modules Vλ(x),
Vλ(A), and Vλ(q) to Ux(g), UA and Uq(g) respectively, usually called Weyl mo-
dules, and thus form corresponding representation categories as follows. We shall
mostly be interested in Vλ(q) that we will usually denote by Vλ as well.

Let Vλ(x) be the irreducible representation of Ux(g) with highest weight λ and
let vλ be the highest weight vector of Vλ(x). We can form the cyclic module of UA

generated by vλ:

Vλ(A) = UA · vλ

It is possible to see that:

Vλ(A)⊗A C(x) = Vλ(x)

We denote by Rep(UA) the linear category over A with objects finite tensor products
of modules Vλ(A). It becomes a tensor category in the natural way.

Every module Vλ(A) gives rise to the complex Uq(g)-modules via the map which
sends x to a complex number q:

Vλ(q) := Vλ(A)⊗A C.

The representation category of Uq(g) whose objects are finite tensor products of
the modules Vλ(q) is a braided tensor category, even though Uq(g) is not braided. In
fact we will produce a braided Hopf algebra U †A(g) which is the extension of Uq(g)

(see [75]). As we said before, A will be the ring C[x
1
2L , x−

1
2L ], and Λ the weight

lattice. Now we consider the Hopf algebra of functions on Λ as additive group. The
collection of all set-theoretic functions from Λ to A will be indicated by Map(Λ,A),
and it is naturally an algebra over A with pointwise multiplication. It is a topological
Hopf algebra with the following:

∆(f)(µ, µ′) = f(µ+ µ′)

ε(f) = f(0) and S(f)(µ) = f(−µ)
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for f ∈ Map(Λ,A) and µ, µ′ ∈ Λ. Here:

∆ : Map(Λ,A)→ Map(Λ× Λ,A)

The latter space contains Map(Λ,A) ⊗ Map(Λ,A) as a dense subspace in the to-
pology of pointwise convergence, and thus may be viewed as the completion of the
tensor product. A topological basis for this Hopf algebra is given by {δλ}λ∈Λ, where
δλ(γ) = δλ,γ . By topological basis we mean that the elements are linearly indepen-
dent and span a dense subspace of Map(Λ,A) in the topology of pointwise conver-
gence. It is a classical result that given a homomorphism between an abelian group
and its dual, we can associate to the homomorphism a R-matrix in the Hopf algebra
of function on the group. If the homomorphism is λ 7→ xL〈λ,·〉, the R-matrix is:

R =
∑
λ,γ

x〈λ,γ〉δλ ⊗ δγ

which is an element in the completion of Map(Λ,A)⊗Map(Λ,A). We will indicate
with U †A(h) the topological Hopf algebra Map(Λ,A), and with xλ the homomor-
phism

∑
γ∈Λ x

〈λ,γ〉δγ . Uq(g) acts on UA via the Λ-grading of UA. More precisely,
we define the weight of a monomial in {Ei, Fi,Ki} to be the sum of αi for each fac-
tor of Ei and −αi for each factor of Fi. Then f ∈ U †A(h) acts on a monomial X by
f [X] = f(weight(X))X and then extends linearly. This action is a homomorphism
of Hopf algebras so we can form the semidirect product U †A(h) n UA. This Hopf al-
gebra is topologically generated by {Ei, Fi,Ki} ∪ {δλ}λ∈Λ with the usual quantum
group relations together with:

δλδγ = δλ,γδλ ,
∑
λ∈Λ

δλ = 1

δλKi = Kiδλ , δλEi = Eiδλ−αi , δλFi = Fiδλ+αi

If U †A(h) n UA acts on an A-module V , we say v ∈ V is of weight λ ∈ Λ if
Kiv = x〈λ,αi〉 and fv = f(λ)v for f ∈ U †A(h). V is a λ weight space if it consists
entirely of weight λ vector. Let M be the direct product of all U †A(h) n UA-modules
which are a finite direct sum of λ weight spaces on A. Of course U †A(h) n UA acts
on M. The kernel of this action is a two-sided ideal I (which is not {0} for sure
since it contains Ki− xαi). Moreover, I is a Hopf ideal, so U †A(h)nUA/I is a Hopf
algebra which embeds into End(M). End(M) is endowed with a topology given by
the product topology on M, where a sequence converges if and only if it converges
on each f.d. submodules. The closure of U †A(h)nUA/I with respect to this topology
is called U †A, and it is a ribbon Hopf algebra. The R-matrix is:

R = R

∞∑
t1,...,tN=1

N∏
r=1

q
tr(tr+1)

2
βr

(1− q−2
βr

)tr [tr]qβr !E
(tr)
βr
⊗ F (tr)

βr

withR ∈ U †A⊗U
†
A. By qβr we mean qdi when βr is the same length of αi. The ribbon

element related to R is qρ.
It is possible to see that Vλ(A) is a U †A(g)-module by letting f ∈ U †A(h) act on a

weight λ vector by multiplication by f(λ). On the other side, every U †A(g) is clearly
a UA-module. Therefore Rep(UA) and Rep(U †A(g)) are the same category and hence
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Rep(UA) is ribbon. Now we restrict x to a root of unity, proceeding as before. Thus
we can define:

U †q (g) = U †A ⊗A C

We indicate with U †q⊗U †q the space (U †A ⊗ U †A) ⊗ C. It is the completed tensor
product of U †q ⊗ U †q in the topology inherited from (U †A⊗U

†
A)⊗C. Therefore U †q (g)

is a ribbon algebra, and Rep(U †q (g)) is a ribbon category. Proceeding as before, we
have that Rep(Uq(g)) is the same as Rep(U †q (g)), so it is ribbon.

3.4 Irreducibility of representations of Uq(g) and quotient
category

In the previous section we introduced the category Rep(Uq(g)) generated by the
Weyl modules Vλ = Vλ(q). We focus on this category, trying to understand when
Vλ’s are simple and if there is a way to restrict the category of representations in
order to obtain a semisimple one. We will give here an overview of the results about
this topic, following [2]–[7] and [27]. Other reviews on this argument can be found
in [15] and [81]. In order to answer to the first question, we introduce the so-called
linkage principle. We consider q as primitive root of unity of the type q = e

πi
dl .

Moreover, we define the affine Weyl group Wl which acts on the real vector space E
spanned by the roots in the following way:

w · x = w(x+ ρ)− ρ

where w ∈ Wl and x ∈ E. Under the above restriction on q, Wl is generated by the
ordinary Weyl group W and the translation by lθ, where θ is the highest root. The
action of Wl on E admits a fundamental domain1, called the principal Weyl alcove,
which is:

Λl := {λ ∈ Λ+ : 〈λ+ ρ, θ〉 ≤ dl}

The linkage principle states that Vλ is irreducible if λ ∈ Λl. Moreover, Vλ and Vµ are
pairwise inequivalent if λ, µ ∈ Λl. The proof of these facts can be found in [4].

Now, we restrict to a peculiar category of representations of Uq(g). In order to do
that, we introduce the notion of tilting module.

Definition 3.4.1. A finite-dimensional Uq(g)-module V has a Weyl filtration if there
exists a sequence of submodules

{0} = V0 ⊂ V1 ⊂ . . . ⊂ Vp = V

with Vr/Vr−1
∼= Vλi for some λi ∈ Λ+. A finite-dimensional Uq(g)-module V is a

tilting module if both V and its dual V ∗ has a Weyl filtration.

We fix for each Lie type a representation V of g taken from a specific list, that we
call fundamental. For example, if g is of type A, V is the vector representation. Each
fundamental representation has the property that every irreducible representation of

1Given a topological space and a group acting on it, the images of a single point under the group
action form an orbit of the action. A fundamental domain is a subset of the space which contains exactly
one point from each of these orbits.
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g is contained in some tensor power of V . We can form the category Tl = T(g, l)

whose objects are finite tensor powers of V and arrows the intertwining operators,
completed with subobjects and direct sums. Tl is called tilting category, because
every object of Tl is a tilting module, and conversely for l large enough every tilting
Uq(g)-module is isomorphic to an object of Tl. How much does l have to be large?
We need an order l such that κ ∈ Λl, where κ is the weight associated to V and

Λl = {λ ∈ Λ+ : 〈λ+ ρ, θ〉 < dl}

In a tilting module, Weyl filtrations are not unique. Anyway, for all filtrations of
a tilting module W the number of factors isomorphic to a given Vλ(q) is unique,
and it is in fact given by the multiplicity of Vλ(x) in W (x) if W is obtained from a
specialization x 7→ q of a module W (x) of Ux(g). In particular, suppose that W is
the tensor product Vλ1 ⊗ . . . ⊗ Vλn with λi ∈ Λl for all i ∈ {1, . . . , n}. Then the
multiplicities of the factors in its Weyl filtrations are the same as those determined
by the decomposition into irreducibles of the corresponding tensor product in the
classical case. We now want to lists some interesting results about tilting modules,
but without giving proofs.

Proposition 3.4.2. (a) The dual of a tilting module is tilting;
(b) Any finite direct sum of tilting modules is tilting;
(c) Any direct summand of a tilting module is tilting;
(d) Any finite tensor product of tilting modules is tilting.

The Prop. 3.4.2 allows us to restrict our attention to indecomposable tilting mo-
dules. They are parametrized by Λ+:

Proposition 3.4.3. For any λ ∈ Λ+ there exists, up to isomorphism, a unique inde-
composable tilting module Tλ = Tλ(q). In particular, if λ ∈ Λl, Tλ = Vλ, so it is
irreducible. If T is a tilting module for Uq(g), then:

T ∼=
⊕
λ∈Λ+

T
nλ(T )
λ

where the multiplicities nλ(T ) are uniquely determined by T .

At this stage it is quite interesting to discuss the point of the quantum dimensions
of tilting modules. First of all, we need to clarify the form of the ribbon element in
the (extended) quantum group Uq(g)†. We have:

Proposition 3.4.4. Uq(g)† is ribbon with ribbon element v = K2ρu, where u =

m(S ⊗ id(R21)).

Proof. First of all, we need to prove that v is central. Since S2(x) = uxu−1 and
S2(x) = K−1

2ρ xK2ρ, we have:

vx = K2ρux = K2ρS
2(x)u = K2ρK

−1
2ρ xK2ρu = xK2ρu = xv

It is easy to see that ε(v) = 1. Moreover we prove that ∆(v) = (v ⊗ v)(R21R)−1:

∆(v) = ∆(K2ρ)∆(u) = (K2ρ ⊗K2ρ)(u⊗ u)(R21R)−1 = (v ⊗ v)(R21R)−1

It remains to prove that S(v) = v. It is quite easy to see that K−1
2ρ S(u) acts as K2ρu

on V ∗λ . Since V ∗λ ∼= Vµ for some µ ∈ Λ+, K−1
2ρ S(u) acts like K2ρu. We can extend

this fact to any module, obtaining that v = K2ρu = K−1
2ρ S(u). This identity leads to

the conclusion.
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Using the last proposition and the Prop. 3.2.8, we have that the quantum trace of
an endomorphism f of a finite-dimensional Uq(g)-module is:

Trq(f) = Tr(K−1
2ρ f)

Taking f = idV , we obtain the quantum dimension:

dimq(V ) = Tr(K−1
2ρ )

The following results will be crucial. We report them without proofs.

Proposition 3.4.5. Let λ ∈ Λ+. Then dimq(Tλ) 6= 0 if and only if λ ∈ Λl.

Corollary 3.4.6. (a) Let λ ∈ Λ+ \ Λl and f ∈ End(Tλ). Then Trq(f) = 0.
(b) Let λ ∈ Λ+ \ Λl and V be any Uq(g)-module. Then, every direct summand of
Tλ ⊗ V ∼= V ⊗ Tλ has quantum dimension zero.

Tilting modules with zero quantum dimension will be called negligible.
At this point we have all the tools to build a semisimple quotient category of Tl,

which will be indicated by Fl. Using Prop. 3.4.3 we can state that every object of Tl
decomposes as a direct sum of indecomposable tilting submodules, and this decom-
position is unique (up to isomorphism). We can form two full linear (non-tensorial)
subcategories, T0 and T⊥ of Tl, with objects respectively those representations which
can be written as direct sums of Vλ, with λ ∈ Λl, and those which have no such Vλ
as direct summand. Therefore every object in T⊥ is a negligible representation.

Definition 3.4.7. Let W and W ′ be two objects in Tl. An arrow T ∈ (W,W ′) is said
to be negligible if there exist two arrows S1 ∈ (W,N) and S2 ∈ (N,W ′), where N
is negligible, such that T = S2 ◦ S1.

The category T⊥ satisfies the following properties, which can be inferred from
Prop. 3.4.3 and 3.4.5, and from Cor. 3.4.6:

Proposition 3.4.8. (a) Any object W ∈ Tl is isomorphic to a direct sum W ∼=
W0 ⊕N , where W0 ∈ T0 and N ∈ T⊥;
(b) For any pair of arrows T ∈ (W1, N) and S ∈ (N,W2) in Tl, where N ∈ T⊥ and
W1,W2 ∈ T0, then:

ST = 0

(c) For any pair of objects W ∈ Tl, N ∈ T⊥, we have that N ⊗W and W ⊗N are
negligible.

Property (a) follows from the decomposition of tilting modules shown in Prop.
3.4.3. Property (b) means that non-negligible modules cannot be summands of a
negligible one. This can be easily proved by a dimensional argument. Same argument
can be used to prove property (c). These properties were first shown by Andersen [2]
and then abstracted by Gelfand and Kazhdan [27].

Now, let Neg(W,W ′) be the subspace of the negligible arrows of (W,W ′). Then
the quotient category Fl is the category with the same objects as Tl and arrows be-
tween the objects W and W ′ the quotient space:

(W,W ′)Fl = (W,W ′)/Neg(W,W ′)
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Therefore it is possible to define a functor F : Tl −→ Fl which is the identity
on the objects and the natural projection on morphisms. It is quite easy to see that
Fl is a linear rigid braided tensor category using as associativity and commutativity
costraints the images through F of those in Tl, and the same for the rigidity maps.
If we restrict F to T0 we obtain the functor F 0 which is an equivalence between the
categories T0 and Fl. Indeed, to prove this, it is enough to show that every object in
Fl is isomorphic to the image under F 0 of an object of T0, and that F 0 is a bijection
on sets of morphisms. The first assertion is quite easy to prove, since if W ∈ Tl is
non-negligible, then W is equivalent to F (W ) in Fl. Conversely, if N is negligible,
then N is equivalent to F (0) in Fl. The second assertion is a consequence of the
property (b) seen before. Since Fl is a linear rigid braided tensor category, so is T0.
We will usually denote the tensor product of objects and arrows in Fl by W⊗W ′ and
S⊗T respectively, and we will call it the truncated product. Dropping out all the
indecomposable but not irreducible tilting modules, we get that Fl is a semisimple
category, with {Vλ, λ ∈ Λl} as complete set of irreducible objects. Fl or, equivalently
T0, can be seen as the categorification of the fusion ring with the truncated tensor
product. If λ, µ ∈ Λl, we can decompose Vλ ⊗ Vµ in Tl in the following way:

Vλ ⊗ Vµ ∼=
⊕
ν∈Λl

mν
λ,µVν ⊕N

where N is negligible. The decomposition is unique up to isomorphism. Passing to
Fl, we obtain:

Vλ⊗Vµ ∼=
⊕
ν∈Λl

mν
λ,µVν

It is worth to notice that the decomposition of Vλ ⊗ Vµ in Tl is unique up to isomor-
phism but not canonical.

3.5 Kirillov-Wenzl theory

The goal of this section is to prove the existence of a hermitian form on the represen-
tation spaces of Rep(UA). So it is required a double effort: to put a hermitian form
on Vλ(A), and to find a suitable hermitian form on every tensor product space gen-
erated by Vλ’s. These results can be found in [37]. Wenzl [81] proved the existence
of a subclasses of such representations where this hermitian form is a scalar product,
also when we consider the product form. We will strictly follow the review of these
results made in [15].

It was proved in the section 2 of this chapter that Rep(UA) is a ribbon category,
since U †A is a ribbon algebra. It is possible to put on U †A an involution which extends
the involution on UA, defining:

R∗ = (R−1)21 (3.5.1)

where R is the R-matrix. Recalling the definition of u in the first section of this
chapter, we have:

Proposition 3.5.1. u is a unitary element in U †A. As a consequence, the ribbon ele-
ment v is unitary too.
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Proof. Since S commute with ∗, we have that u∗ =
∑

i a
∗
iS(b∗i ). Moreover, from

Prop. 3.2.4 (b), we have S ⊗ S(R) = R. Therefore S ⊗ S(R∗) = R∗ and hence
S−1 ⊗ S−1(R∗) = R∗. As a consequence:

u∗ = m(id⊗S(R∗)) = m(id⊗S(S−1 ⊗ S−1(R∗))) = m(S−1 ⊗ id(R∗))

Using (3.5.1), we get:

u∗ = m(S−1 ⊗ id(R∗)) = m(S−1 ⊗ id(R−1
21 )) =

∑
i

S−1(b̃i)ãi = u−1

Since K2ρ is also unitary, we get that v∗ = v−1.

It is possible to derive the explicit expression of v as operator on the highest
weight module Vλ, using R and K2ρ. It is given by the scalar multiplication by
x−〈λ,λ+2ρ〉 on Vλ. Therefore it is possible to construct a central square root w of v in
the topological completion of U †A which acts as x−

1
2
〈λ,λ+2ρ〉 on every Vλ. Therefore:

w2 = v and w∗ = w−1

Since v is the ribbon element, we have:

R21R = (v ⊗ v)∆(v−1)

For this reason, we have (R21R)
1
2 = (w ⊗ w)∆(w−1). We set

Θ = (w−1 ⊗ w−1)∆(w) = (R21R)−
1
2

and R = RΘ. We give the following:

Lemma 3.5.2. The element Θ satisfies the following relations:
(a) Θ∗ = Θ−1

21

(b) Θ21R = RΘ

Proof. We start proving (a):

Θ∗ = ∆(w)∗(w ⊗ w) = ∆op(w−1)(w ⊗ w) = (w ⊗ w)∆op(w−1) = Θ−1
21

Next:

Θ21R = (w−1⊗w−1)∆op(w)R = (w−1⊗w−1)R∆(w) = R(w−1⊗w−1)∆(w) = RΘ

The following result is crucial:

Proposition 3.5.3. R is self-adjoint. More precisely:

R
∗

= R
−1
21 = R

Proof. Using the (a) of the previous lemma, we have:

R
∗

= (RΘ)∗ = Θ∗R∗ = Θ−1
21 R

−1
21 = (R21Θ21)−1 = R

−1
21

For the second part of the equality, we proceed in the following way:

R21R = R21Θ21RΘ = R21RΘ2 = I

since Θ = (R21R)−
1
2 . ThereforeR is the inverse element ofR21, so it must coincide

with R∗.
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We proved in the section 2 of this chapter that R satisfies the relation (3.2.4), also
called the Yang-Baxter equation. It can be expressed in an alternative way, which can
be inferred from (3.2.4) itself and (1.2.17) and (1.2.18) restricted to the coassociative
and counital case:

R12(∆⊗ id(R)) = R23(id⊗∆(R)) (3.5.2)

This identity allows us to define the following elements:

R(n+1) = (R(n) ⊗ I)(∆(n−1) ⊗ id(R)) = (I ⊗R(n))(id⊗∆(n−1)(R))

where R(2) = R. Moreover, we set Θ(n) = (w−1 ⊗ . . . ⊗ w−1)∆(n−1)(w), with
Θ(2) = Θ. We have the following identity:

(Θ(n) ⊗ I)(∆(n−1) ⊗ id(Θ)) =

= (w−1⊗n−1 ⊗ I)(∆(n−1)(w)⊗ I)(∆(n−1)(w−1)⊗ w−1)(∆(n−1) ⊗ id(∆(w))) =

= w−1⊗n∆(n)(w) = Θ(n+1)

In the same way it is possible to prove that Θ(n+1) = (I ⊗ Θ(n))(id⊗∆(n−1)(Θ)).

Hence we can define the element R(n) in U †A
⊗n

in the following natural way:

R
(n)

= R(n)Θ(n)

where R(2)
= R. Our goal is to prove that R(n) is self-adjoint for n > 2. We need

the following:

Lemma 3.5.4. We have the following recursive relation:

R
(n+1)

= (R
(n) ⊗ I)(∆(n−1) ⊗ id(R)) = (I ⊗R(n)

)(id⊗∆(n)(R))

Proof. The first part of the equality follows after the following computation:

(R
(n) ⊗ I)(∆(n−1) ⊗ id(R)) =

= (R(n) ⊗ I)(Θ(n) ⊗ I)(∆(n−1) ⊗ id(R))(∆(n−1) ⊗ id(Θ)) =

= (R(n) ⊗ I)(w−1⊗n ⊗ I)(∆(n−1)(w)⊗ I)(∆(n−1) ⊗ id(R))(∆(n−1) ⊗ id(Θ)) =

= (R(n) ⊗ I)(∆(n−1) ⊗ id(R))(w−1⊗n ⊗ I)(∆(n−1)(w)⊗ I)(∆(n−1) ⊗ id(Θ)) =

= R(n+1)(Θ(n) ⊗ I)(∆(n−1) ⊗ id(Θ)) = R(n+1)Θ(n+1) = R
(n+1)

We get the second part of the equality in the same way.

At this stage we are ready to prove the following:

Proposition 3.5.5. R(n) is self-adjoint for all n.

Proof. It is straightforward to prove (for example, by induction) that for all n:

∆(n)(a)∗ = ∆op(n)(a∗)

Moreover, it is quite easy to see that ∆op(a)R = R∆(a), since Θ commutes with
∆(a) for all a. We define now:

Rn+1 := (∆op(n−1) ⊗ id(R))(Rn ⊗ I) = (id⊗∆op(n−1)(R))(I ⊗Rn)
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and R2 = R. We can prove the following identity by induction:

∆op(n−1)(a)Rn = Rn∆(n−1)(a)

for all a. When n = 2 the above identity is true. Suppose it is true for n. We prove it
for n+ 1:

∆op(n)(a)Rn+1 = (∆op(n−1) ⊗ id(∆op(a)))(∆op(n−1) ⊗ id(R))(Rn ⊗ I) =

= (∆op(n−1) ⊗ id(∆op(a)R))(Rn ⊗ I) =

= (∆op(n−1) ⊗ id(R))(∆op(n−1) ⊗ id(∆(a)))(Rn ⊗ I) =

= (∆op(n−1) ⊗ id(R))(Rn ⊗ I)(∆(n−1) ⊗ id(∆(a))) =

= Rn+1∆(n)(a)

Next, by induction again we have (R
(n+1)

)∗ = Rn+1. In fact, recalling that R is
self-adjoint and R(n+1)

= (R
(n) ⊗ I)(∆(n−1) ⊗ id(R)), we get:

(R
(n+1)

)∗ = (∆op(n−1) ⊗ id(R
∗
))(R

(n)∗ ⊗ I) =

= (∆op(n−1) ⊗ id(R))(Rn ⊗ I) = Rn

At this point, proceeding by induction once more, we obtain that R(n+1) is self-
adjoint:

R
(n+1)∗

= (∆op(n−1) ⊗ id(R
∗
))(R

(n)∗ ⊗ I) =

= (∆op(n−1) ⊗ id(R))(Rn ⊗ I) = (Rn ⊗ I)(∆(n−1) ⊗ id(R)) =

= (R
(n)∗ ⊗ I)(∆(n−1) ⊗ id(R)) = (R

(n) ⊗ I)(∆(n−1) ⊗ id(R)) = R
(n+1)

The existence of the R-matrix in U †A⊗U
†
A allows us to define, for any pair of

objects (πU , U) and (πV , V ) in Rep(UA) the braiding operators:

cU,V = Σ(πU ⊗ πV (R)) ∈ (U ⊗ V, V ⊗ U)

It is quite natural to consider the associated modified form:

σU,V = Σ(πU ⊗ πV (R)) ∈ (U ⊗ V, V ⊗ U)

The operators σU,V are called coboundary operators. We have the following:

Proposition 3.5.6. σU,V is a natural isomorphism satisfying:

σU,V ◦ σV,U = idV⊗U (3.5.3)

σV⊗U,W ◦ σU,V ⊗ idW = σU,W⊗V ◦ idU ⊗σV,W (3.5.4)

Proof. The first equality is a consequence of the identity R21R = I . The second one
is a consequence of Lemma 3.5.4.
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The identity (3.5.4) defines an intertwiner of the category Rep(UA) which re-
verses the order in a triple tensor product:

σ3 := σV⊗U,W ◦ σU,V ⊗ idW ∈ (U ⊗ V ⊗W,W ⊗ V ⊗ U)

More generally, we can consider the arrows:

σn ∈ (V1 ⊗ . . .⊗ Vn, Vn ⊗ . . .⊗ V1)

which can be inductively defined in the following way:

σn = σVn−1⊗...⊗V1,Vn ◦ σn−1 ⊗ idVn

Proposition 3.5.7. We have:

σn = ΣnRn (3.5.5)

σ2
n = id (3.5.6)

and:
σn = σn−1 ⊗ idV1 ◦σV1,V2⊗...⊗Vn =

= σV1,Vn⊗...⊗V2 ◦ idV1 ⊗σn−1 =

= idVn ⊗σn−1 ◦ σV1⊗...⊗Vn−1,Vn

(3.5.7)

Proof. We start proving (3.5.5) by induction on n:

σn = Σn−1,1(∆(n−1) ⊗ id(R))(Σn−1Rn−1 ⊗ id) =

= (Σn−1,1 ◦ Σn−1 ⊗ id)(∆op(n−1) ⊗ id(R))(Rn−1 ⊗ id) =

= Σn(∆op(n−1) ⊗ id(R))(Rn−1 ⊗ id) = ΣnRn

(3.5.7) can be proved in a similar way. For example:

σn−1 ⊗ idV1 ◦σV1,V2⊗...⊗Vn =

= (Σn−1Rn−1 ⊗ id)(Σ1,n−1 ◦ id⊗∆(n−1)(R)) =

= (Σn−1 ⊗ id ◦Σ1,n−1)(id⊗Rn−1)(id⊗∆(n−1)(R)) =

= Σn(id⊗∆op(n−1)(R))(id⊗Rn−1) = ΣnRn = σn

It remains to prove (3.5.6), which can be proved by induction and using (3.5.7) and
(3.5.3):

σ2
n = σn ◦ σn = idV1 ⊗σn−1 ◦ σVn⊗...⊗V2,V1 ◦ σV1,Vn⊗...⊗V2 ◦ idV1 ⊗σn−1 =

= idV1 ⊗σn−1 ◦ idV1 ⊗σn−1 = idV1⊗...⊗Vn

Following now Kirillov [37] and Wenzl’s [81] approach we are able to introduce
an involution on Rep(UA) making it into a ∗-tensor category. Let V be a represen-
tation of UA. V is a hermitian space if it is endowed with a non-degenerate and
sesquilinear A-valued form (ξ, η) on V such that:

(ξ, η)∗ = (η, ξ)
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If T is a map from V to V ′, we can define the adjoint map T ∗ : V ′ → V . There-
fore the category of the hermitian spaces on A is a ∗-category. (πV , V ) is a ∗-
representation of UA if V is a hermitian space and:

πV (a∗) = πV (a)∗

Weyl modules can be made into ∗-representations. First of all, we prove that Vλ(A)

is endowed with a sesquilinear form:

Proposition 3.5.8. Let Vλ(A) be a Weyl module and vλ be its highest weight vec-
tor. Then there exists a sesquilinear form ( , ) on Vλ(A) uniquely determined by
(vλ, vλ) = 1 and by:

(avλ, bvλ) = (b∗avλ, vλ) = (vλ, a
∗bvλ) (3.5.8)

Proof. The uniqueness is clear. We pass to the existence of such form. We know that
Vλ(A)∗ is still a UA-representation, with the following action:

a · φ(ξ) = φ(S−1(a)ξ)

where φ ∈ Vλ(A)∗. Vλ(A)∗ has highest weight −w0(λ), where w0 is the longest
element in the Weyl group. Define φλ ∈ Vλ(A)∗ by φλ(vλ) = 1 and φλ(v) = 0 for
any v weight vector not belonging to the weight λ. Using a little bit of Lie theory it
is possible to prove that φλ is the lowest weight vector in Vλ(A)∗. Now, we consider
the conjugate space Vλ(A) with the action of UA defined in the following way:

av = S−1(a∗)v

The highest weight in Vλ(A) is−w0(λ) and the lowest weight vector is vλ. Therefore
we have an antilinear isomorphism Φ : Vλ(A)→ Vλ(A)∗ such that Φ(vλ) = φλ and
Φ(av) = aΦ(v). At this point we can define the sesquilinear form on Vλ(A):

(ξ, η) = Φ(ξ)(η)

It is easy to see that this form is well-defined and (vλ, vλ) = 1. It remains to prove
(3.5.8):

(ξ, aη) = Φ(ξ)(aη) = S(a)Φ(ξ)(η) = Φ(S(a)ξ)(η) = Φ(a∗ξ)(η) = (a∗ξ, η)

Proposition 3.5.9. The sesquilinear form defined in (3.5.8) for an irreducible highest
weight module Vλ(A) is hermitian over A. In other words:

(ξ, η) = (η, ξ)∗

Proof. Since Vλ(A) is spanned by elements of the type avλ, and using the sesquilin-
earity of the form, it is sufficient to prove that (a1vλ, a2vλ) is self-adjoint in A. We
can restrict to the case that a1, a2 are products of Fi’s, and we proceed by induction
on the number of factors. Assume a1 = Fra

′
1. Then (a1vλ, a2vλ) = (a′1vλ, Era2vλ).

It is sufficient to prove that Era2vλ =
∑

j fjbjvλ, where each bj is a product of Fi’s
with less factors than a2 and fj are self-adjoint and commute with Ei and Fi for all
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i. We proceed by induction on the number of factors Fr in a2. If a2 does not contain
Fr, Era2 = a2Er = 0. Otherwise, we can write a2 = a′2Fra

′′
2 , where a′2 is a product

of elements of {Fi, i 6= r}. Then:

Era2vλ = a′2([〈αr, µ〉]x + FrEr)a
′′
2vλ

where µ is the weight of the weight vector a′′2vλ. [〈αr, µ〉]x is clearly self-adjoint and
commute with Ei and Fi, while Era′′2 can be written as a linear combination as stated
using the induction. Iterating we obtain in the end:∑

i

(vλ, fibivλ)

The j-th addend of the above summation is 0 if bj 6= I . So we obtain that (a1vλ, a2vλ)

is self-adjoint for all a1, a2.

As a consequence of the last proposition we have that Vλ(q) is also a hermi-
tian space in Rep(Uq(g)). This makes that module into a ∗-representation. At this
stage, there is a problem to overcome. In fact, if we consider the product of two ∗-
representation U, V of UA, with the action of UA defined in the usual way using the
coproduct, and we put on it the natural product form:

(ξ ⊗ η, ξ′ ⊗ η′)p = (ξ, ξ′)(η, η′)

then U ⊗ V is not a ∗-representation, since ∆ is not ∗-preserving. However, the
coboundary structure fixes the problem.

Proposition 3.5.10. For any pair of ∗-representations (πU , U) and (πV , V ) of UA,
the following form:

(ξ ⊗ η, ξ′ ⊗ η′) = (ξ ⊗ η, πU ⊗ πV (R)(ξ′ ⊗ η′))p (3.5.9)

is hermitian. Furthermore, (U ⊗ V, πU ⊗ πV ) is a ∗-representation.

Proof. We proved that R is self-adjoint and invertible in the extended algebra U †A.
Hence the right hand side of (3.5.9) define a non-degenerate and hermitian form. It
remains to prove that πU ⊗ πV (a∗) = πU ⊗ πV (a)∗:

(ξ ⊗ η, πU ⊗ πV (a)∗(ξ′ ⊗ η′)) = (πU ⊗ πV (a)(ξ ⊗ η), ξ′ ⊗ η′) =

= (∆(a)(ξ ⊗ η), R(ξ′ ⊗ η′))p = (ξ ⊗ η,∆op(a∗)R(ξ′ ⊗ η′))p =

= (ξ ⊗ η,R∆(a∗)(ξ′ ⊗ η′))p = (ξ ⊗ η, πU ⊗ πV (a∗)(ξ′ ⊗ η′))

In this way, all the objects in Rep(UA) can be made into ∗-representations. More
precisely, we endow the tensor product Vλ1 ⊗ . . .⊗ Vλn with the form defined by the
action of the matrix R(n):

(ξ, η) = (ξ,R
(n)
η)p

which is hermitian since R(n) is self-adjoint. We have the following:
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Theorem 3.5.11. The hermitian forms so defined on objects of Rep(UA) allows us
to state that Rep(UA) is a strict tensor ∗-category. Furthemore, both the braiding
operators cU,V = ΣR ∈ (U ⊗ V, V ⊗ U) and the coboundary operators σU,V =

ΣR ∈ (U ⊗ V, V ⊗ U) are unitary arrows of Rep(UA).

Proof. The associativity of the tensor product easily follows from Lemma 3.5.4.
Moreover, (S ⊗ T )∗ = S∗ ⊗ T ∗, where S and T are arrows in the category, and
it is merely a consequence of the UA-linearity of S and T . We pass to the unitarity of
c and σ:

(ξ ⊗ η, c∗U,V (η′ ⊗ ξ′)) = (ΣR(ξ ⊗ η), R(η′ ⊗ ξ′)) =

= (R(ξ ⊗ η), R21(ξ′ ⊗ η′)) = (ξ ⊗ η,R∗R21Θ21(ξ′ ⊗ η′)) =

= (ξ ⊗ η,Θ21(ξ′ ⊗ η′)) = (ξ ⊗ η,Θ21RR
−1(ξ′ ⊗ η′)) =

= (ξ ⊗ η,RΘR−1Σ(η′ ⊗ ξ′))

Therefore c∗U,V = R−1Σ = c−1
U,V . In a similar way one can prove the unitarity of

σU,V .

We now focus on Rep(Uq(g)). As we said before, if we specialise x to q ∈ T, we
obtain a complex sesquilinear and hermitian form on Vλ(q). We can ask if there are
some cases where the hermitian form on Vλ(q) is an inner product, or, equivalently,
positive definite.

Theorem 3.5.12. Let q ∈ T. The hermitian form of Vλ(A) specialises to a positive
definite form on Vλ(q) in the following cases:
(a) for λ ∈ Λ+ satisfying 〈λ+ ρ, θ〉 < d+ 1

|t| if q is not a root of unity;

(b) for λ ∈ Λl if q = e
πi
dl .

Alternatively, we can say that the hermitian form on Vλ(q) is positive definite if λ ∈
Λ+ and q = eπit, with:

|t| < 1

〈λ+ ρ, θ〉 − d

We call I the set of such q.

Proof. Since Vλ(q) is simple when q ∈ I , the hermitian form on it must be non-
degenerate, otherwise its nilspace would be a non-trivial submodule. Let {vi}i be the
canonical basis of Vλ(q), and C = ((vi, vj))i,j . Obviously the coefficients and the
eigenvalues of C depend continuously on q. They are all real and positive if q = 1

from the classical Lie theory, and non-zero for any q ∈ I . Therefore they have to be
positive for all q ∈ I , by continuity.

Let κ be the dominant weight of the fundamental representation V = Vκ of g.
The order of the root of unity q is chosen large enough to make Vκ non-negligible.
The following result is crucial to understand the fusion rules of the tensor product of
an irreducible representation with the fundamental one.

Theorem 3.5.13. Let V be the fundamental representation of g, where g is of a Lie
type different from E8. Let λ ∈ Λl. Then:
(a) All irreducible submodules Vµ of Vλ ⊗ V in Rep(Uq(g)) have weights µ ∈ Λl;
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(b) The maximal negligible and non-negligible summands Vλ ⊗ V in Tl are unique
and given by:

Nλ =
⊕

µ∈Λl\Λl

mµVµ , Vλ⊗V =
⊕
µ∈Λl

mµVµ

with multiplicities as in the classical case. Specifically, both decompositions are
multiplicity free for g 6= F4;
(c) If g is of type A,B,C,D, then:

mµ = 1⇐⇒ µ ∈ Eλ = {λ+ γ : γ weight of V } ∩ Λ+

Proof. The proof of (a) and (b) is essentially a consequence of the classical Lie
theory. A sketch of it can be found in Theorem 3.5 of [Wenzl]. We prove (c). Every
summand Vµ of Vλ ⊗ V has weight of the form µ = λ + γ, where γ is a weight of
V . But in addition g is of type ABCD, so the previous statement has a converse:
for any weight γ of V such that λ + γ is dominant, Vλ+γ does appear in Vλ ⊗ V

[LerherZhang].

We know that the coboundary matricesR(n) are invertible and self-adjoint, so the
corresponding hermitian form on Vλ1⊗. . .⊗Vλn is non-degenerate when λi ∈ Λl, for
all i. However, it may happen that this form degenerates on some subspaces. Thanks
to the properties of the fundamental representation exposed in the Theorem 3.5.13,
Wenzl proved the next important result:

Theorem 3.5.14. For q = e
πi
dl and λ ∈ Λl the hermitian form (3.5.9) on Vλ ⊗ V is

positive definite on Vλ⊗V . Furthermore, for any γ ∈ Λl, the canonical projection:

pλ,γ : Vλ ⊗ V → mγVγ

is self-adjoint under the same form and pλ,γpλ,µ = 0 for γ 6= µ.

3.6 Rigidity of Rep(Uq(g))

It is well-known that Rep(Uq(g)) is a rigid category. So, here in this section we would
like to focus more on the explicit expression of the conjugate maps. In Theorem
3.5.12 we have seen that if q = e

πi
dl we can put an inner product on Vλ when λ ∈

Λl. Proceeding as in the section 1.4 and in particular as in the Remark 1.4.9, we
can explicitly express the conjugate maps of Rep(Uq(g)) using an orthonormal basis
{ei}, but only when r = rV and rV are referred to V endowed with an inner product.
Hence:

r(1) = R21

n∑
i=1

ei ⊗ ei r(1) =

n∑
i=1

ei ⊗ ei (3.6.1)

We notice that r and r are as in (1.4.6) and (1.4.7), taking into account that Uq(g) is
a weak quasi Hopf ∗-algebra with Φ = I⊗3, Ω = R and α = I = β. Nevertheless, r
and r could be written differently in this special case. This fact will be useful in the
next chapter.

Proposition 3.6.1. Let r and r be as in (3.6.1). Then:

r(1) =
∑
i

ψi ⊗K2ρψi (3.6.2)

r∗(ψ ⊗ φ) = (φ,K−1
2ρ ψ) (3.6.3)
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where ψ, φ ∈ Vλ and {ψi}i is a basis of Vλ.

Proof. We start calculating r∗:

r∗(ψ ⊗ φ) = (r(1), R(ψ ⊗ φ)) = (ψi ⊗ ψi, R(ψ ⊗ φ)) =

= (ψi, ajw
−1w(1)ψ)(ψi, S(bi)∗S(w−1)∗S(w(2))∗φ) =

= (ψi, ajw
−1w(1)ψ)(S(bj)

∗S(w)S(w(2))
∗φ, ψi) =

= (S(bj)
∗S(w)S(w(2))

∗φ, ajw
−1w(1)ψ) =

= (φ, S(w(2))S(w−1)S(bj)ajw
−1w(1)ψ) =

= (φ, S(w(2))S(w−1)uw−1w(1)ψ) =

= (φ, S(w(2))uS
−1(w−1)w−1w(1)ψ)

Since w2 = v and S(v) = v, we have S(w−1) = w−1. So:

(φ, S(w(2))uS
−1(w−1)w−1w(1)ψ) =

= (φ, S(w(2))uv
−1w(1)ψ) = (φ, S(w(2))K

−1
2ρ w(1)ψ) =

= (φ,K−1
2ρ S

−1(w(2))w(1)ψ) = (φ,K−1
2ρ ψ)

using that v = K2ρu and S2(a) = K−1
2ρ aK2ρ. We pass to prove the identity involving

r. Let f be a map defined as the right hand side of (3.6.2). It will be sufficient to
prove that f∗ = r∗ in order to prove that f = r:

f∗(ψ ⊗ φ) = (f(1), R(ψ ⊗ φ)) = (f(1), R
∗
(ψ ⊗ φ)) =

= (ψi, (w(1))
∗wa∗jψ)(K2ρψi, (w(2))

∗wb∗jφ) =

= (ψi, S(w(1))S(w−1)S(aj)ψ)(K2ρψi, (w(2))
∗wb∗jφ) =

= (S(w(1))S(w−1)S(aj)ψ,ψi)(ψi,K
−1
2ρ (w(2))

∗wb∗jφ) =

= (S(w(1))S(w−1)S(aj)ψ,K
−1
2ρ (w(2))

∗wb∗jφ) =

= (ψ, S(aj)
∗S(w)S(w(1))

∗K−1
2ρ (w(2))

∗wb∗jφ)

Since:

S(aj)
∗S(w)S(w(1))

∗K−1
2ρ (w(2))

∗wb∗j = (bjw
−1w(2)K2ρS(w(1))S(w−1)S(aj))

∗

it is sufficient to prove that bjw−1w(2)K2ρS(w(1))S(w−1)S(aj) = I in order to
conclude. Using the tools we used before for r and the centrality of w−1 we obtain:

bjw
−1w(2)K2ρS(w(1))S(w−1)S(aj) =

= bjw
−1w(2)S

−1(w(1))K2ρS(w−1)S(aj) =

= bju
−1S(aj) = bjS

−1(aj)u
−1 = S(bj)aju

−1 = I

In the last line of the previous calculation we used that bjS−1(aj) = S(bj)aj = u,
and it is worth to explain why. The Proposition 3.2.4 tells us that S ⊗ S(R) = R.
Therefore id⊗S(R) = S−1 ⊗ id(R). Applying the opposite multiplication to both
sides of the identity we obtain bjS−1(aj) = S(bj)aj .
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3.7 Wenzl’s functor

In this section we construct the projections pn on the tensor powers V ⊗n onto suitable
Hilbert subspaces, and describe their main properties. Let λ be a weight in Λl and
pλ be the self-adjoint projection from Vλ ⊗ V to Vλ⊗V , given by pλ =

∑
pλ,γ ,

where the sum is made over all γ ∈ Λl such that Vγ is a summand of Vλ ⊗ V .
We denote with p0 the identity map in (C,C) and p1 the identity map in (V, V ). If
g 6= Dn, we denote with p2 the projection pκ, where κ is the dominant weight of
V . In the Dn case we denote with κ1 and κ2 the dominant weights of the two half-
spin irreducible subrepresentations of V . In this case we set p2 = pκ1 + pκ2 . In
general, we denote with pn the canonical projection onto the non-negligible part of a
canonical decomposition of V ⊗n into submodules:

V ⊗n =
⊕
ι∈In

Vι,n
⊕

Nn

with Nn negligible. Using what we said in the previous section, we have unitaries
Uι,µ : Vµ → Vι,n, with µ ∈ Λl. It is possible to define the projections pn iteratively:

pn+1 =
∑
ι∈In

Uι,n ⊗ idV ◦pµ ◦ U−1
ι,µ ⊗ idV ◦pn ⊗ idV

Using the iterative description, we can prove the next useful lemma:

Lemma 3.7.1.

(1) pn ◦ pm ⊗ idV ⊗r = pn = pm ⊗ idV ⊗r ◦pn, n = m+ r

(2) A⊗ idV ⊗r ◦pm+r = pn+r ◦A⊗ idV ⊗r = A⊗ idV ⊗r , A ∈ (V ⊗m, V ⊗n)

Proof. The first assertion is easy to prove. In fact, for r = 1 it is a simple con-
sequence of the iterative definition of pn; a simple iteration gives the result for
the generic case. We pass to prove the second statement. We assume r = 1 and
A = Uι2,µU

−1
ι1,µ. So:

A : Vι1,m → Vµ → Vι2,n

Therefore:

A⊗ idV ◦pm+1 = Uι2,µ ⊗ idV ◦pµ ◦ U−1
ι1,µ ⊗ idV ◦pm ⊗ idV = pn+1 ◦A⊗ idV

Since V ⊗m and V ⊗n are completely reducible, the equality is true for every A ∈
(V ⊗m, V ⊗n). Now we prove the same assertion for r > 1 by induction on r, and
using (1):

A⊗ idV ⊗r ◦pm+r = (A⊗ idV ⊗r−1 ◦pm+r−1)⊗ idV ◦pm+r =

= (pn+r−1 ◦A⊗ idV ⊗r−1)⊗ idV ◦pm+r =

= pn+r ◦ (pn+r−1 ◦A⊗ idV ⊗r−1)⊗ idV = pn+r ◦A⊗ idV ⊗r

Proposition 3.7.2. The projection pn are self-adjoint for all n w.r.t. the Wenzl’s
hermitian form.
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Proof. We prove it by induction. If n = 0 and n = 1 the projections are the identity
maps so it is straightforward. Suppose it is true for n, and we prove it for n + 1.
Using the identity pn ⊗ idV ◦pn+1 = pn+1 and the iterative description of pn+1 we
have:

pn+1 =
∑
ι∈In

pn ⊗ idV ◦Uι,n ⊗ idV ◦pµ ◦ U−1
ι,µ ⊗ idV ◦pn ⊗ idV

Since pµ is self-adjoint and U∗ι,n = U−1
ι,n , we obtain that p∗n+1 = pn+1.

In the Lemma 3.7.1 we saw that the projections pn satisfy a sort of left associa-
tivity (property (1)). Conversely, this property is not true on the right. In other words,
if n = m+ r:

pn ◦ idV ⊗r ⊗pm 6= pn and idV ⊗r ⊗pm ◦ pn 6= pn

This fact can be deduced from the next example.

Example 3.7.3. Let g be sl2 and l = 3. α is the unique simple positive root, so
d = 1, θ = α, ρ = 1

2α and 〈α, α〉 = 2. Therefore:

Λl = {λ ∈ Λ+ :

〈
λ+

1

2
α, α

〉
< 3}

So the only admissible λ’s are λ = 0 and λ = 1
2α. Hence the irreducible non-

negligible representations are V0 = C and V1 = V fundamental representation. We
know that V1 ⊗ V1 = V0 ⊕ V2, so V1⊗V1 = V0. Therefore:

V0 ⊗ V1
∼= V1

∼= V0⊗V1

As a consequence, p3 = p2 ⊗ idV . We now want to understand how p2 acts on
V1⊗V1. We have the following explicit expression of the decomposition of V1⊗V1:

V0 = 〈ψ1 ⊗ ψ2 − qψ2 ⊗ ψ1〉
V2 =

〈
ψ1 ⊗ ψ1, ψ1 ⊗ ψ2 + q−1ψ2 ⊗ ψ1, ψ2 ⊗ ψ2

〉
where {ψ1, ψ2} is a basis of V1 such that:

Eψ1 = 0 , Fψ1 = ψ2 , Kψ1 = qψ1

Eψ2 = ψ1 , Fψ2 = 0 , Kψ2 = q−1ψ2

So:

p2(ψ1 ⊗ ψ1) = 0 = p2(ψ2 ⊗ ψ2)

p2(ψ1 ⊗ ψ2) = q−1(ψ1 ⊗ ψ2 − qψ2 ⊗ ψ1)

p2(ψ2 ⊗ ψ1) = −(ψ1 ⊗ ψ2 − qψ2 ⊗ ψ1)

For instance,

p3(ψ2 ⊗ ψ1 ⊗ ψ1) = p2 ⊗ idV (ψ2 ⊗ ψ1 ⊗ ψ1) = −ψ1 ⊗ ψ2 ⊗ ψ1 + qψ2 ⊗ ψ1 ⊗ ψ1

On the other hand:

p3 ◦ idV ⊗p2(ψ2 ⊗ ψ1 ⊗ ψ1) = p2 ⊗ idV ◦ idV ⊗p2(ψ2 ⊗ ψ1 ⊗ ψ1) = 0

So p3 ◦ idV ⊗p2 6= p3. In the same way it is easy to see that idV ⊗p2 ◦ p3 6= p3. For
a deeper treatment of this kind of examples one can see the last chapter of this work.
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The next lemma will be very useful for calculations, and it is a sort of replacement
of the right associativity failure of the projections:

Lemma 3.7.4. For any pair of morphisms S ∈ (V ⊗m, V ⊗n) and T ∈ (V ⊗n, V ⊗r),
we have:

pr ◦ T ◦ idV ⊗s ⊗pt ⊗ idV ⊗z ◦S ◦ pm = pr ◦ S ◦ T ◦ pm

Proof. The range of idV ⊗s ⊗(idV ⊗t −pt)⊗ idV ⊗z is a negligible module by the pro-
perty (c) of Prop. 3.4.8, while the ranges of pm and pr are non-negligible modules.
Hence using propery (b) of Prop. 3.4.8, we obtain:

pr ◦ T ◦ idV ⊗s ⊗(idV ⊗t −pt)⊗ idV ⊗z ◦S ◦ pm = 0

At this point we are ready to introduce the category Gl, whose objects are:

V ⊗n := pnV
⊗n

and morphisms:

(V ⊗n, V ⊗m) = {S ∈ (V ⊗n, V ⊗m) : Spn = pmS = S}

We introduce a tensor product in Gl:

V ⊗m⊗V ⊗n := V ⊗m+n

S⊗T := pm′+n′ ◦ S ⊗ T ◦ pm+n

where S ∈ (V ⊗m, V ⊗m
′
) and T ∈ (V ⊗n, V ⊗n

′
). The following theorem is due to

Wenzl:

Theorem 3.7.5. Gl is a strict tensor C∗-category with a unitary braiding simmetry
given by:

cU,V := pncU,V pn

Furthermore the composition of the inclusion Gl → Tl with the quotient Tl → Fl is
an equivalence of braided tensor ∗-categories.

Proof. First of all, we need to prove that idV ⊗m ⊗ idV ⊗n = idV ⊗m+n . Since idV ⊗n =

pn, it means to prove that pm⊗pn = pm+n. It is straightforward using property (1)
of Lemma 3.7.1 and Lemma 3.7.4. Next, we need to prove that (S⊗T )∗ = S∗⊗T ∗.
We have:

(S⊗T )∗ = p∗m+n ◦ (S ⊗ T )∗ ◦ p∗m′+n′ = pm+n ◦ (S∗ ⊗ T ∗) ◦ pm′+n′ = S∗⊗T ∗

Now we prove the associativity of the tensor product:

(Q⊗S)⊗T = pm′+n+r′ ◦ pm′+n′ ⊗ idr′ ◦Q⊗ S ⊗ T ◦ pm+n ⊗ idr ◦pm+n+r =

= pm′+n′+r′ ◦Q⊗ S ⊗ T ◦ pm+n+r =

= pm′+n′+r′ ◦ idm′ ⊗pn′+r′ ◦Q⊗ S ⊗ T ◦ idm⊗pn+r ◦ pm+n+r =

= Q⊗(S⊗T )
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using again property (1) of Lemma 3.7.1 and Lemma 3.7.4. Finally we prove that:

(S ◦ T )⊗(S′ ◦ T ′) = (S⊗S′) ◦ (T⊗T ′)

where S ∈ (V ⊗n, V ⊗r), S′ ∈ (V ⊗n
′
, V ⊗r

′
), T ∈ (V ⊗m, V ⊗n), T ′ ∈ (V ⊗m

′
, V ⊗n

′
).

In fact:

(S ◦ T )⊗(S′ ◦ T ′) = pr+r′ ◦ (S ◦ T )⊗ (S′ ◦ T ′) ◦ pm+m′ =

= pr+r′ ◦ (S ⊗ S′) ◦ (T ⊗ T ′) ◦ pm+m′ =

= pr+r′ ◦ (S ⊗ S′) ◦ pn+n′ ◦ pn+n′ ◦ (T ⊗ T ′) ◦ pm+m′ =

= (S⊗S′) ◦ (T⊗T ′)

using Lemma 3.7.4. The assertions about the braiding can be proved using the same
tools and with similar calculations. The unitarity of the braiding is a direct conse-
quence of the self-adjointness of pn and of the Theorem 3.5.11. The C∗-structure is
inherited from Tl. It remains to prove that the functor F : Gl → Fl is an equiva-
lence of tensor categories. It is sufficient to proceed as in the case of the equivalence
between T0 and Fl.

This realisation of the quotient category Fl is very useful in order to obtain a sort
of fiber functorWl : Gl → Hilb which send V ⊗n to its Hilbert space pnV ⊗n, and acts
identically on the arrows. Now it is quite natural to wonder if we are able to apply the
reconstruction theorem seen in the previous chapter to (Gl,Wl). The answer is ’no’,
since it is not possible to state that Wl is at least a weak quasi tensor functor. In fact,
it is not obvious at all to prove the existence of epimorphisms:

eU,V : W (U)⊗W (V ) −→W (U ⊗ V )

and this fact is essentially a consequence of idn⊗pm ◦ pn+m 6= pn+m and pn+m ◦
idn⊗pm 6= pn+m. Anyway, it is possible to develop a reconstruction theorem for the
Wenzl’s functors Wl when g = sln, and this is what we will do in the next chapter.
After this construction we will be able to say that the Wenzl’s functor Wl is actually
a weak tensor functor.
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Chapter 4

A reconstruction theorem for Fl

4.1 The generic q case

In this section we fix q ∈ T not a root of unity. We treat this case even if we don’t
need of any kind of truncation in Tl. Anyway, this construction is interesting because
it conveys a general strategy that will be extended to the root of unity case in the next
sections. The reconstructed object will be a quantum group C which can be seen as
the quantization of the algebra function over the compact group G corresponding to
the compact real form of g. We denote with VR the category whose objects are the
object of Tl which can be endowed with a hermitian form, and the arrows are the
linear maps. The tensor product of two spaces in VR is still a hermitian space, with
the well-known hermitian form:

(v ⊗ w, v′ ⊗ w′)′ := (v ⊗ w,R(v′ ⊗ w′))

as in the truncated case. Therefore it is possible to define the adjoint on VR. It satisfies
all the axioms of a tensor *-category, except the rule of the adjoint of a tensor product
arrow, which is replaced by:

(S ⊗ T )∗ = R
−1 ◦ (S∗ ⊗ T ∗) ◦R (4.1.1)

Of course it becomes the usual rule if S and T are morphisms of representations. We
indicate with V n the n-th tensor power of the fundamental representation of Uq(g),
and with φ1 . . . φn a simple tensor in V n. In an obvious way, elements of V n can be
regarded as arrows of (1, V n), and elements of (V n)∗ can be regarded as arrows in
(V n,1). We introduce the tensor algebra associated to V :

D :=
⊕
n∈N

(V n)∗ ⊗ V n

where the multiplication is given by:

(ϕ⊗ ψ)(ϕ′ ⊗ ψ′) = ϕϕ′ ⊗ ψψ′ (4.1.2)

with ϕ ∈ (V n)∗, ϕ′ ∈ (V m)∗, ψ ∈ V n, ψ′ ∈ V m. It is easy to see that the subset of
simple tensors:

{vφ,ψ = ϕ⊗ ψ,ψ ∈ V, ϕ ∈ V ∗}
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generates D as an algebra. Now, let I be the linear subspace of D generated by:

{ϕ ◦A⊗ ψ − ϕ⊗A ◦ ψ,ψ ∈ V n, ϕ ∈ (V ∗)m, A ∈ (V n, V m)}

We have the following:

Proposition 4.1.1. I is a two-sided ideal of D, so the quotient space C = D/I is an
associative and unital algebra.

Proof. It is sufficient to show that I is stable under left and right multiplication by
the generators vφ,ψ. In fact:

vφ,γ(ϕ ◦A⊗ ψ − ϕ⊗A ◦ ψ) = (φϕ ◦ id⊗A)⊗ (γψ)− (φϕ)⊗ (id⊗A ◦ γψ)

Since id⊗A ∈ (V n+1, V m+1), we obtain the left stability of I. The right one can be
obtained in the same way.

We now want to give C a structure of involutive Hopf algebra. Letψ be an element
of V , and ψ∗ the linear functional on V defined by:

ψ∗(ψ′) = (ψ,ψ′)

It is possible to identify the dual space (V n)∗ with (V ∗)n, denoting by ψ∗1 . . . ψ
∗
n the

tensor product functional ψ∗1 ⊗ . . .⊗ ψ∗n. In fact, (V ∗)n is a subspace of (V n)∗. But
they have the same dimension, so they must coincide. We can define the involution *
on D as follows:

(φ∗1 . . . φ
∗
n ⊗ ψ1 . . . ψn)∗ = ψ∗n . . . ψ

∗
1 ⊗ φ1 . . . φn (4.1.3)

where φi, ψi ∈ V . It is now interesting to express this adjoint in terms of the hermi-
tian structure of V n:

Lemma 4.1.2. Let ψ1, . . . , ψn be vectors in V , and σn = ΣnR
(n) ∈ (V n, V n) the

coboundary operator. We have:

(ψ1 . . . ψn)∗ = ψ∗n . . . ψ
∗
1 ◦ σn

Proof. Using (4.1.1), we have:

(ψ1 . . . ψn)∗ = R
(n)−1 ◦ ψ∗1 . . . ψ∗n ◦R

(n)

R
(n)−1 can be removed since it acts trivially on the unit object. Therefore:

(ψ1 . . . ψn)∗ = ψ∗1 . . . ψ
∗
n ◦R

(n)
= ψ∗n . . . ψ

∗
1σn

Representing simple tensors in D in the form φ∗σ−1
n ⊗ φ, one can define the

adjoint map on D by:
(ψ∗σ−1

n ⊗ φ)∗ = φ∗σ−1
n ⊗ ψ

where φ, ψ ∈ V n.

Proposition 4.1.3. This involution makes D into a ∗-algebra and I into a ∗-ideal.
Hence C is a ∗-algebra.



4.1 The generic q case 89

Proof. It is straightforward to see that D is a ∗-algebra. Let us prove that I is a ∗-
ideal. Suppose that A ∈ (V m, V n), ψ ∈ V n, φ ∈ V m, and we compute the adjoint
of ψ∗σ−1

n A⊗ φ:

(ψ∗σ−1
n A⊗ φ)∗ = ((σ−1

n A∗σnψ)∗σ−1
n ⊗ φ)∗ = φ∗σ−1

n ⊗ σ−1
n A∗σnψ

using the unitarity of σn. In the same way:

(ψ∗σ−1
n ⊗Aφ)∗ = (Aφ)∗σ−1

n ⊗ ψ = φ∗σ−1
n (σnA

∗σ−1
n )⊗ ψ

Since σn = σ−1
n , we have that the adjoint of an element of the form ψ∗σ−1

n A⊗ φ−
ψ∗σ−1

n ⊗Aφ is of the same form.

Remark 4.1.4. Let [ψ∗⊗ψ′] be a class element in C, where ψ,ψ′ ∈ V n. The adjoint
is:

[ψ∗ ⊗ ψ′]∗ = [ψ′∗ ⊗ ψ∗]

where the adjoints of ψ,ψ′ are referred to the hermitian form on V n. If Vα is a sub-
module of V n, with α ∈ Λl, then the hermitian form on V n restricts to the hermitian
form on Vα. Hence if ψ,ψ′ ∈ Vα, ψ∗ and ψ′∗ are the adjoints relative to the hermitian
form of Vα.

We can now introduce a Hopf algebra structure on C first endowing D with a
coproduct defined by:

∆(φ∗ ⊗ ψ) =
∑
r

(φ∗ ⊗ ηr)⊗ (η∗r ⊗ ψ)

where {ηr}r is a basis of V n and η∗r its dual basis in (V n)∗. An easy computation
shows that the definition of ∆ does not depend on the choice of the basis. In fact if
∆′(φ∗ ⊗ ψ) =

∑
s(φ
∗ ⊗ ξs)⊗ (ξ∗s ⊗ ψ), we obtain:∑

s

(φ∗ ⊗ ξs)⊗ (ξ∗s ⊗ ψ) =
∑
r,s

|(ηr, ξs)|2(φ∗ ⊗ ηr)⊗ (η∗r ⊗ ψ) =

=
∑
r

‖ηr‖2 (φ∗ ⊗ ηr)⊗ (η∗r ⊗ ψ) =
∑
r

(φ∗ ⊗ ηr)⊗ (η∗r ⊗ ψ)

Proposition 4.1.5. The coproduct ∆ is unital and coassociative, and satisfies ∆(a)∗ =

∆op(a∗). Moreover I is a coideal, so ∆ is a coproduct on C satisfying the same pro-
perties.

Proof. Unitality is straightforward. Let us pass to multiplicativity. We take φ, ψ ∈
V n and γ, δ ∈ V m. Moreover, {ηr} is a basis of V n and {ξs} is a basis of V m:

∆(φ∗ ⊗ ψ)∆(γ∗ ⊗ δ) =
∑
r,s

[(φ∗ ⊗ ηr)⊗ (η∗r ⊗ ψ)][(γ∗ ⊗ ξs ⊗ ξ∗s ⊗ δ)] =

=
∑
r,s

(φ∗γ∗ ⊗ ηrξs)⊗ (η∗rξ
∗
s ⊗ ψδ) = ∆(φ∗γ∗ ⊗ ψδ)

Now we focus on the central terms
∑

r,s ηrξs ⊗ η∗rξ∗s . Let {ζh} be a basis of V n+m.
We define:

ζh = (ζh, ηrξs)η
∗
rξ
∗
s
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Therefore:

(ζh)∗ =
∑
r,s

(ηrξs, ζh)(η∗rξ
∗
s )∗ =

∑
r,s

(ηrξs, ζh)R21ηrξs =

=
∑
r,s

R21(ηrξs, Rζh)pξrηs = R21Rζh = ζh

So {ζh}h is the dual basis of {ζh}h. Multiplicativity follows after the next computa-
tion: ∑

h

ζh ⊗ ζh =
∑
h,r,s

ζh ⊗ (ζh, ηrξs)η
∗
rξ
∗
s =

=
∑
r,s

(∑
h

(ζh, ηrξs)ζh

)
⊗ η∗rξ∗s =

∑
r,s

ηrξs ⊗ η∗rξ∗s

Coassociativity is very easy to prove. We pass to the relation ∆(a)∗ = ∆op(a∗).
Using multiplicativity of ∆, it is sufficient to prove it for a = φ∗ ⊗ψ ∈ V ∗ ⊗ V . We
have:

∆op(φ∗ ⊗ ψ)∗ =

(∑
r

(η∗r ⊗ ψ)⊗ (φ∗ ⊗ ηr)

)∗
=

=
∑
r

(ψ∗ ⊗ ηr)⊗ (η∗r ⊗ φ) = ∆(ψ∗ ⊗ φ) = ∆((φ∗ ⊗ ψ)∗)

Finally we prove that I is a coideal. We takeA ∈ (V n, V m), {ηi}i basis of V n, {ξj}j
basis of V m, ψ ∈ V n and φ ∈ (V m)∗:

∆(φ ◦A⊗ ψ) = φ ◦A⊗ ηi ⊗ η∗i ⊗ ψ
∆(φ⊗A ◦ ψ) = φ⊗ ξj ⊗ ξ∗j ⊗A ◦ ψ

Therefore:

∆(φA⊗ ψ − φ⊗Aψ) =
∑
i,j

((φA⊗ ηi − φ⊗Aηi)⊗ η∗i ⊗ ψ+

+φ⊗ ξj ⊗ (ξ∗jA⊗ ψ − ξ∗j ⊗Aψ) + φ⊗Aηi ⊗ η∗i ⊗ ψ − φ⊗ ξj ⊗ ξ∗jA⊗ ψ)

It remains to check that:

φ⊗Aηi ⊗ η∗i ⊗ ψ = φ⊗ ξj ⊗ ξ∗jA⊗ ψ

In fact, this implies ∆(I) ⊂ I ⊗ D + D ⊗ I. Omitting all the summation symbols,
we have:

φ⊗Aηi ⊗ η∗i ⊗ ψ = φ⊗ (ξj , Aηi)ξj ⊗ η∗i ⊗ ψ =

= φ⊗ ξj ⊗ ((Aηi, ξj)ηi)
∗ ⊗ ψ =

= φ⊗ ξj ⊗ ((ηi, A
∗ξj)ηi)

∗ ⊗ ψ =

= φ⊗ ξj ⊗ (A∗ξj)
∗ ⊗ ψ =

= φ⊗ ξj ⊗ ξ∗jA⊗ ψ
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We next introduce the functional h : C→ C. Let en : V n → V n be the projection
onto the isotypical component of the trivial subrepresentation of V n. So:

h(φ⊗ ψ) = φ(enψ)

where ψ ∈ V n and φ ∈ (V n)∗. Calculating h on a generic element of I we obtain:

h(φA⊗ ψ − φ⊗Aψ) = φ(emAψ)− φ(Aenψ) = 0

since emA = Aen for any A ∈ (V n, V m). In fact A sends every isotypical com-
ponent of V n in the same isotypical component of V m, since it is Uq(g)-linear. In
particular it happens for the trivial subrepresentation. Hence h annihilates on I. As a
consequence, it is a linear functional on C. This functional will turn out useful later.
Consider a complete set Vλ of irreducible representations, where λ ∈ Λ+. The iso-
metric intertwiner S ∈ (Vλ, V

⊗n) induces a linear inclusion V ∗λ ⊗ Vλ ↪→ C which
takes a simple tensor φ⊗ ψ to [φ ◦ S∗ ⊗ S ◦ ψ].

Proposition 4.1.6. The above inclusion does not depend on n and S ∈ (Vλ, V
⊗n).

Moreover, the image is a subcoalgebra.

Proof. Let T be another isometry in (Vλ, V
⊗m). Then:

[φS∗ ⊗ Sψ] = [φS∗ ⊗ ST ∗Tψ] = [φS∗ST ∗ ⊗ Tψ] = [φT ∗ ⊗ Tψ]

since ST ∗ ∈ (V ⊗m, V ⊗n). It remains to prove the last assertion. A similar compu-
tation allows to prove that [ψ∗ ⊗ ψ′] = 0 when ψ and ψ′ lie in orthogonal invariant
subspaces of some V ⊗n. The next step is to choose a basis of V ⊗n collecting the
basis of every single irreducible components of V ⊗n. So, if φ and ψ stay in the same
irreducible component of V ⊗n, then ∆([φ∗ ⊗ ψ]) can be expressed using only the
orthonormal basis of that submodule.

Lemma 4.1.7. Let Vλ and Vµ be two irreducible representations. Then Vλ ⊗ Vµ
contains the trivial representation if and only if Vλ ∼= Vµ.

Proof. Suppose that Vλ is isomorphic to Vµ. Then the trivial representation is con-
tained in Vλ ⊗ Vλ using the rigidity of the category. On the other hand, suppose that
C is contained in Vλ⊗Vµ. Then there exists a Uq(g)-linear map ϕ from Vλ⊗Vµ onto
C, such that ξ ⊗ γ 7→ cξ,γ . This induces a map ϕ′ from Vλ to Vµ where ξ 7→ ξ∗ such
that ξ∗(γ) = cξ,γ . Using the properties of ϕ we can see that ϕ′ 6= 0 is in (Vλ, Vµ).
Since Vλ and Vµ are both irreducible we have Vλ ∼= Vµ.

Theorem 4.1.8. For any λ ∈ Λ+, the natural inclusion V ∗λ ⊗ Vλ ↪→ C is faithful.
Therefore:

C =
⊕
λ∈Λ+

V ∗λ ⊗ Vλ

as a coalgebra and C is cosemisimple.

Proof. Consider Sλ,i ∈ (Vλ, V
⊗n) such that S∗λ,iSλ,i = idVλ and:∑
i

Sλ,iS
∗
λ,i = idV ⊗n
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The class of the element φ⊗ ψ ∈ (V ⊗n)∗ ⊗ V ⊗n in C can be written in the form:

[φ⊗ ψ] =

[
φ⊗

∑
i

Sλ,iS
∗
λ,iψ

]
=

[∑
i

φSλ,i ⊗ S∗λ,iψ

]

As a consequence, C is linearly generated by V ∗λ ⊗ Vλ. We prove now that the in-
clusion of V ∗λ ⊗ Vλ in C is faithful. In order to do this, we use the functional h. Let
a = ψ∗ ⊗ ψ′ be an element in V ∗λ ⊗ Vλ and b = φ∗ ⊗ φ′ be an element in V ∗µ ⊗ Vµ.
If Vλ is not conjugate to Vµ, h(ab) = 0, since Vλ ⊗ Vµ does not contain the trivial
representation. Suppose now that Vλ ∼= Vµ. If {ψi}i is an orthonormal basis of Vλ,
we consider the conjugate map r(1) =

∑
i ψi ⊗ ψi in (C, Vλ ⊗ Vλ). Suppose that

a = φ∗ ⊗ ψ is equal to 0 as an element of C, and we want to prove that it is 0 also as
an element of V ∗λ ⊗ Vλ. Let b = ξ

∗ ⊗ η be an element in Vλ
∗ ⊗ Vλ. We know that

r∗r =
∑

i(ψi,K
−1
2ρ ψi) = d(λ), where d(λ) is the quantum dimension of Vλ. As a

consequence, 1
d(λ)rr

∗ is the projection of Vλ ⊗ Vλ onto C. Therefore:

0 = d(λ)h(ab) = (φ⊗ ξ, rr∗(ψ ⊗ η)) =

= (r∗(φ⊗ ξ), r∗(ψ ⊗ η)) = (ξ,K−1
2ρ φ)(η,K−1

2ρ ψ)

for all ξ, η ∈ Vλ. Hence K−1
2ρ φ = 0 = K−1

2ρ ψ which implies φ = 0 = ψ.

Let us fix a complete set of irreducible representations parametrised by Λ+. For
any µ ∈ Λ+, the conjugate of Vµ is Vλ, where λ = −w0µ. The composition of the
complex conjugation Jµ : Vµ → Vµ with a unitary intertwiner Uµ : Vµ → Vλ is an
antiunitary map jµ : Vµ → Vλ, unique up to a scalar z ∈ C such that |z| = 1. We can
thus define a linear map, the antipode, S : C→ C, by:

S(φ∗ ⊗ ψ) = (jµψ)∗ ⊗ jµφ

where φ, ψ ∈ Vµ. It is quite easy to see that the definition of S does not depend on
the choice of the unitary intertwiner. We can also define the counit ε : C → C, such
that:

ε(φ∗ ⊗ ψ) = (φ, ψ)

Proposition 4.1.9. Antipode S and counit ε make C into a Hopf ∗-algebra. Further-
more, S is invertible and S and ε commute with the adjoint map. Finally:

S2(φ∗ ⊗ ψ) = φ∗K−1
2ρ ⊗K2ρψ

Proof. The relations S(a∗) = S(a)∗ is easy to check. S is invertible and its inverse
is the map:

S−1(φ∗ ⊗ ψ) = (j−1
µ ψ)∗ ⊗ j−1

µ φ

where j−1
µ = J−1

µ ◦ U∗µ . Next, we prove that ε is a counit. We check the identity
ε⊗ id ◦∆ = id. The identity with ε on the right can be proved in the same way.

ε⊗ id(∆(φ∗ ⊗ ψ)) =
∑
r

ε⊗ id(φ∗ ⊗ ηr ⊗ η∗r ⊗ ψ) =

=
∑
r

(φ, ηr)η
∗
r ⊗ ψ = φ∗ ⊗ ψ
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where φ, ψ ∈ Vλ and {ηr}r is an orthonormal basis in Vλ. We pass to prove that S is
an antipode:

m ◦ id⊗S ◦∆(φ∗ ⊗ ψ) = m ◦ id⊗S(φ∗ ⊗ ηr ⊗ η∗r ⊗ ψ) =

= m(φ∗ ⊗ ηr ⊗ (jµψ)∗ ⊗ (jµηr)) = φ∗(jµψ)∗ ⊗ ηr(jµηr) =

= φ∗(jµψ)∗ ⊗ (id⊗Uµ ◦ r(1)) = φ∗(jµψ)∗ ◦ id⊗Uµ ◦ r ⊗ 1

Now we calculate the left factor of the tensor product in the last expression of the
above identity:

φ∗ ⊗ (jµψ)∗ ◦ id⊗Uµ ◦ r(1) =
∑
r

(φ, ηr)(jµψ, jµηr) =

=
∑
r

(φ, ηr)(ηr, ψ) = (φ, ψ) = ε(φ∗ ⊗ ψ)

It remains to prove the relation involving S2 and K2ρ. We need to talk about some
preliminary facts. First of all, it is possible to identify Vµ and Vµ. In fact, let ξ be an
element in Vµ, and a ∈ Uq(g). We have:

a · ξ = S2(a)ξ = K−1
2ρ aK2ρξ

So K2ρ ∈ (Vµ, Vµ) ∀µ, and of course K−1
2ρ ∈ (Vµ, Vµ). Furthermore, let Uλ and

Uµ be the unitary intertwiners introduced before. More precisely, Uµ ∈ (Vµ, Vλ) and
Uλ ∈ (Vλ, Vµ). It is possible to express Uλ in terms of Uµ:

Uλ = K2ρ ◦ U∨µ

where U∨µ ∈ (Vλ, Vµ) is the transpose arrow of Uµ. Repeating the same argument of
the Remark 2.2.15 we obtain that U∨µ (ϕVλ) = ϕVλ ◦ Uµ and U∨µ ◦ Jλ = JVµ ◦ U

∗
µ . If

we want to calculate S2, we have:

S2(φ∗ ⊗ ψ) = (jλjµφ)∗ ⊗ (jλjµψ)

where φ, ψ ∈ Vµ. We look for the explicit expression of jλjµ:

jλjµ = Uλ ◦ Jλ ◦ Uµ ◦ Jµ = K2ρ ◦ U∨µ ◦ Jλ ◦ Uµ ◦ Jµ =

= K2ρ ◦ JVµ ◦ U
∗
µ ◦ Uµ ◦ Jµ = K2ρ ◦ JVµ ◦ Jµ

and this gives jλjµ = K2ρ.

We finally pass to the dual space C′ and we endow it with the usual dual algebra
structure given by:

ωω′ := ω ⊗ ω′ ◦∆

Moreover, we can define a coproduct:

∆′(ω)(a⊗ b) = ω(ab)

and an involution:
ω∗(a) = ω(a∗)

Notice that the involution on the dual space of C differs from the one of a ordinary
Hopf ∗-algebra. The counit ε′ : C′ → C and the antipode S′ : C′ → C′ are defined as
usual by:

ε′(ω) = ω(I) and S′(ω) = ω ◦ S

As a consequence of the Theorem 4.1.8, we have:



94 A reconstruction theorem for Fl

Theorem 4.1.10. C′ is isomorphic as a ∗-algebra to the direct product of full matrix
algebras:

C′ ∼=
∏

Mnλ(C) , nλ = dim(Vλ)

The coproduct ∆′ is an algebra homomorphism satisfying ∆′(ω∗) = (∆′)op(ω)∗

4.2 The universal algebra D(V, l)

In this section the deformation parameter is a fixed root of unity of the form q =

e
iπ
dl . Our aim is to construct non-associative bialgebra D(V, l) endowed with an

involution playing a role similar to that of D(V ) in the generic case. Let V be Wenzl’s
fundamental representation of g (where g is not of typeE8). We consider the infinite-
dimensional linear space:

D(V, l) =
∞⊕
n=0

(V ⊗n)∗pn ⊗ pnV ⊗n

Notice that D = D(V, l) depends not only on V but also on the root of unity. We
define the multiplication on D by:

αβ := φφ′pm+n ⊗ pm+nψψ
′

for

α = φ⊗ ψ ∈ (V m)∗pm ⊗ pmV m and β = φ′ ⊗ ψ′ ∈ (V n)∗pn ⊗ pnV n

D is a unital but not associative algebra, as, if we pick a third element γ = φ′′⊗ψ′′ ∈
(V r)∗pr ⊗ prV

r, and we take into account the relation pm+n+r ◦ pm+n ⊗ idr =

pm+n+r, we see that:

(αβ)γ = (φφ′φ′′)pm+n+r ⊗ pm+n+r(ψψ
′ψ′′)

but

α(βγ) = (φφ′φ′′) idm⊗pn+r ◦ pm+n+r ⊗ pm+n+r ◦ idm⊗pn+r(ψψ
′ψ′′)

that differs from the previous one since in general pm+n+r ◦ idm⊗pn+r 6= pm+n+r.
The elements:

vξ,η = ξ∗ ⊗ η, ξ, η ∈ V

still generate D as an algebra. We next introduce an involution on D as suggested
by the generic case. Specifically, we replace the coboundary operators σn by their
truncated version:

τn := pnσnpn ∈ (V ⊗n, V ⊗n)

Proposition 4.2.1. τn satisfies the following relations:

τ∗n = τn and τ2
n = pn

for all n ∈ N.

Proof. τ∗n = pnσ
∗
npn = pnσnpn since σn = ΣnRn is self-adjoint with respect to

the hermitian form. Furthermore, using Lemma 3.7.4 we have τ2
n = pnσnpnσnpn =

pnσ
2
npn = pn since σ2

n = id.
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We can write any element φ ∈ (V ⊗n)∗pn uniquely in the form φ = ψ∗ with
ψ ∈ V ⊗n. The adjoint of ψ is computed with respect to the Wenzl’s inner product of
V ⊗n. We set for ψ,ψ′ ∈ V ⊗n:

(ψ∗ ⊗ ψ′)∗ := (τnψ
′)∗ ⊗ τnψ

Proposition 4.2.2. The involution on D enjoys the following properties. Let a be an
element in D and vξ,η in V ∗ ⊗ V :
(a) a 7→ a∗ is antilinear;
(b) a∗∗ = a;
(c) v∗ξ,η = vη,ξ;
(d) (vξ,ηa)∗ = a∗v∗ξ,η.

Proof. (a) is obvious, (b) is a consequence of the involutivity of τn and (c) of τ1 =

idV . More effort is required to prove (d). Let a be of the following form:

a = φ∗ ⊗ ψ ∈ (V ⊗n)∗pn ⊗ pnV ⊗n

We have:

a∗v∗ξ,η = (ψ∗τ−1
n ⊗ τ−1

n φ)(η∗ ⊗ ξ) =

= (ψ∗η∗ ◦ τ−1
n ⊗ idV ◦pn+1)⊗ (pn+1 ◦ τ−1

n ⊗ idV ◦φξ) =

= ((ηψ)∗ ◦ σ(V, V ⊗n)−1 ◦ τ−1
n ⊗ idV ◦pn+1)⊗ (pn+1 ◦ τ−1

n ⊗ idV ◦φξ) =

= ((ηψ)∗ ◦ idV ⊗pn ◦ σ(V, V ⊗n)−1 ◦ τ−1
n ⊗ idV ◦pn+1)⊗ (pn+1 ◦ τ−1

n ⊗ idV ◦φξ)

Using the adjoint identity of the next lemma, we obtain that:

idV ⊗pn ◦ (idn+1−pn+1) ◦ σ−1
V,V ⊗n

◦ τ−1
n ⊗ idV ◦pn+1 = 0

So we can add the projection pn+1 after (ηψ)∗ in the above computation, removing
idV ⊗pn. We obtain:

((ηψ)∗ ◦ pn+1 ◦ σ(V, V ⊗n)−1 ◦ σ−1
n ⊗ idV ◦pn+1)⊗ (pn+1 ◦ τ−1

n ⊗ idV ◦φξ)

At this point, using the iterative definition of σn, we get:

((ηψ)∗ ◦ pn+1σ
−1
n+1pn+1)⊗ (pn+1 ◦ τ−1

n ⊗ idV ◦φξ)

We calculate now (vξ,ηa)∗. We have:

(vξ,ηa)∗ = (ξ∗φ∗ ◦ pn+1 ⊗ pn+1ηψ)∗ = (ηψ)∗ ◦ τ−1
n+1 ⊗ τ

−1
n+1 ◦ σ(V ⊗n, V ) ◦ φξ

We focus on τ−1
n+1 ◦ σ(V ⊗n, V ). We have:

τ−1
n+1 ◦ σ(V ⊗n, V ) = pn+1σ

−1
n+1pn+1σ(V ⊗n, V ) ◦ pn ⊗ idV =

= pn+1 ◦ σ−1
n ⊗ idV ◦σ(V ⊗n, V )−1 ◦ pn+1 ◦ σ(V ⊗n, V ) ◦ pn ⊗ idV =

= pn+1 ◦ σ−1
n ⊗ idV ◦σ(V ⊗n, V )−1 ◦ σ(V ⊗n, V ) ◦ pn ⊗ idV = pn+1 ◦ τ−1

n ⊗ idV

using Lemma 3.7.4.

Lemma 4.2.3. Let T be a negligible arrow of the tilting category Tl. Then:

pn ◦ T ◦ idV ⊗pm−1 = 0
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Proof. Set Y = pn ◦ T ◦ idV ⊗pm−1. V ⊗m−1 is the direct sum of Vλ, where λ ∈
Λl. V ⊗ Vλ is completely reducible and the dominant weights µ of the irreducible
components V ′µ all lie in Λl. If µ ∈ Λl, Vµ must be in the kernel of T since T is
negligible (it is a straightforward recalling the definition of negligible arrow). On the
other hand, if µ ∈ Λl \ Λl, then Y V ′µ = {0}, as otherwise it would be an irreducible
submodule of pnV ⊗n of weight µ.

We introduce a coproduct:

∆ : D→ D⊗D

in a way similar to the generic case. More precisely, let φ, ψ be elements in pnV n and
{ηr}r be an orthonormal basis in pnV n, with {η∗r} its dual basis in (pnV

n)∗. Then:

∆(φ∗ ⊗ ψ) = φ∗ ⊗ ηr ⊗ η∗r ⊗ ψ

It is easy to prove that the definition does not depend on the choice of the basis.

Theorem 4.2.4. The coproduct ∆ is unital, coassociative, and satisfies for a, b ∈ D:
(a) ∆(a∗) = ∆op(a)∗;
(b) ∆(ab) = ∆(a)∆(b).

Proof. (b) can be obtained with an argument very similar to the one used in the
generic case. So we focus on (a). Set a = ψ∗ ⊗ ψ′, where ψ,ψ′ ∈ pnV n, and let
{ψr}r be an orthonormal basis in pnV n. Since τn is unitary, we have that {τnψr}r is
still an orthonormal basis:

∆(a∗) = ∆((τnψ
′)∗ ⊗ τnψ) =

∑
r

((τnψ
′)∗ ⊗ τnψr)⊗ ((τnψr)

∗ ⊗ τnψ) =

=
∑
r

(ψ∗r ⊗ ψ′)∗ ⊗ (ψ∗ ⊗ ψr)∗ = ∆op(a)∗

Proposition 4.2.5. The linear map ε : D→ C which send φ∗⊗ψ in (φ, ψ) is a counit
for the coproduct ∆ making D(V, l) into a coalgebra. Moreover ε(a∗) = ε(a).

Proof. The first statement can be proved as in the generic case. The second one is
consequence of the following calculation:

ε((φ∗ ⊗ ψ)∗) = ε((τnψ)∗ ⊗ τnφ) = (τnψ, τnφ) =

= (ψ, φ) = (φ, ψ) = ε(φ∗ ⊗ ψ)

using the unitarity of τn.

Remark 4.2.6. It is important to notice that, unlike the generic case, ε is not multi-
plicative on D(V, l), since in general pn 6= id.
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4.3 The quantum groupoid C(G, l) and a corresponding as-
sociative filtration

In analogy to the generic case, we follow a Tannakian reconstruction from the quo-
tient category Fl for which D = D(V, l) plays the role of a universal algebra, obtain-
ing a quantum groupoid C(G, l). The two main differences with the generic case are
the associativity failure of D(V, l) and the fact that the ideal of D defining C(G, l) is
only a right ideal. C(G, l) is naturally only a ∗-coalgebra, so we need a new effort in
order to give an algebra structure in C(G, l) which is compatible with the coalgebra
structure. In this section we define C = C(G, l) and establish the main properties. We
then introduce a non-trivial (possibly nilpotent) associative structure on C, described
by a finite sequence C̃k of ∗-coalgebras, which we regard as a generalised algebra
filtration. We will eventually be able to give an algebra structure in C(G, l) in the
type A case by analysing this filtration.

We introduce identifications in D as follows. Consider the linear span I of D of
elements of the form:

[φ,A, ψ] := φ∗ ⊗Aψ − φ∗ ◦A⊗ ψ

where A ∈ (V ⊗m, V ⊗n), and set:

C(G, l) = D(V, l)/I

We start summarizing the properties that C inherits from D.

Proposition 4.3.1. C(G, l) is a finite-dimensional, coassociative, counital coalgebra
with involution. More precisely:
(a) I is a right coideal;
(b) C is linearly spanned by class tensors vλφ,ψ = [φ∗ ⊗ ψ], φ, ψ ∈ Vλ, λ ∈ Λl;
(c) dim(C) <∞;
(d) I is a coideal annihilated by ε;
(e) I is ∗-invariant, hence the involution of D factors through C and satisfies:

∆(a∗) = ∆op(a)∗, ε(a∗) = ε(a), a ∈ C (vλφ,ψ)∗ = vλψ,φ

Finally, the coproduct acts on the class tensors in the following way:

∆(vλφ,ψ) =
∑
r

vλφ,ηr ⊗ v
λ
ηr,φ

Proof. We start proving (a). Set x = φ ⊗ A ◦ ψ − φ ◦ A ⊗ ψ ∈ I and ζ = ξ ⊗ η ∈
(V h)∗ph ⊗ phV h. We have:

xζ = φξpn+h ⊗ pn+h(Aψ)η − (φA)ξpm+h ⊗ pm+hψη =

= (φξpn+h)⊗ (pn+h ◦A⊗ idV h(ψη))− ((φξ) ◦A⊗ idV h ◦pm+h)⊗ (pm+hψη) =

= (φξpn+h)⊗ ((A⊗ idV h)pm+hψη)− (φξpn+h(A⊗ idV h))⊗ (pm+hψη) ∈ I

To show (b) we may argue as in the generic case, but now with a choice of isometries
Si ∈ (Vλi , V

⊗n), with λi ∈ Λl, in the C∗-category Fl satisfying
∑

i SiS
∗
i = pn. (c) is

a consequence of (b), since |Λl| <∞ and dim(Vλi) <∞. (d) and (e) can be proved
as in the generic case, taking into account the results of the previous section.
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We now focus on the filtration C̃k. We filter D by the size of the tensor product.
Set:

Dk =
⊕
n≤k

(V ⊗n)∗pn ⊗ pnV ⊗n

Proposition 4.3.2. (a) Dk is a filtration of D, i.e. it is an increasing sequence of
subspaces satisfying:

D0 = C , DhDk ⊂ Dh+k ,
∞⋃
k=0

Dk = D

(b) Dk are ∗-invariant subcoalgebras: (Dk)
∗ = Dk and ∆(Dk) ⊂ Dk ⊗Dk.

Proof. (a) is an immediate consequence of the definition of Dk. (b) follows using the
definition of ∗ and ∆ on D.

Set:

Ik := span{[φ,A, ψ], A ∈ (V ⊗m, V ⊗n), ψ ∈ V ⊗m, φ ∈ V ⊗n,m, n ≤ k}

and notice that Ik ⊂ I and Ik ⊂ Ik+1. Set Ck = Dk/Ik. Hence there are maps
Ck → Ck+1 and Ck → C. Focusing on the former one, it is defined in the following
way:

dk + Ik 7→ (dk ⊕ 0k+1) + Ik+1

where dk ∈ Dk. Since Ik ⊂ Ik+1, the map is well-defined. The latter can be defined
in a similar way.

Lemma 4.3.3. I ∩Dk = Ik and Ik+1 ∩Dk = Ik.

Proof. We prove the first identity. The inclusion Ik ⊂ I ∩ Dk is obvious. Let now
X ∈ I∩Dk be written as a finite sum of [φ,A, ψ] elements of I. SinceX is an element
of Dk, we can assume that the indices m,n appearing in the elements [φ,A, ψ] of the
finite sum satisfy min(m,n) ≤ k. Therefore X = Y + Z, where Y ∈ Ik and:

Z =
∑

(φ⊗A ◦ ψ − φ ◦A⊗ ψ) +
∑

(ξ ⊗A′ ◦ η − ξ ◦A′ ⊗ η)

where A ∈ (V ⊗m, V ⊗n), A′ ∈ (V ⊗q, V ⊗r), n, q ≤ k, m, r > k. We know that
V ⊗m can be written as the direct sum of some Vλ’s. Therefore we can consider the
maps Sλ = S

(m)
λ ∈ (V ⊗nλ , V ⊗m), where V ⊗nλ is the lowest tensor power where

Vλ appears as summand of the irreducible decomposition. Sλ restricted to Vλ is an
isometry, while it annihilates the other summands. Since

∑
λ SλS

∗
λ = pm, the first

sum in X can be written as follows:∑
(φ⊗ (ASλ)S∗λψ− φ ◦ (ASλ)⊗ (S∗λψ)) +

∑
(φ ◦ (ASλ)⊗ (S∗λψ)− φ ◦A⊗ψ)

and similarly for the second sum. If nλ > k, A ◦ Sλ = 0. Hence:∑
(φ⊗ (ASλ)S∗λψ − φ ◦ (ASλ)⊗ (S∗λψ))

is an element of Ik. It remains to show that:

W =
∑

((φA)Sλ ⊗ S∗λψ − φA⊗ ψ) +
∑

(ξ ⊗A′η − ξSλ ⊗ S∗λ(A′η))
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vanishes. Since W ∈ I ∩ Dk, and the domain of A and the range of A′ have large
indices, hence the sum of the terms in second and third position must vanish. It
remains to prove that the sum of the terms in first and fourth position vanish. We are
thus reduced to show the general statement that given elements φi and ψi of a Hilbert
space H such that

∑
i φ
∗
i ⊗ ψ = 0 and operators Yi : Ki → H , where Ki are other

Hilbert spaces, then
∑

i φ
∗
iYi ⊗ Y ∗i ψi = 0, and this can be now checked by means of

orthonormal basis decomposition of φi, ψi.

Proposition 4.3.4. The natural maps Ck → Ck+1 are faithful and form a finite in-
creasing sequence of inclusions of ∗-invariant subcoalgebras:

C = C0 ⊂ C1 ⊂ C2 ⊂ . . . ⊂ Cm = C

stabilizing to C.

Proof. Using the previous lemma it is straightforward to prove that the natural maps
defined above are faithful. Passing to the second statement, there is an integer m
such that every irreducible Vλ with λ ∈ Λl is contained in V ⊗n for some n ≤ m.
Therefore:

Dk =
⊕

(V ⊗m)∗ ⊗ V ⊗m ∼=
⊕
λ∈Λl

(V ∗λ ⊗ Vλ)⊕mλ

Quotienting by Ik we identify the different copies of V ∗λ ⊗ Vλ’s, so:

Ck = Dk/Ik ∼=

⊕
λ∈Λl

(V ∗λ ⊗ Vλ)⊕mλ

 /Ik ∼=
⊕
λ∈Λl

V ∗λ ⊗ Vλ ∼= C

We next pass from Ck to a quotient C̃k and from the linear (faithful) maps Ck →
Ck+1 to the linear (possibly non-faithful) maps C̃k → C̃k+1. The advantage will be
the existence of natural and associative multiplication maps C̃h ⊗ C̃k → C̃h+k. More
precisely, we observe that the associativity failure of D can be described in terms of
certain negligible intertwiners Z of the tilting category, as follows.

Lemma 4.3.5. For any triple α = φ⊗ψ, β = φ′ ⊗ψ′ and γ = φ′′ ⊗ψ′′ of elements
of D, of grades m,n, r respectively, we have:

(αβ)γ − α(βγ) =

= ((φφ′φ′′)pm+n+r ⊗ Z(ψψ′ψ′′)) + ((φφ′φ′′) ◦ Z∗ ⊗ (pm+n+r ◦ idm⊗pn+r ◦ (ψψ′ψ′′)))

(4.3.1)

where Z = pm+n+r ◦ idm⊗(idn+r −pn+r).

Proof. It is sufficient to put the explicit expression of Z in the identity (4.3.1).

Consider the following spaces of negligible arrows of the tilting category:

Z(k) := {pq+j+r ◦ idq ⊗(idj −pj)⊗ idr, q + j + r ≤ k}

and then define:

Ĩk := span{Ik, φ⊗ Z ◦ ψ′, φ′ ◦ (Z ′)∗ ⊗ ψ}

where Z,Z ′ vary in Z(k), ψ, φ in the canonical truncated tensor powers of V and
ψ′, φ′ in the full tensor powers.
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Proposition 4.3.6. We have the following inclusions:

Dj Ĩk ⊂ Ĩj+k and ĨkDj ⊂ Ĩj+k

Proof. Arguments similar to those of Prop. 4.3.1 (a), but keeping track of the grades
of homogeneous elements, show that IkDj ⊂ Ij+k, and hence IkDj is a subspace of
Ĩj+k. Similar considerations hold for products yζ with y of the form y = φ⊗ Zψ or
y = φ ◦ Z∗ ⊗ ψ and ζ = ξ ⊗ η ∈ (V h)ph ⊗ phV h, where Z ∈ Z(k) and h ≤ j. For
example, if y = φ⊗ Zψ:

yζ = φξpn+h ⊗ pn+h ◦ Z ⊗ idh(ψη)

and pn+h ◦Z⊗ idh is an element of Zk+j since n ≤ k. Dj Ĩk ⊂ Ĩj+k is more difficult
to prove, due to the lack of associativity of the projections pn. Let y and ζ be as in
the calculation above. We have:

ζy = ξφph+n ⊗ ph+n ◦ idh⊗Z(ηψ)

Z has the explicit expression:

Z = pn ◦ idq ⊗(idj −pj)⊗ idr

So:
ph+n ◦ idh⊗Z = ph+n ◦ idh⊗pn ◦ idh+q ⊗(idj −pj)⊗ idr

Now, set Z1 = ph+n ◦ idh+q ⊗(idj −pj)⊗ idr and Z2 = ph+n ◦ idh⊗(idn−pn). It
is straightforward to see that:

ph+n ◦ idh⊗Z = Z1 − Z2 ◦ idh+q ⊗(idj −pj)⊗ idr

Since Z1, Z2 ∈ Zj+k, we have ζy ∈ Ĩj+k. We are left to show that ζx ∈ Ĩj+k, for
all ζ ∈ Dj and x = φ ⊗ A ◦ ψ − φ ◦ A ⊗ ψ ∈ Ik. It is sufficient to prove it when
j = 1 and ζ = vξ,η, where vξ,η := ξ⊗ η ∈ V ∗⊗V . Indeed, finite products of simple
tensors vξi,ηi are total in (V ⊗h)∗ ⊗ V ⊗h, and multiplication of D is associative up to
summing elements of Ĩj+k thanks to (4.3.1). We thus compute:

vξ,ηx = ξφp1+n ⊗ (p1+n ◦ idV ⊗A(ηψ))− ((ξφ) ◦ idV ⊗A ◦ p1+m)⊗ p1+mηψ =

= ξφp1+n ⊗ (idV ⊗A) ◦ p1+mηψ − (ξφp1+n ◦ id⊗A)⊗ (p1+mηψ)+

+ ξφp1+n ⊗ Y1(ηψ)− (ξφ)Y2 ⊗ p1+mηψ

where:

Y1 = p1+n ◦ idV ⊗A ◦ (idV −p1+m) and Y2 = (idV −p1+n) ◦ idV ⊗A ◦ p1+m

Using Lemma 4.2.3 we have that Y1 ◦ idV ⊗pm = 0 = idV ⊗pn ◦Y2. So the last two
terms in the sum vanish, and hence vξ,ηx ∈ Ĩk+1.

Proposition 4.3.7. Each subspace Ĩk is ∗-invariant.

Proof. As already noticed in the proof of the Prop. 4.3.1, the proof of the ∗-invariance
of Ik is similar to that of the generic case. Now, letZ be an arrow in Z(k)∩(V n, V ⊗n).
Then:

(ψ∗ ⊗ Zφ)∗ = (τnZφ)∗ ⊗ τnψ =

= ((τnZφ)∗ ⊗ τnψ − (τnZφ)∗τ−1
n ⊗ ψ) + φ∗ ◦ Z∗ ⊗ ψ
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which lies in Ĩk, with φ ∈ V n and ψ ∈ V ⊗n. In the same way it is possible to
prove that ((ψ ◦ Z ′)∗ ⊗ φ)∗ ∈ Ĩk as well for Z ′ ∈ (Z̃(k))∗, concluding that Ĩk is
∗-invariant.

Proposition 4.3.8. Ĩk is a coideal in Dk, or in other words:

∆(Ĩk) ⊂ Ĩk ⊗Dk + Dk ⊗ Ĩk

Proof. This statement can be proved with the same calculations of the proof of the
Prop. 4.1.5, keeping track of the grades of the homogeneous elements.

We set C̃k = Dk/Ĩk, for k ∈ N. The composition of the natural linear inclusion
ιh,k : Dh ↪→ Dk, where k > h, with projection π̃k : Dk → C̃k factors through a
linear map ih,k : C̃h → C̃k. In fact, let dh be an element in Dh. ιh,k(dh) = dh ⊕
(0∗h+1⊗0h+1)⊕ . . .⊕(0∗k⊗0k), which can be shortly written ιh,k(dh) = dh⊕0⊕k−h,
while πk(dk) = dk + Ĩk. So:

πk ◦ ιh,k(dh) = dh ⊕ 0⊕k−h + Ĩk

Suppose that dh ∈ Ĩh. Since 0⊕k−h =
∑

l,m 0∗l ⊗ A ◦ 0m − 0∗l ◦ A ⊗ 0m for some

Al ∈ (V ⊗m, V ⊗l), we can conclude that dh⊕0⊕k−h ∈ Ĩk, so πk◦ιh,k factors through
ih,k, which is an inductive system. Moreover, we have natural quotient maps:

Ck → C̃k

and we denote by eλi,j ∈ C̃k the image of the matrix coefficient vλi,j ∈ Ck correspond-
ing to an orthonormal basis of Vλ. Let Λkl denote the set of λ ∈ Λl for which Vλ is
a summand of some V ⊗n, with n ≤ k. In analogy with the properties of Prop. 4.3.1
for C, we also summarise the results about C̃k:

Theorem 4.3.9. Assume that g 6= E8 and let V be Wenzl’s fundamental representa-
tion of g. Then:
(a) C̃k is a ∗-coalgebra linearly spanned by elements eλi,j labelling matrix units cor-
responding to Vλ, for λ ∈ Λkl ;
(b) coproduct and involution satisfy:

∆(eλi,j) =
∑
r

eλi,r ⊗ eλr,j and (eλi,j)
∗ = eλj,i

In particular the involution is anticomultiplicative.
(c) There are associative multiplication maps C̃h ⊗ C̃k → C̃h+k and an element
I ∈ C̃0 acting as the identity. The involution is antimultiplicative and the coproduct
is unital and multiplicative.

4.4 Quasi coassociative dual C∗-quantum groupoids Ĉ(G, l)

The aim of the present and the next section is to show that if G = SU(N), then
the dual groupoid Ĉ(G, l) can be made into a C∗-quantum groupoid, satisfying the
axioms of a weak quasi Hopf C∗-algebra introduced in the first chapter. Furthermore,
the representation category RepV (Ĉ) of Ĉ generated by the fundamental representa-
tion turns out to be a tensor C∗-category equivalent to the original fusion category
Fl.
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We shall divide the proof in two parts. Throughout this section g is general (but
not E8) and we assume to know that C(G, l) is cosemisimple with respect to the
coalgebra structure introduced in the previous section. We then show that the above
conclusions hold for Ĉ(G, l). More precisely, we will first show that C(G, l) is a non-
associative bialgebra with antipode, associated to a fixed section of the quotient map
D(V, l)→ C(G, l); then we will pass to Ĉ(G, l), constructing a Drinfeld’s associator
in Ĉ(G, l) and discussing the main properties; moreover, we will explicitly write
down quasi invertible R-matrices for Ĉ(G, l) and we will discuss the relation among
the groupoid structures associated to different sections; finally, we will show that
RepV (Ĉ) is a tensor C∗-category equivalent to Fl. In the next section we will verify
cosemisimplicity in the type A case.

4.4.1 Algebra structure and antipode in C(G, l)

Let Vλ be a copy of the irreducible representation of Uq(g) with highest weight λ ∈
Λl and contained in some V ⊗n, and let Mλ denote the image of V ∗λ ⊗ Vλ in C under
the quotient map D → C. We already know that Mλ are subcoalgebras independent
of the choice of Vλ and spanning C. We shall say that C(G, l) is cosemisimple if it is
the direct sum of Mλ, which are not only subcoalgebras but also matrix coalgebras
of full dimension dim(Vλ)2. If we know that C(G, l) is cosemisimple, we can endow
it both with an invertible antipode and with a non-associative algebra structure. Let’s
start with the antipode, which we introduce in a way similar to the generic case. Fix
a complete set Vλ, where λ ∈ Λl, of irreducibles contained in the various V ⊗n, and
set, for φ∗ ⊗ ψ ∈ V ∗λ ⊗ Vλ:

S(vλφ,ψ) = vλjλψ,jλφ

which does not depend on the choice of Vλ. It satisfies the relations:

S(a)∗ = S(a∗), S2(vλφ,ψ) = vλK2ρφ,K2ρψ, ∆ ◦ S = S ⊗ S ◦∆

The above properties can be proved as in the general case. As regards the alge-
bra structure, we pull back the product of D(V, l) via the choice of a section s :

C(G, l) → D(V, l) of the quotient map D(V, l) → C(G, l). Correspondingly, we
have a choice of irreducibles Vλ and s takes vλφ,ψ to φ∗ ⊗ ψ, where φ, ψ ∈ Vλ. We
thus set:

vλφ,ψv
µ
ξ,η = [s(vλφ,ψ)s(vµξ,η)]

We always choose V0 = C and Vκ = V for the trivial and the fundamental repre-
sentation, respectively. In this way, denoting as before by vξ,η the class tensors of V ,
products of the form vλφ,ψvξ,η encode fusion decomposition of Vλ ⊗ V in Fl. How-
ever, the section is not unique, and the product of C(G, l) depends on s (but later we
will see that this is not really a problem).

Proposition 4.4.1. The product makes C(G, l) into a non-associative unital algebra
and the coproduct of C(G, l) is a unital homomorphism. Furthermore, the following
relation holds:

m ◦ id⊗S ◦∆ = ε(·)I = m ◦ S ⊗ id ◦∆
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Proof. The fact that the coproduct is an algebra homomorphism can be proved as the
statement (b) of the Theorem 4.2.4. Next we prove that m ◦ id⊗S ◦∆ = ε(·)I . The
right identity can be proved in the same way. Developing the same calculation as in
the proof of the Prop. 4.1.9, we obtain:

m(id⊗S(∆(φ∗ ⊗ ψ))) = φ∗(jληr)
∗ ◦ ph+m ⊗ ph+m ◦ id⊗Uλ ◦ r(1)

where h and m are the powers of V containing Vλ and Vλ respectively. We have that
the image of C through id⊗Uλ ◦ r is a copy of V0 in Vλ ⊗ Vλ = Vλ ⊗ Vλ, which in
turn is embedded in V ⊗h+m. As a consequence:

ph+m ◦ id⊗Uλ ◦ r = id⊗Uλ ◦ r = id⊗Uλ ◦ r ◦ p1

Hence:

m(id⊗S(∆(φ∗ ⊗ ψ))) = φ∗(jληr)
∗ ◦ ph+m ⊗ ph+m ◦ id⊗Uλ ◦ r(1) =

φ∗(jληr)
∗ ◦ id⊗Uλ ◦ r ⊗ 1

At this stage it is easy to conclude proceeding again as in the proof of the Prop.
4.1.9.

Hence C(G, l) satisfies all the axioms of a Hopf algebra except associativity of
the product and multiplicativity of the counit. The antipode is not antimultiplicative.

4.4.2 The dual quantum groupoid Ĉ(G, l)

Starting from the results of the previous subsection we can state that the structure
of C(G, l) is quite unsatisfactory. In fact, C(G, l) is quite far from admitting an
interpretation as a non-commutative space as compared, for instance, to the compact
quantum groups of Woronowicz. It is far more rewarding to pass to the dual Ĉ(G, l),
and correspondingly consider its ∗-representations. In this subsection we show that
Ĉ(G, l) satisfies the properties of the weak quasi Hopf C∗-algebras.

We identify elements of tensor power algebras Ĉ⊗n with functionals on C⊗n. We
shall need various elements of these algebras, and we start with P ∈ Ĉ⊗2, defined as
follows:

P (vλφ,ψ, v
µ
ξ,η) = (φ⊗ ξ, ph+k(ψ ⊗ η))p

where h and k are such that Vλ and Vµ are summands of V ⊗h and V ⊗k, respectively.
Notice that these integers depend on the section. Furthermore, the form defining P is
understood with respect to the product form of V ⊗h ⊗ V ⊗k, where each factor is in
turn endowed with the Kirillov-Wenzl inner product.

Proposition 4.4.2. Ĉ = Ĉ(G, l) is a unital complex associative ∗-algebra such that:

Ĉ ∼=
⊕
λ∈Λl

End(Vλ)

Hence it is a C∗-algebra.

Proof. It is mainly a consequence of the duality maps and of the corresponding pro-
perties of C(G, l). More precisely, the associative algebra structure of Ĉ follows from
the coassociative coalgebra structure of C. Antimultiplicativity of the involution of Ĉ
follows from anticomultiplicativity of that of C. The isomorphism is a consequence
of the cosemisimplicity of C.
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Proposition 4.4.3. Ĉ is endowed with a coproduct ∆ and a counit ε such that:

∆(I) = P (4.4.1)

∆(ωτ) = ∆(ω)∆(τ) (4.4.2)

ε(ωτ) = ε(ω)ε(τ) (4.4.3)

ε⊗ id ◦∆ = id = id⊗ε ◦∆ (4.4.4)

Proof. We prove the first assertion:

∆(I)(vλφ,ψ, v
µ
ξ,η) = I(vλφ,ψv

µ
ξ,η) = ε([φ∗ξ∗ ◦ ph+k ⊗ ph+k ◦ ψη]) =

= φ∗ξ∗ph+k(ph+kψη) = (φξ, ph+kψη)p = P (vλφ,ψ, v
µ
ξ,η)

We pass to the second statement. We start calculating the left hand side:

∆(ωτ)(vλφ,ψ, v
µ
ξ,η) = ωτ([φ∗ξ∗ph+k ⊗ ph+kψη]) =

= ω ⊗ τ([φ∗ξ∗ph+k ⊗ ζj ], [ζ∗j ⊗ ph+kψη]) =

= ω([φ∗ξ∗ph+k ⊗ ζj ])τ([ζ∗j ⊗ ph+kψη])

where {ζj}j is an orthormal basis of V ⊗h+k. On the other side:

∆(ω)∆(τ) = (m⊗m ◦ id⊗Σ⊗ id ◦∆⊗∆(ω ⊗ τ))(vλφ,ψ, v
µ
ξ,η) =

= (id⊗Σ⊗ id(∆⊗∆(ω ⊗ τ)))([φ∗ ⊗ γi], [γ∗i ⊗ ψ], [ξ∗ ⊗ δj ], [δ∗j ⊗ η]) =

= (∆⊗∆(ω ⊗ τ))([φ∗ ⊗ γi], [ξ∗ ⊗ δj ], [γ∗i ⊗ ψ], [δ∗j ⊗ η]) =

= ω ⊗ τ([φ∗ξ∗ph+k ⊗ ph+kγiδj ], [γ
∗
i δ
∗
j ph+k ⊗ ph+kψη]) =

= ω([φ∗ξ∗ph+k ⊗ ph+kγiδj ])τ([γ∗i δ
∗
j ph+k ⊗ ph+kψη])

where {γi}i is an orthonormal basis of V ⊗h and {δj}j is an orthonormal basis of
V ⊗k. The multiplicativity of ε is an easy consequence of the unitality of the copro-
duct of C. The last statement is also immediate to prove using the duality.

The coproduct ∆ in Ĉ is not coassociative, and this fact is due to the lack of
associativity of the multiplication in C. However, we are going to show that it is
possible to endow Ĉ with a Drinfeld’s associator Φ, making Ĉ a weak quasi Hopf
C∗-algebra.

For a given weight λ ∈ Λl, let hλ denote the truncated powers of V containing
Vλ, as prescribed by the choice of a section s. It will be useful for later computations
to have a multiplication rule for elements of Ĉ⊗n of the following form. Let T = (Tn)

be a sequence of linear maps Tn : V ⊗n → V ⊗n and associate the element ωT of Ĉ⊗n

defined by:

ωT (vλ1φ1,ψ1
, . . . , vλnφn,ψn) = (φ1 ⊗ . . .⊗ φn, Thλ1+...+hλn

ψ1 ⊗ . . .⊗ ψn)p

where the form on the right is the product form with n factors. The following lemma
is a convenient formulation of the product of two elements in Ĉ⊗n of the above form.

Lemma 4.4.4. Given S = (Sn) and T = (Tn) as above, set ω = ωSωT . Then:

ω(vλ1φ1,ψ1
, . . . , vλnφn,ψn) = (φ1 . . . φn, Shλ1+...+hλn

◦phλ1⊗. . .⊗phλn◦Thλ1+...+hλn
ψ1 . . . ψn)p
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Proof. We have:

ω(vλ1φ1,ψ1
, . . . , vλnφn,ψn) =

= ωS([φ∗1 ⊗ ξ
(1)
i1

], . . . , [φ∗n ⊗ ξ
(n)
in

])ωT ([ξ
(1)∗
i1
⊗ ψ1], . . . , [ξ

(n)∗
in
⊗ ψn]) =

= (φ1 . . . φn, Shλ1+...+hλn
ξ

(1)
i1
. . . ξ

(n)
in

)p(ξ
(1)
i1
. . . ξ

(n)
in
, Thλ1+...+hλn

ψ1 . . . ψn)p =

= (φ1 . . . φn, Shλ1+...+hλn
(ξ

(1)
i1
. . . ξ

(n)
in
, Thλ1+...+hλn

ψ1 . . . ψn)pξ
(1)
i1
. . . ξ

(n)
in

)p =

= (φ1 . . . φn, Shλ1+...+hλn
◦ phλ1 ⊗ . . .⊗ phλn ◦ Thλ1+...+hλn

ψ1 . . . ψn)p

Now we introduce the elements Φ,Ψ ∈ Ĉ⊗3. Set:

qhλ,hµ,hν =
∑
γ,i

idhλ ⊗Sγ,i ◦ phλ+hγ ◦ idhλ ⊗S
∗
γ,i

where Sγ,i ∈ (Vγ , V
⊗(hµ+hν)) are isometries of the fusion category satisfying∑

γ,i

Sγ,iS
∗
γ,i = phµ+hν

It is quite easy to prove that q does not depend on the choice of the isometries. In
fact, suppose that S′γ,i ∈ (Vγ , V

⊗(hµ+hν)) are other isometries, with S′∗γ,iSη,j =

cγ,iδγ,ηδi,j idγ , where cγ,i ∈ T and δ is the Kronecker symbol. Of course we also
have: ∑

γ,i

S′γ,iS
′∗
γ,i = phµ+hν , S′∗γ,iS

′
η,j = δγ,ηδi,j idγ

We set:
q′hλ,hµ,hν =

∑
γ,i

idhλ ⊗S
′
γ,i ◦ phλ+hγ ◦ idhλ ⊗S

′∗
γ,i

Therefore

qhλ,hµ,hν =
∑
γ,i

idhλ ⊗Sγ,i ◦ phλ+hγ ◦ idhλ ⊗S
∗
γ,i =

=
∑
γ,i

idhλ ⊗phµ+hν ◦ idhλ ⊗Sγ,i ◦ phλ+hγ ◦ idhλ ⊗S
∗
γ,i ◦ idhλ ⊗phµ+hν =

=
∑

γ,η,ι,i,j,l

idhλ ⊗S
′
η,jS

′∗
η,jSγ,i ◦ phλ+hγ ◦ idhλ ⊗S

∗
γ,iS

′
ι,lS
′∗
ι,l =

=
∑
γ,i

cγ,icγ,i idhλ ⊗S
′
γ,i ◦ phλ+hγ ◦ idhλ ⊗S

′∗
γ,i =

=
∑
γ,i

idhλ ⊗S
′
γ,i ◦ phλ+hγ ◦ idhλ ⊗S

′∗
γ,i = q′hλ,hµ,hν

It remains to explain why cγ,i ∈ T. In fact:

cγ,icγ,i = S′∗γ,iSγ,iS
∗
γ,iS

′
γ,i =

= S′∗γ,i ◦

∑
η,j

Sη,jS
∗
η,j

 ◦ S′γ,i =

= S′∗γ,i ◦ phµ+hν ◦ S′γ,i = idγ
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Next we set:

Φ(vλφ,ψ, v
µ
ξ,η, v

ν
χ,ζ) = (φ⊗ ξ ⊗ χ, qhλ,hµ,hν ◦ phλ+hµ+hνψ ⊗ η ⊗ ζ)p (4.4.5)

Ψ(vλφ,ψ, v
µ
ξ,η, v

ν
χ,ζ) = (φ⊗ ξ ⊗ χ, phλ+hµ+hν ◦ qhλ,hµ,hνψ ⊗ η ⊗ ζ)p (4.4.6)

In the next theorem we will see that Φ and Ψ play the roles of the Drinfeld’s associator
and its inverse in a weak quasi bialgebra, respectively.

Theorem 4.4.5. Φ and Ψ satisfy the following relations:

ΨΦ = ∆⊗ id(∆(I)) , ΦΨ = id⊗∆(∆(I)) (4.4.7)

Φ∆⊗ id(∆(I)) = Φ = id⊗∆(∆(I))Φ (4.4.8)

Φ∆⊗ id(∆(ω)) = id⊗∆(∆(ω))Φ (4.4.9)

(id⊗ id⊗∆(Φ))(∆⊗ id⊗ id(Φ)) = (I ⊗ Φ)(id⊗∆⊗ id(Φ))(Φ⊗ I) (4.4.10)

id⊗ε⊗ id(Φ) = ∆(I) (4.4.11)

So Φ is partially invertible and Ψ is its inverse.

Proof. First of all, we see that:

∆⊗ id(∆(I))(vλφ,ψ, v
µ
ξ,η, v

ν
χ,ζ) = (φ⊗ ξ ⊗ χ, phλ+hµ+hν ◦ ψ ⊗ η ⊗ ζ) (4.4.12)

id⊗∆(∆(I))(vλφ,ψ, v
µ
ξ,η, v

ν
χ,ζ) = (φ⊗ ξ ⊗ χ, id⊗Sγ,i ◦ phλ+hγ ◦ id⊗S∗γ,i ◦ ψ ⊗ η ⊗ ζ)

(4.4.13)

omitting in (4.4.13) the summation symbol with indices γ and i. We prove (4.4.13):

id⊗∆(∆(I))([φ∗ ⊗ ψ], [ξ∗ ⊗ η], [χ∗ ⊗ ζ]) =

= ∆(I)([φ∗ ⊗ ψ], [ξ∗χ∗ ◦ phµ+hν ⊗ phµ+hν ◦ ηζ])

Since phµ+hν =
∑

γ,i Sγ,iS
∗
γ,i and Sγ,i ∈ (Vγ , V

⊗hµ+hν ), we obtain:

∆(I)([φ∗ ⊗ ψ], [ξ∗χ∗ ◦ phµ+hν ⊗ phµ+hν ◦ ηζ]) =

=
∑
γ,i

∆(I)([φ∗ ⊗ ψ], [ξ∗χ∗ ◦ Sγ,i ⊗ S∗γ,i ◦ ηζ]) =

=
∑
γ,i

(φ⊗ ξ ⊗ χ, id⊗Sγ,i ◦ phλ+hγ ◦ id⊗S∗γ,i ◦ ψηζ)p

We are ready now to prove (4.4.7). We start with the identity on the left. We know
that Ψ = ωS and Φ = ωT , where S and T can be easily deduced from (4.4.5) and
(4.4.6). Therefore, using Lemma 4.4.4, ΨΦ = ωU , where:

U =
∑
γ,ι,i,j

phλ+hµ+hν ◦ id⊗Sγ,i ◦ phλ+hγ ◦ id⊗S∗γ,i◦

◦ phλ ⊗ phµ ⊗ phν ◦ id⊗Sι,j ◦ phλ+hι ◦ id⊗S∗ι,j ◦ phλ+hµ+hν =

=
∑
γ,ι,i,j

phλ+hµ+hν ◦ id⊗Sγ,i ◦ id⊗S∗γ,i ◦ id⊗Sι,j ◦ id⊗S∗ι,j ◦ phλ+hµ+hν =

=
∑
γ,i

phλ+hµ+hν ◦ id⊗Sγ,iS∗γ,i ◦ phλ+hµ+hν = phλ+hµ+hν
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The identity on the right can be proved using the same approach. We have ΦΨ = ωV ,
where:

V =
∑
γ,ι,i,j

id⊗Sγ,i ◦ phλ+hγ ◦ id⊗S∗γ,i ◦ phλ+hµ+hν◦

◦ phλ ⊗ phµ ⊗ phν ◦ phλ+hµ+hν ◦ id⊗Sι,j ◦ phλ+hι ◦ id⊗S∗ι,j =

=
∑
γ,ι,i,j

id⊗Sγ,i ◦ phλ+hγ ◦ id⊗S∗γ,i ◦ id⊗Sι,j ◦ phλ+hι ◦ id⊗S∗ι,j =

=
∑
γ,i

id⊗Sγ,i ◦ phλ+hγ ◦ id⊗S∗γ,i

We pass to (4.4.8). The left identity is very easy to prove. The next calculation
allows us to prove the right one, using again Lemma 4.4.4. Suppose that Φ = ωT as
before, and id⊗∆(∆(I)) = ωS , where S can be deduced from (4.4.13). Therefore
id⊗∆(∆(I))Φ = ωQ, and it will be sufficient to prove that Q = T :

Q =
∑
γ,ι,i,j

id⊗Sγ,i ◦ phλ+hγ ◦ id⊗S∗γ,i ◦ phλ ⊗ phµ ⊗ phν ◦ id⊗Sι,j ◦ phλ+hι ◦ id⊗S∗ι,j ◦ phλ+hµ+hν =

=
∑
γ,ι,i,j

id⊗Sγ,i ◦ phλ+hγ ◦ id⊗S∗γ,i ◦ id⊗Sι,j ◦ id⊗S∗ι,j ◦ phλ+hµ+hν =

=
∑
γ,i

id⊗Sγ,i ◦ phλ+hγ ◦ id⊗S∗γ,i ◦ phλ+hµ+hν = T

Next we prove (4.4.9). We first calculate the left hand side:

Φ∆⊗ id(∆(ω))([φ∗ ⊗ ψ], [ξ∗ ⊗ η], [χ∗ ⊗ ζ]) =

= Φ1ω(1)(1) ⊗ Φ2ω(1)(2) ⊗ Φ3ω(2)([φ
∗ ⊗ ψ], [ξ∗ ⊗ η], [χ∗ ⊗ ζ]) =

= Φ1 ⊗ ω(1)(1) ⊗ Φ2 ⊗ ω(1)(2) ⊗ Φ3 ⊗ ω(2)([φ
∗ ⊗ δi], [δ∗i ⊗ ψ], [ξ∗ ⊗ ιj ], [ι∗j ⊗ η], [χ∗ ⊗ κl], [κ∗l ⊗ ζ]) =

= Φ([φ∗ ⊗ δi], [ξ∗ ⊗ ιj ], [χ∗ ⊗ κl])∆⊗ id(∆(ω))([δ∗i ⊗ ψ], [ι∗j ⊗ η], [κ∗l ⊗ ζ]) =

= (φξζ, Tδiιjκl)pω([δ∗i ι
∗
jκ
∗
l ◦ phλ+hµ+hν ⊗ phλ+hµ+hνψηζ])

Using the symbol � to indicate the adjoint w.r.t. the product form, we have:

(φξζ, T δiιjκl)pω([δ∗i ι
∗
jκ
∗
l ◦ phλ+hµ+hν ⊗ phλ+hµ+hνψηζ]) =

ω([((δiιjκl, T
∗φξζ)δiιjκl)

� ◦ phλ+hµ+hν ⊗ phλ+hµ+hνψηζ]) =

= ω([φ∗ξ∗ζ∗ ◦ T ◦ phλ ⊗ phµ ⊗ phν ◦ phλ+hµ+hν ⊗ phλ+hµ+hνψηζ])

Using the same tools in the calculation of the right hand side we get:

id⊗∆(∆(ω))Φ([φ∗ ⊗ ψ], [ξ∗ ⊗ η], [χ∗ ⊗ ζ]) =

= ω([φ∗ξ∗χ∗ ◦ id⊗Sγ,i ◦ phλ+hγ ⊗ phλ+hγ ◦ id⊗S∗γ,i ◦ phλ ⊗ phµ ⊗ phν ◦ Tψηζ])

At this stage, using the explicit expression of T and the well-known properties of the
projections we get:

ω([φ∗ξ∗χ∗ ◦ id⊗Sγ,i ◦ phλ+hγ ⊗ phλ+hγ ◦ id⊗S∗γ,i ◦ phλ ⊗ phµ ⊗ phν ◦ Tψηζ]) =

= ω([φ∗ξ∗χ∗ ◦ id⊗Sγ,i ◦ phλ+hγ ⊗ phλ+hγ ◦ ◦ id⊗S∗γ,i ◦ phλ+hµ+hν ◦ ψηζ])

Passing id⊗Sγ,i from the left tensor factor to the right one and summing on γ and
i we obtain (4.4.9). The relation (4.4.11) is very easy to prove using the same
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tools. Therefore it remains to prove the identity (4.4.10). We compute the elements
T1, T2, T3 ∈ Ĉ⊗4 corresponding to ∆⊗ id⊗ id(Φ), id⊗∆⊗ id(Φ), id⊗ id⊗∆(Φ).
We start with T1:

∆⊗ id⊗ id(Φ)(vλφ,ψ, v
τ
α,β, v

µ
ξ,η, v

ν
χ,ζ) = Φ(vλφ,ψv

τ
α,β, v

µ
ξ,η, v

ν
χ,ζ) =

= (φαξχ, Sσ,j ⊗ idhµ+hν ◦ idhσ ⊗Sγ,i ◦ phσ+hγ◦
◦ idhσ ⊗S∗γ,i ◦ phσ+hµ+hν ◦ S∗σ,j ⊗ idhσ+hν ψβηζ)

where Sγ,i ∈ (Vγ , V
⊗hµ+hν ) and Sσ,j ∈ (Vσ, V

⊗hλ+hτ ). Therefore:

T1 = Sσ,j ⊗ idhµ+hν ◦ idhσ ⊗Sγ,i ◦ phσ+hγ ◦ idhσ ⊗S∗γ,i ◦ phσ+hµ+hν ◦ S∗σ,j ⊗ idhµ+hν =

= idhλ+hτ ⊗Sγ,i ◦ Sσ,j ⊗ idhµ+hν ◦phσ+hγ ◦ idhσ ⊗S∗γ,i ◦ S∗σ,j ⊗ idhµ+hν ◦phλ+hτ+hµ+hν =

= idhλ+hτ ⊗Sγ,i ◦ phλ+hτ+hγ ◦ Sσ,j ⊗ idhγ ◦S∗σ,j ⊗ idhγ ◦ idhλ+hτ ⊗S∗γ,i ◦ phλ+hτ+hµ+hν

Summing on σ and j we obtain:

T1 = idhλ+hτ ⊗Sγ,i ◦ phλ+hτ+hγ ◦ idhλ+hτ ⊗S∗γ,i ◦ phλ+hτ+hµ+hν

One also finds:

T2 = idhλ ⊗Sσ′,j⊗idhν ◦ idhλ ⊗Sγ′,i◦phλ+hγ′◦idhλ ⊗S
∗
γ′,i◦phλ+hσ′+hν◦idhλ ⊗S

∗
σ′,j⊗idhν

where Sγ′,i ∈ (Vγ′ , V
⊗(hσ′+hν)) and Sσ′,j ∈ (Vσ′ , V

⊗(hτ+hµ)), and:

T3 = idhλ+hτ ⊗Sσ′′,j◦idhλ ⊗Sγ′′,i◦phλ+hγ′′◦idhλ ⊗S
∗
γ′′,i◦phλ+hτ+hσ′′◦idhλ+hτ ⊗S∗σ′′,j

where Sγ′′,i ∈ (Vγ′′ , V
⊗(hτ+hσ′′ )) and Sσ′′,j ∈ (Vσ′′ , V

⊗(hµ+hν)). At this point we
are ready to prove the cocycle relation. Since the formulas are rather long, we will
drop out many indices. For example, we indicate with p2 the projections phλ+hγ , and
so on. We first calculate the left hand side:

T3 ◦ p⊗4
1 ◦ T1 = id⊗ id⊗S1 ◦ id⊗S2 ◦ p2 ◦ id⊗S∗2 ◦ p3 ◦ id⊗ id⊗S∗1 ◦ p⊗4

1 ◦ id⊗ id⊗S3 ◦ p3◦
◦ id⊗ id⊗S∗3 ◦ p4 = id⊗ id⊗S1 ◦ id⊗S2 ◦ p2 ◦ id⊗S∗2 ◦ id⊗ id⊗S∗1 ◦ p4

On the other side, if T is the matrix defining Φ:

(I ⊗ T ) ◦ p⊗4
1 ◦ T2 ◦ p⊗4

1 ◦ (T ⊗ I) =

= id⊗ id⊗S1 ◦ id⊗p2 ◦ id⊗ id⊗S∗1 ◦ id⊗p3 ◦ p⊗4
1 ◦ id⊗S2 ⊗ id ◦ id⊗S3 ◦ p2◦

◦ id⊗S∗3 ◦ p3 ◦ id⊗S∗2 ⊗ id ◦p⊗4
1 ◦ id⊗S4 ⊗ id ◦p2 ⊗ id ◦ id⊗S∗4 ⊗ id ◦p3 ⊗ id

Using the usual tools we can delete the idempotents id⊗p3 and the first p⊗4
1 . More-

over, we can delete the first three factors of the second copy of p⊗4
1 , moving the fourth

to the far right. This has also allowed to use S∗2 ◦ S4 = δ2,4. So we obtain:

id⊗ id⊗S1 ◦ id⊗p2 ◦ id⊗ id⊗S∗1 ◦ id⊗(S2 ⊗ id ◦S3) ◦ p2◦
◦ id⊗S∗3 ◦ [p3 ◦ (p2 ◦ id⊗S∗2 ◦ p3)⊗ id] ◦ id⊗ id⊗ id⊗p1

Next, write the term in the square bracket as (p2 ◦ id⊗S∗2 ◦ p3) ⊗ id ◦p4, so we can
delete p2 and p3. Therefore the above term becomes:

id⊗ id⊗S1 ◦ id⊗(p2 ◦ id⊗S∗1 ◦ S2 ⊗ id ◦S3) ◦ p2◦
◦ id⊗S∗3 ◦ id⊗S∗2 ⊗ id ◦p4 ◦ id⊗ id⊗⊗ id⊗p1 =

= id⊗ id⊗S1 ◦ id⊗(p2 ◦ id⊗S∗1 ◦ S2 ⊗ id ◦S3) ◦ p2◦
◦ id⊗(S∗3 ◦ S∗2 ⊗ id ◦ id⊗S1 ◦ p2) ◦ id⊗ id⊗S∗1 ◦ p4 ◦ id⊗ id⊗ id⊗p1
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adding in the last equality id⊗p2, id⊗ id⊗S1 and id⊗ id⊗S∗1 in the suitable posi-
tion. It is possible to do that thanks to the well-known properties of the projections.
We set now S′ = p2◦ id⊗S∗1 ◦S2⊗ id ◦S3 another orthonormal system of isometries.
In this way we get:

id⊗ id⊗S1 ◦ id⊗S′ ◦ p2 ◦ id⊗S′∗ ◦ id⊗ id⊗S∗1 ◦ p4 ◦ id⊗ id⊗ id⊗p1

which coincides with the matrix defining the left hand side of the identity (4.4.10).

Remark 4.4.6. We have already noticed that Ĉ is endowed with a quasi coassociative
structure but not coassociative. We can say that this structure is a little bit stronger
than quasi coassociative. In fact, there is also a simple relation between the iterated
coproducts:

∆
(n)
` (I) := ∆⊗ id⊗n−1 ◦ . . . ◦∆⊗ id ◦∆(I)

and arbitrary iterated coproducts ∆(n) of order n. More precisely, iterated coproducts
can be obtained as compositions:

Ĉ→ Ĉ⊗ Ĉ→ . . .→ Ĉ⊗n+1

where the maps Ĉ⊗j → Ĉ⊗j+1 can be an arbitrary translates id⊗r ⊗∆⊗ id⊗j−r−1 of
∆. Therefore, for all possible choice of ∆(n) we have:

∆
(n)
` (ω) = ∆

(n)
` (I)∆(n)(ω)∆

(n)
` (I)

We derive the above identity. The left hand side is:

∆
(n)
` (ω)(vλ1φ1,ψ1

, . . . , vλnφn,ψn) =

= ω(φ∗1 . . . φ
∗
n ◦ phλ1+...+hλn

⊗ phλ1+...+hλn
◦ ψ1 . . . ψn)

The right hand side is:

∆
(n)
` (I)∆(n)(ω)∆

(n)
` (I)(vλ1φ1,ψ1

, . . . , vλnφn,ψn) = I1ω1I
′
n ⊗ . . .⊗ InωnI ′n(vλ1φ1,ψ1

, . . . , vλnφn,ψn) =

= I1 ⊗ ω1 ⊗ I ′1 ⊗ . . .⊗ In ⊗ ωn ⊗ I ′n([φ∗1 ⊗ ξ(1)],

[ξ∗(1) ⊗ δ(1)], [δ(1) ⊗ ψ1], . . . , [φ∗n ⊗ ξ(n)], [ξ
∗
(1) ⊗ δ(n)], [δ

∗
(n) ⊗ ψn]) =

= (φ1 . . . φn, phλ1+...+hλn
ξ(1) . . . ξ(n))(δ(1) . . . δ(n), phλ1+...+hλn

ψ1 . . . ψn)·

· ω(ξ∗(1) . . . ξ
∗
(n) ◦ T

∗ ⊗ T ◦ δ(1) . . . δ(n))

where {ξ(i)} and {δ(j)} are orthonormal basis of Vλi , and T = pk ◦ T ′, where T ′ is
a composition of isometries Sγ,i and projections ph (we have dropped out many in-
dices). Proceeding as in the proof of the last Theorem and setting pn = phλ1+...+hλn

we get:

ω(φ∗1 . . . φ
∗
n ◦ pn ◦ p⊗n1 ◦ T ′∗ ◦ pk ⊗ pk ◦ T ′ ◦ p⊗n1 ◦ pn ◦ ψ1 . . . ψn)

Now we can conclude using the well-known properties of the projections.
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Proposition 4.4.7. Ĉ is a weak quasi Hopf algebra. More precisely, it is endowed
with an anti-automorphism S such that:

m(id⊗S(∆(ω))) = ε(a)I = m(S ⊗ id(∆(ω))) (4.4.14)∑
i

xiS(yi)zi = I =
∑
j

S(pj)qjS(rj) (4.4.15)

where Φ =
∑

i xi ⊗ yi ⊗ zi and Ψ =
∑

i pi ⊗ qi ⊗ ri. Therefore S is an antipode
with α = β = I .

Proof. We define S by duality on Ĉ:

S(ω)(vλφ,ψ) = ω(S(vλφ,ψ)) = ω(vλjψ,jφ)

We prove now that S is anti-multiplicative. Let {ηi}i be an orthonormal basis of Vλ
and {ξi}i be an orthonormal basis of Vλ. We have:

S(ωτ)([φ∗ ⊗ ψ]) = ωτ([(jλψ)∗ ⊗ (jλφ)]) =

= ω ⊗ τ([(jλψ)∗ ⊗ ξi], [ξ∗i ⊗ (jλφ)]) = ω([(jλψ)∗ ⊗ ξi])τ([ξ∗i ⊗ (jλφ)])

On the other side:

S(τ)S(ω)([φ∗ ⊗ ψ]) = S(τ)⊗ S(ω)([φ∗ ⊗ ηi], [η∗i ⊗ ψ]) =

= τ([(jληi)
∗ ⊗ (jλφ)])ω([(jλψ)∗ ⊗ (jληi)])

Identifying ξi with jληi we obtain S(ωτ) = S(τ)S(ω). The relation (4.4.14) is also
a consequence of the duality, since it is a self-dual relation and it has been proved on
C. It remains to check (4.4.15). We omit, as usual, the summation symbol on i:

xiS(yi)zi(v
µ
φ,ψ) = xiS(yi)⊗ zi(vµφ,ηj , v

µ
ηj ,ψ

) =

= xi ⊗ S(yi)⊗ zi(vµφ,ξk , v
µ
ξk,ηj

, vµηj ,ψ) =

= Φ(vµφ,ξk , v
µ
jηj ,jξk

, vµηj ,ψ) =

= (φ⊗ (jµηj)⊗ ηj , idhµ ⊗Sγ,i ◦ phµ+hγ ◦ idhµ ⊗S∗γ,i ◦ p3hµξk ⊗ (jµξk)⊗ ψ)

We now that r(1) =
∑

k ξk ⊗ (jµξk) as arrow in (C, Vµ ⊗ Vµ), so:

(φ⊗ (jµηj)⊗ ηj , idhµ ⊗Sγ,i ◦ phµ+hγ ◦ idhµ ⊗S∗γ,i ◦ p3hµξk ⊗ (jµξk)⊗ ψ) =

= (φ⊗ (jµηj)⊗ ηj , idhµ ⊗Sγ,i ◦ phµ+hγ ◦ idhµ ⊗S∗γ,i ◦ p3hµr(1)⊗ ψ)

We know that the range of r in Vµ ⊗ Vµ is a copy of C in it. Hence r(1) ⊗ ψ is an
element in VC ⊗ Vµ ∼= Vµ, where VC ∼= C. Therefore the projections are trivial:

(φ⊗ (jµηj)⊗ ηj , idhµ ⊗Sγ,i ◦ phµ+hγ ◦ idhµ ⊗S∗γ,i ◦ p3hµr(1)⊗ ψ) =

= (φ⊗ (jµηj)⊗ ηj , ξk ⊗ (jµξk)⊗ ψ) = (φ, ξk)(jµηj , jµξk)(ηj , ψ) =

= (φ, ψ) = I(vµφ,ψ)

The right part of the identity can be proved in the same way.
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Proposition 4.4.8. Ĉ is a weak quasi Hopf ∗-algebra. In other terms, there exists an
involution map ∗ : Ĉ→ Ĉ such that Ĉ is a ∗-algebra with respect to it and a partially
invertible element Ω such that:

Ω = Ω∗ (4.4.16)

Ω∆(I) = Ω = ∆(I)∗Ω (4.4.17)

∆(ω)∗ = Ω∆(ω∗)Ω−1 ∀ω ∈ Ĉ (4.4.18)

ε⊗ id(Ω) = I = id⊗ε(Ω) (4.4.19)

Φ−1∗ = (I ⊗ Ω)(id⊗∆(Ω))Φ(∆⊗ id(Ω−1))(Ω−1 ⊗ I) (4.4.20)

(4.4.21)

More precisely, ∗ is the dual involution of ∗ on C, and Ω = ωS , where S = R◦phλ+hµ

Proof. First of all, we know that ∗ is defined on the simple tensor of C in the following
way:

vλ∗φ,ψ = vλψ,φ

Therefore we define ∗ on Ĉ by duality:

ω∗(vλφ,ψ) = ω(vλψ,φ)

We want to prove that ∗ is anti-multiplicative. On one side:

(ωτ)∗([φ∗ ⊗ ψ]) = ωτ([ψ∗ ⊗ φ]) = ω ⊗ τ([ψ∗ ⊗ ηi], [η∗i ⊗ φ]) =

= ω([ψ∗ ⊗ ηi])τ([ηi ∗ ⊗φ])

On the other side:

τ∗ω∗([φ∗ ⊗ ψ]) = τ∗ ⊗ ω∗([φ∗ ⊗ ηi], [η∗i ⊗ ψ]) =

= τ([η∗i ⊗ φ])ω([ψ∗ ⊗ ηi])

Next we check the relations involving Ω. We define Ω in the following way:

Ω(vλφ,ψ, v
µ
ξ,η) = (φ⊗ ξ,Rphλ+hµψ ⊗ η)

where R is the coboundary matrix introduced in the Chapter 3. We start with the
self-adjointness of Ω. Set p = phλ+hµ :

Ω∗(vλφ,ψ, v
µ
ξ,η) = Ω(vλψ,φ, v

µ
η,ψ) = (ψ ⊗ η,Rpφ⊗ ξ)p =

= (Rpφ⊗ ξ, ψ ⊗ η)p = (φ⊗ ξ, p∗Rψ ⊗ η)p =

= (φ⊗ ξ,RpR21Rψ ⊗ η)p = (φ⊗ ξ,Rpψ ⊗ η)p = Ω(vλφ,ψ, v
µ
ξ,η)

where we used the fact that p is self-adjoint w.r.t the modified hermitian form and
hence p∗ = RpR21. Proceeding in the same way we have:

∆(I)∗(vλφ,ψ, v
µ
ξ,η) = (φ⊗ ξ,Rphλ+hµR21ψ ⊗ η)

Using Lemma 4.4.4 we have (4.4.17). Next we prove (4.4.18) in the form ∆(ω)∗Ω =

Ω∆(ω∗). The left hand side is:

∆(ω)∗Ω([φ∗ ⊗ ψ], [ξ∗ ⊗ η]) = (ω(1))
∗Ω1 ⊗ (ω(2))

∗Ω2([φ∗ ⊗ ψ], [ξ∗ ⊗ η]) =

= (ω(1))
∗ ⊗ Ω1 ⊗ (ω(2))

∗ ⊗ Ω2([φ∗ ⊗ χi], [χ∗i ⊗ ψ], [ξ∗ ⊗ δj ], [δ∗j ⊗ η]) =

= ∆(ω)∗([φ∗ ⊗ χi], [ξ∗ ⊗ δj ])Ω([χ∗i ⊗ ψ], [δ∗j ⊗ η]) =

= ∆(ω)([χ∗i ⊗ φ], [δ∗j ⊗ ξ])(χi ⊗ δj , Rpψ ⊗ η) =

= ω(χ∗i δ
∗
j ◦ p⊗ p ◦ φξ)(χiδj , Rpψη) = ω(ψ∗η∗ ◦Rp⊗ p ◦ φξ)
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On the other side:

Ω∆(ω∗)([φ∗ ⊗ ψ], [ξ∗ ⊗ η]) = Ω([φ∗ ⊗ χi], [ξ∗ ⊗ δj ])∆(ω∗)([χ∗i ⊗ ψ, δ∗j ⊗ η]) =

= (φ⊗ ξ,Rpχi ⊗ δj)ω∗([χ∗δ∗j ◦ p⊗ p ◦ ψη]) =

= ω∗([φ∗ξ∗ ◦Rp⊗ p ◦ ψη]) =

= ω([ψ∗η∗ ◦ p∗ ◦R⊗ pφξ]) = ω([ψ∗η∗ ◦Rp⊗ pφξ])

(4.4.19) is merely a consequence of the identity ε⊗ id(R) = I = id⊗ε(R). In fact:

ε⊗ id(Ω)(vλφ,ψ) = Ω(vC1,1, v
λ
φ,ψ) =

= (1⊗ φ,Rphλ1⊗ ψ) = (φ, ε⊗ id(R)ψ) = (φ, ψ)

The right part of (4.4.19) can be proved in the same way. It remains to prove (4.4.20).
First of all, there is an equivalent formulation of the identity:

Φ−1∗ = (id⊗∆(Ω)∗)(I ⊗ Ω)Φ(Ω−1 ⊗ I)(∆⊗ id(Ω−1))

This allows us to see that it is not restrictive to multiply on the right by ∆⊗id(∆(I))∗.
Now we turn back to the original formulation. The right hand side is ωT , where:

T = id⊗R ◦ id⊗p2 ◦ p1 ⊗ p′1 ⊗ p′′1 ◦ id⊗Si ◦Rp2 ◦ id⊗S∗i ◦
◦p1 ⊗ p′1 ⊗ p′′1 ◦ p1 ⊗ p′1 ⊗ p′′1 ◦ id⊗Sj ◦ p2 ◦ id⊗S∗j ◦ p3 ◦ p1 ⊗ p′1 ⊗ p′′1 ◦ Sh ⊗ id ◦

◦p2R21 ◦ S∗h ⊗ id ◦p1 ⊗ p′1 ⊗ p′′1 ◦ p2R21 ⊗ id ◦p1 ⊗ p′1 ⊗ p′′1 ◦R
(3)
p3R

(3)
21

Using the well-known properties of the projections we get:

T = p1 ⊗ id⊗ id ◦ id⊗R ◦ id⊗p2 ◦ id⊗Si ◦Rp2 ◦ id⊗S∗i ◦ id⊗Sj◦

◦ id⊗S∗j ◦ id⊗Sh ◦R21 ◦ id⊗S∗h ◦ id⊗R21 ◦R
(3)
p3R

(3)
21

Now, it is possible to use the properties of the isometries and omit the first projection.
We have:

T = id⊗R ◦ id⊗p2 ◦ id⊗Si ◦Rp2R21 ◦ id⊗S∗i ◦ id⊗R21 ◦R
(3)
p3R

(3)
21

We know that p2 =
∑

l SlS
∗
l , so using this expression in place of the first p2 and the

properties of the isometries again we obtain:

T = id⊗RSi ◦Rp2R21 ◦ id⊗S∗iR21 ◦R
(3)
p3R

(3)
21

On the other side, we know that Φ−1∗ = Ψ∗ = ωV � , where:

V � = id⊗RSiR21 ◦Rp2R21 ◦ id⊗RS∗iR21 ◦R
(3)
p3R

(3)
21

We use � to indicate the adjoint with respect to the product form. In order to obtain
V � = T , we can see that:

RSiR21 = RSi and RS∗iR21 = S∗iR21

In fact, if Si ∈ (Vγ , V
⊗N ) for some γ and some N , we have that R21 acts trivially

on Vγ . For the same reason we can omit R in RS∗iR21, since S∗i ∈ (V ⊗N , Vγ).
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Proposition 4.4.9. Φ and Ψ satisfy the following identities:

Φ = id⊗∆(∆(I))∆⊗ id(∆(I)) (4.4.22)

Ψ = ∆⊗ id(∆(I)) id⊗∆(∆(I)) (4.4.23)

Therefore, Ĉ is a weak Hopf ∗-algebra.

Proof. It is straightforward to prove using Lemma 4.4.4.

We can see that Ĉ is endowed with a R-matrix R ∈ Ĉ⊗2, defined in the following
way:

R(vλφ,ψ, v
µ
ξ,η) = (φ⊗ ξ,Σk,hpk+hΣh,kRph+k(ψ ⊗ η))p

where φ, ψ ∈ V ⊗h and ξ, η ∈ V ⊗k.

Proposition 4.4.10. R satisfies the following relations:

R∆(I) = R = ∆op(I)R (4.4.24)

∆op(ω)R = R∆(ω) (4.4.25)

id⊗∆(R) = Φ−1
312R13Φ213R12Φ−1 (4.4.26)

∆⊗ id(R) = Φ231R13Φ−1
132R23Φ (4.4.27)

R∗Ω21 = ΩR−1 (4.4.28)

Finally, R is invertible and its inverse is:

R−1(vλφ,ψ, v
µ
ξ,η) = (φ⊗ ξ, ph+kR

−1Σk,hpk+hΣh,kψ ⊗ η)p (4.4.29)

Proof. Recalling that:

∆(I)(vλφ,ψ, v
µ
ξ,η) = (φ⊗ ξ, ph+kψ ⊗ η)

∆op(I)(vλφ,ψ, v
µ
ξ,η) = (φ⊗ ξ,Σk,hpk+hΣh,kψ ⊗ η)

and using Lemma 4.4.4 the first assertion is very easy to prove. We pass to the second
one. Suppose that {δi}i is an orthonormal basis of Vλ and {χj}j is an orthonormal
basis of Vµ. The left hand side is:

∆op(ω)R(vλφ,ψ, v
µ
ξ,η) = ω(2)R1 ⊗ ω(1)R2(vλφ,ψ, v

µ
ξ,η) =

= ω(2)([φ
∗ ⊗ δi])R1([δ∗i ⊗ ψ])ω(1)([ξ

∗ ⊗ χj ])R2([χ∗j ⊗ η]) =

= (χjδi, pk+hΣh,kRph+kψη)ω([ξ∗φ∗ ◦ pk+h ⊗ pk+h ◦ χjδi]) =

= ω([ξ∗φ∗ ◦ pk+h ⊗ pk+hΣh,kRph+kψη])

On the other side:

R∆(ω)(vλφ,ψ, v
µ
ξ,η) = (ξφ, pk+hΣh,kRph+kδiχj)ω([δ∗i χ

∗
j ◦ pk+h ⊗ pk+h ◦ ψη]) =

= ω([ξ∗φ∗ ◦ pk+hΣh,kRph+k ⊗ pk+h ◦ ψη])

Since pk+hΣh,kRph+k ∈ (V ⊗h+k, V ⊗k+h) we can conclude. Next, we treat the
identities (4.4.26) and (4.4.27). We focus on the first one, since the second can be
proved in the same way. We will use the well-known computation rule shown in
Lemma 4.4.4, but with a slight modification. In fact, we know that if ω = ωSωT ,
then ω = ωV , where V = S ◦ p′1 ⊗ . . . ⊗ p

(n)
1 ◦ T . In the next calculation we omit
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the projections in the middle, since they will soon disappear thanks to the properties
of the projections. So, the right hand side is ωT , where T is:

T =Σ2,1 ◦ p3 ◦ 1⊗ Si ◦ p2 ◦ 1⊗ S∗i ◦ 1⊗ p2 ◦ 1⊗ Σ ◦ 1⊗R ◦ 1⊗ p2 ◦ 1⊗ Sj◦
◦ p2 ◦ 1⊗ S∗j ◦ p3 ◦ p2 ⊗ 1 ◦ Σ⊗ 1 ◦R⊗ 1 ◦ p2 ⊗ 1 ◦ p3 ◦ 1⊗ Sk ◦ p2 ◦ 1⊗ S∗k

using the short notation. We can delete all the projections except the first and the last
one, so:

T = Σ2,1 ◦ p3 ◦ 1⊗ ΣR ◦ ΣR⊗ 1 ◦ 1⊗ Sk ◦ p2 ◦ 1⊗ S∗k
using the relations involving the isometries. We know that the R-matrix R on the
extended form of Uq(g)⊗2 satisfies the identity:

id⊗∆(R) = R13R12

which can be rewritten in the following way:

Σ1,2 id⊗∆(R) = (I ⊗ ΣR)(ΣR⊗ I)

So:
T = Σ2,1 ◦ p3 ◦ Σ1,2 ◦ id⊗∆(R) ◦ 1⊗ Sk ◦ p2 ◦ 1⊗ S∗k

Since id⊗Sk is Uq(g)-linear, we have:

T = Σ2,1 ◦ p3 ◦ Σ1,2 ◦ id⊗Sk ◦R ◦ p2 ◦ id⊗S∗k =

= Σ2,1 ◦ p3 ◦ Sk ⊗ 1 ◦ ΣRp2 ◦ 1⊗ S∗k =

= Σ2,1 ◦ Sk ⊗ 1 ◦ p2ΣRp2 ◦ 1⊗ S∗k =

= 1⊗ Sk ◦ Σp2ΣRp2 ◦ 1⊗ S∗k = T ′

where T ′ is such that id⊗∆(R) = ωT ′ . It remains to check that R∗Ω21 = ΩR−1. If
R = ωU , then R∗ = ωU� , where U� is the adjoint of U w.r.t. the product form. So:

U� = Rp2R21R
∗ΣRp2R21Σ

Therefore, using Lemma 4.4.4, we have that the left hand side is ωS , where S is:

S = Rp2R21R
∗ΣRp2R21 ◦ p1 ⊗ p′1 ◦ ΣRp2Σ

Using the well-known relations R21RΘ2 = I ⊗ I , R∗ = R−1
21 , ΣR = R21Σ and

R = RΘ we get:

S = Rp2R21Θ21R
∗R21Θ21Σp2R21Σ ◦ p1 ⊗ p′1 ◦ ΣRp2Σ =

= Rp2R21Θ2
21Σp2R21Σ ◦ p1 ⊗ p′1 ◦ ΣRp2Σ =

= Rp2(RΘ2)21Σp2R21Σ ◦ p1 ⊗ p′1 ◦ ΣRp2Σ =

= Rp2R
−1Σp2R21Σ ◦ p1 ⊗ p′1 ◦ ΣRp2Σ

Using Lemma 3.7.4 we obtain:

S = Rp2R
−1ΣR21ΣΣRp2Σ = Rp2R

−1Σp2Σ

On the other side, ΩR−1 = ωT , where:

T = Rp2 ◦ p1 ⊗ p′1 ◦ p2R
−1Σp2Σ = S

using again Lemma 3.7.4 and Lemma 4.4.4. Finally, similar calculations allow to
prove that R−1 can be defined as in (4.4.29).
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We next briefly discuss a relation between the original quantum group Uq(g) and
Ĉ(G, l). There is a natural map:

π : Uq(g)→ Ĉ(G, l)

taking an element a ∈ Uq(g) to the functional:

π(a)(vλφ,ψ) = (φ, aψ)

where φ, ψ ∈ Vλ and λ ∈ Λl.

Proposition 4.4.11. π is a surjective homomorphism of ∗-algebras satisfying:

Pπ ⊗ π(∆(a)) = ∆(π(a)) = π ⊗ π(∆(a))P (4.4.30)

Proof. We first check that π(a)∗ = π(a∗). In fact:

π(a∗)(vλφ,ψ) = (φ, a∗ψ) = (aφ, ψ) =

= (ψ, aφ) = π(a)(vλψ,φ) = π(a)∗(vλφ,ψ)

Secondly we prove that π(ab) = π(a)π(b). The left hand side is π(ab)(vλφ,ψ) =

(φ, abψ). The right hand side is:

π(a)π(b)(vλφ,ψ) = π(a)⊗ π(b)(vλφ,δi , v
λ
δi,ψ

) =

(φ, aδi)(δi, bψ) = (φ, abψ)

In the same way it is easy to prove (4.4.30). Finally, surjectivity is a consequence of
the identification of Ĉ with

⊕
λ∈Λl

B(Vλ) and of the irreducibility of the Vλ.

4.4.3 Comparing the groupoids associated to different sections

Let s : C(G, l) → D(V, l) and s′ : C(G, l) → D(V, l) be different sections of
the quotient map D(V, l) → C(G, l). Correspondingly, we can put two different
structures (∆,Φ,R) and (∆′,Φ′,R′) of weak quasi Hopf *-algebras on Ĉ, noticing
that the antipode S is the same because it does not depend on the choice of the section.
We claim that these algebras are related by a twisting procedure as shown in Chapter
1, induced by special quasi invertible elements in Ĉ⊗ Ĉ.

Proposition 4.4.12. Set P = ∆(I) and P ′ = ∆′(I). Then for ω ∈ Ĉ:

P∆′(ω)P = ∆(ω) , P ′∆(ω)P ′ = ∆′(ω)

Proof. To show the first relation, we first write P in a different way, as follows.
Let s and s′ be defined by two choices of irreducible summands Vλ and V ′λ both of
highest weight λ in V ⊗hλ and V ⊗h

′
λ , respectively. For each λ there exists a unitary

intertwiner Uλ : V ′λ → Vλ, unique up to a scalar multiple by an element of T. We
associate the element G ∈ Ĉ⊗ Ĉ defined by:

G(vλφ′,ψ′ , v
µ
ξ′,η′) = (Uλφ

′ ⊗ Uµψ′, phλ+hµ ◦ Uλψ′ ⊗ Uµη′)p

where φ′, ψ′ ∈ V ′λ, ξ′, η′ ∈ V ′µ. On one hand we may use the defining identifications
in C(G, l) and write, for φ, ψ ∈ Vλ, vλφ,ψ = vλU∗λφ,U

∗
λψ

, and this shows that G = P .
On the other hand, we can develop the usual calculations and derive the relation
G∆′(ω)G = ∆(ω). We can proceed similarly in order to prove the second identity.
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Remark 4.4.13. Ĉ′ = ĈF , where F = ∆′(I)∆(I) and F−1 = ∆(I)∆′(I). We need
to check that:

ε⊗ id(F ) = I = id⊗ε(F )

and F−1F = ∆(I), FF−1 = ∆′(I). In order to prove the first assertion, it is
sufficient to prove that:

ε⊗ id(∆′(I)) = I = id⊗ε(∆′(I))

We have:

ε⊗ id(∆′(I))(vλφ,ψ) = ∆′(I)([1∗ ⊗ 1], [φ∗ ⊗ ψ]) =

= (1⊗ Uλφ, phλ ◦ 1⊗ Uλψ) = (φ, ψ)

Next we check that F−1F = ∆(I). It is equivalent to prove that ∆(I)∆′(I)∆(I) =

∆(I). Using the well-known Lemma 4.4.4, we have ∆(I)∆′(I)∆(I) = ωT , where:

T = phλ+hµ ◦ phλ ⊗ pµ ◦ U
∗
λ ⊗ U∗µ ◦ ph′λ+h′µ

◦ Uλ ⊗ Uµ ◦ phλ ⊗ phµ ◦ phλ+hµ

which is equal to phλ+hµ . The identity FF−1 = ∆′(I) can be checked in the same
way.

4.4.4 The ∗-tensor equivalence between Fl and RepV (Ĉ(G, l)).

In this subsection we show that if C(G, l) is cosemisimple then the smallest full tensor
subcategory RepV (Ĉ(G, l)) of the representation category of Ĉ containing the fun-
damental representation is a tensor C∗-category equivalent to the fusion category Fl.
Let Rep(Ĉ) be the category of unital representations of Ĉ on f.d. vector spaces. In the
first chapter we showed that Rep(Ĉ) can be made a tensor category. Moreover, if we
restrict to the f.d. vector spaces endowed with an inner product, we get that Reps(Ĉ)

is a ∗-tensor category. Now if u and v are Hilbert space representations, then u ⊗ v
is still a Hilbert space representation provided u ⊗ v(Ω) is a positive operator with
respect to the product form. We consider the map V̂ : Ĉ→ B(V ) defined by:

(ξ, V̂ (ω)η) = ω([ξ∗ ⊗ η])

where ω ∈ Ĉ and ξ, η ∈ V , and (·, ·) is the inner product on V . We restrict to the ca-
tegory RepV (Ĉ), which is the smallest full tensor subcategory of Reps(Ĉ) containing
V̂ . The objects of RepV (Ĉ) are the trivial representation, V̂ and all the representa-
tions of the form ω 7→ V̂ ⊗ . . .⊗ V̂ ◦∆(n)(ω), n ≥ 1. We have:

Theorem 4.4.14. RepV (Ĉ) is a tensor C∗-category.

Proof. It is sufficient to prove that V̂ ⊗ V̂ (Ω) is a positive operator on V ⊗ V . We
use the notation Ω =

∑
i ci ⊗ di. Set ξ1, ξ2 ∈ V . We have:

(ξ1 ⊗ ξ2, V̂ ⊗ V̂ (Ω)ξ1 ⊗ ξ2) =
∑
i

(ξ1, V̂ (ci)ξ1)(ξ2, V̂ (di)ξ2) =

=
∑
i

ci([ξ
∗
1 ⊗ ξ1])di([ξ

∗
2 ⊗ ξ2]) = Ω([ξ∗1 ⊗ ξ1], [ξ∗2 ⊗ ξ2]) =

= (ξ1 ⊗ ξ2, Rp2 ◦ ξ1 ⊗ ξ2) = (p2 ◦ ξ1 ⊗ ξ2, Rp2 ◦ ξ1 ⊗ ξ2) ≥ 0

using the positivity of the Wenzl’s form.
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We finally discuss the relation between the original (strict) fusion category Fl

and RepV (Ĉ). Let X = V ⊗n be regarded as an object of Fl, meaning that X is the
truncated Uq(g)-submodule of V ⊗n, endowed with a Hilbert space structure, as we
showed in the Chapter 3 of this work. We associate to X the map:

X̂ : Ĉ(G, l)→ B(X) , (φ, X̂(ω)ψ) = ω([φ∗ ⊗ ψ])

for φ, ψ ∈ V ⊗n, ω ∈ Ĉ(G, l). This formula extends the previously introduced V̂ to
all objects of Fl, and, as before, it is easily seen that X̂ is a unital *-representation of
Ĉ(G, l) on V ⊗n. One has:

X̂ = V̂ ⊗ . . .⊗ V̂ ◦∆
(n−1)
`

Hence X̂ is an object of RepV (Ĉ).

Theorem 4.4.15. The functor E : Fl → RepV (Ĉ(G, l)) sending X to X̂ and acting
identically on the arrows is a tensor ∗-equivalence.

Proof. An arrow T ∈ (X,X ′) in Fl is an intertwiner of the corresponding modules
of Uq(g). But it also lies in the arrow space (X̂, X̂ ′) of Rep(Ĉ(G, l)), as:

(φ, TX̂(ω)ψ) = (T ∗φ, X̂(ω)ψ) = ω([(T ∗φ)∗ ⊗ ψ]) =

= ω([φ∗ ◦ T ⊗ ψ]) = ω([φ∗ ⊗ Tψ]) = (φ, X̂ ′(ω)Tψ)

hence E is a functor between the stated categories, and it is easy to see that it is ac-
tually a ∗-functor since in a ∗-category the involution acts trivially on the objects.
E is obviously faithful, so we verify that it has full image. In fact, let X̂ be a
∗-representation of Ĉ. It is a routine computation to see that X = X̂ ◦ π is a ∗-
representation of Uq(g), where π : Uq(g) → Ĉ is the surjection introduced before.
So if T ∈ (X̂, X̂ ′), then TX̂(π(a)) = X̂ ′(π(a))T , and therefore T is an inter-
twiner of the corresponding Uq(g)-representations. Essential surjectivity is very easy
to prove, since the Ĉ-representation X̂ = V̂ ⊗ . . .⊗ V̂ ◦∆(n) is equivalent to E(X),
where X = pnV

⊗n. Finally, it remains to prove that E is a tensor functor. Ex-
plicitly, since Fl is strict while RepV (Ĉ) is not, we look for natural isomorphisms
EX,Y ∈ (X̂ ⊗ Ŷ , X̂ ⊗ Y ) such that:

EW,X⊗Y ◦ id
Ŵ
⊗EX,Y ◦ Φ

Ŵ ,X̂,Ŷ
= EW⊗X,Y ◦ EX,Y ⊗ id

Ŷ

For W = V ⊗m, X = V ⊗n, Y = V ⊗r, we write:

EX,Y = V̂ ⊗(n+r)(Qn,r)

and we are reduced to look for a quasi invertible Qn,r ∈ Ĉ⊗(n+r) satisfying the
intertwining relation:

Qn,r∆
(n−1)
` ⊗∆

(r−1)
` (∆(ω)) = ∆

(n+r−1)
` (ω)Qn,r

It is solved by:

Qn,r = ∆
(n+r−1)
` (I)∆

(n−1)
` ⊗∆

(r−1)
` (∆(I))
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which also allows to obtain naturality. So it remains to check that Qn,r satisfies the
tensorial equation:

Qm,n+r(Im⊗Qn,r)∆(m−1)
` ⊗∆

(n−1)
` ⊗∆

(r−1)
` (Φ) = Qm+n,r(Qm,n⊗Ir) (4.4.31)

Using now the short notation, we have that Qn,r = ωTn,r , where:

Tn,r = pn+r ◦ idn⊗Sγ ◦ pn+1 ◦ idn⊗S∗γ

and this expression shows that Qn,r is quasi invertible, so EX,Y are isomorphisms.
Furthermore ∆

(m−1)
` ⊗∆

(n−1)
` ⊗∆

(r−1)
` (Φ) corresponds to:

Sσ ⊗ Sσ′ ⊗ Sσ′′ ◦ id⊗Sγ ◦ p2 ◦ id⊗S∗γ ◦ p3 ◦ Sσ ⊗ Sσ′ ⊗ Sσ′′

and we next check the validity of the relation (4.4.31). At the left hand side we obtain:

pm+n+r ◦ 1m ⊗ Sγ ◦ pm+hγ ◦ 1m ⊗ S∗γ ◦ pm ⊗ 1n+r ◦ 1m ⊗ pn+r◦
◦1m+n ⊗ Sδ ◦ 1m ⊗ pn+hδ ◦ 1m+n ⊗ S∗δ ◦ Sσ ⊗ Sσ′ ⊗ Sσ′′◦
◦1m ⊗ Sα ◦ phσ+hα ◦ 1⊗ S∗α ◦ phσ+hσ′+hσ′′ ◦ S

∗
σ ⊗ S∗σ′ ⊗ S∗σ′′

which equals

pm+n+r ◦ 1m ⊗ Sσ′ ⊗ Sσ′′ ◦ pm+hσ′+hσ′′ ◦ 1m ⊗ S∗σ′ ⊗ S∗σ′′

by repeated use of Lemma 3.7.1 and Lemma 3.7.4. The right hand side becomes:

pm+n+r ◦ 1m+n ⊗ Sσ′′ ◦ pm+n+hσ′′ ◦ 1m+n ⊗ S∗σ′′ ◦ pm+n ⊗ pr◦
◦1m ⊗ Sσ′ ⊗ 1r ◦ pm+hσ′ ⊗ 1r ◦ 1m ⊗ S∗σ′ ⊗ 1r

which in turn equals:

pm+n+r◦1m+n⊗Sσ′′◦[pm+n+hσ′′◦(pm+n◦1m⊗Sσ′◦pm+hσ′ )⊗1hσ′′ ]◦1m⊗S
∗
σ′⊗S∗σ′′

It is easy to see that the expression in the square brackets can be rewritten as:

(pm+n ◦ 1m ⊗ Sσ′ ◦ pm+hσ′ )⊗ 1hσ′′ ◦ pm+hσ′+hσ′′

Substituting it in the right hand side formula and using the usual properties of pro-
jections we get the desired identity.

4.5 Cosemisimplicity in type A case.

Crucial in the construction we carried out in the previous pages was the cosemisim-
plicity of C(G, l). In this section we will verify it for G = SU(N). Our condition
appeals to the existence of a Haar functional on C(G, l), and of the associative fil-
tration C̃k built in this chapter. We prove the cosemisimplicity just in type A case
because it is the easiest and most common case, but maybe not so much work will be
required to prove the same result for the other Lie types (but not E8).
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4.5.1 A sufficient condition for cosemisimplicity.

It turns out useful to face the cosemisimplicity problem at the level of the filtration
C̃k, as this is a better behaved structure, in that it is provided with a multiplication. Of
course, this involves the question of non-triviality of this filtration, or, more precisely,
whether the image of M̃k

λ of Mλ in C̃k under the quotient map Ck → C̃k is a matrix
coalgebra for some k ≥ n and sufficiently many λ ∈ Λl.

Linear indipendence can be easily settled.

Proposition 4.5.1. (a) The subcoalgebras Mλ are linearly independent in C as λ
varies in Λl;
(b) M̃λ are linearly independent in C̃k as λ ∈ Λkl for all k.

Proof. It is sufficient to prove (b). (a) is easier and can be done along similar lines.
Let Vλ,n be the isotypic submodule of pnV ⊗n of type Vλ, with orthogonal com-
plement V ⊥λ,n. The subspaces V ∗λ,n ⊗ V ⊥λ,n, (V ⊥λ,n)∗ ⊗ Vλ,n, and V ∗λ,n ⊗ Vλ,n, for
n = 0, . . . , k, are linearly independent in Dk. Let Wλ denote their span. Consider
the projection Eλ : Dk →Wλ with complement:

k⊕
n=0

(V ⊥λ,n)∗ ⊗ V ⊥λ,n

The main point is that Ĩk is stable under Eλ. This can be seen noticing that Ĩk is
linearly spanned by φ∗ ⊗ Aψ − φ∗A⊗ ψ, with ψ ∈ Vλ,n and φ ∈ Vλ,m or φ ∈ V ⊥λ,n
and ψ ∈ V ⊥λ,m; and also by φ∗ ⊗ Zψ and φ∗Z ⊗ ψ, where φ ∈ Vλ,n and ψ ∈ V ⊥λ,n,
or φ ∈ V ⊥λ,n and ψ ∈ Vλ,n, or φ, ψ ∈ V ⊥λ,n. Therefore if Eλ acts on elements of these

types, then it annihilates them or it acts as the identity. Hence Eλ(Ĩk) ⊆ Ĩk.

Cosemisimplicity in the generic case was studied by means of the Haar func-
tional. We look for a generalisation of that approach to the present setting. Notice
that if one can establish that M̃k

λ is a matrix coalgebra in C̃k then Mλ is a matrix
coalgebra in C(G, `) as well, by dimension count. We shall verify cosemisimplicity
in this stronger form.

Definition 4.5.2. A linear functional h on C̃k is said to be a Haar functional if h(I) =

1 and h annihilates the subcoalgebras M̃k
λ for λ ∈ Λkl \{0}.

Obviously a Haar functional on C̃k is unique. Furthermore, if C̃k admits a Haar
functional then so does C̃h for h < k. For a given λ ∈ Λl, let deg(λ) denote the
smallest integer k such that λ ∈ Λkl , or, in other words, such that Vλ is a summand of
V ⊗k. Furthermore, set:

m(g, l) := max{deg(λ), λ ∈ Λl}

Definition 4.5.3. We will say that the pair (g, l) satisfies the cosemisimplicity condi-
tion if

(1) there is m̃ ≥ m(g, l) such that C̃m̃ admits a Haar functional,

(2) every λ ∈ Λl has a conjugate λ ∈ Λl satisfying deg(λ) + deg(λ) ≤ m̃.
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Lemma 4.5.4. Let λ ∈ Λkl have a conjugate λ ∈ Λhl such that C̃h+k admits a Haar
functional. Then M̃k

λ is a matrix coalgebra in C̃k.

Proof. Let Vλ be a summand of V ⊗n, n ≤ k. Let r : C→ Vλ ⊗ Vλ be as in (3.6.2).
The composed arrow r∗r : C → Vλ ⊗ Vλ → C is nonzero since λ ∈ Λl. More
precisely:

r∗r(1) =

N∑
i=1

(ξi,K
−1
2ρ ξi) = tr(K2ρ−1) = dim(Vλ) = N

In particular, the trivial submodule defined by r is a summand of Vλ ⊗ Vλ. But
(1 − ph+n)Vλ ⊗ Vλ can not contain a trivial submodule, as otherwise it would be
a summand, by multiplicity count. This shows that r ∈ ph+nV

⊗h+n. If a linear
combination x =

∑
i,j µi,je

λ
i,j = 0 vanishes in C̃k then h(ax) = 0 for all a ∈ C̃h,

where h is a Haar functional for C̃h+k. Now computations analogous to those at the
end of the proof of the Theorem 4.1.8 show that µi,j = 0.

Theorem 4.5.5. If (g, l) satisfies the cosemisimplicity condition in Definition 4.5.3,
then:

(a) M̃k
λ is a matrix coalgebra in C̃k for k = deg(λ),

(b) Mλ is a matrix coalgebra in C(G, l), for all λ ∈ Λl, hence C(G, l) is cosemisim-
ple:

C(G, l) =
⊕
λ∈Λl

Mλ

Proof. The proof follows from Proposition 4.5.1 and Lemma 4.5.4

4.5.2 The case G = SU(N).

The rest of the section is dedicated to the proof of the following theorem, which
concludes the main result of the paper.

Theorem 4.5.6. If g = slN then (g, l), satisfies the cosemisimplicity condition for all
N ≥ 2 and l ≥ N + 1 with m(g, l) = (N − 1)(l −N) and m̃ := m(g, l) + l − 1.

We start fixing notation of type AN−1 root systems [Humphreys]. Consider RN

with the usual euclidean inner product, and let e1, . . . , eN be the canonical orthonor-
mal basis. Consider the subspace E ⊂ RN of elements µ1e1 + · · ·+µNeN such that
µ1 + · · ·+ µN = 0. The AN−1 root system is Φ = {ei− ej , i 6= j}, the simple roots
are αi = ei− ei+1, and the fundamental weights are ωi = e1 + · · ·+ ei− i

N e, where
e := e1 + · · ·+ eN and i = 1, . . . , N − 1. The weight lattice and the dominant Weyl
chamber of (E,Φ) are respectively:

Λ = {λ = λ1e1 + · · ·+ λN−1eN−1 −
λ1 + · · ·+ λN−1

N
e, λi ∈ Z}

and:
Λ+ = {λ ∈ Λ : λ1 ≥ λ2 ≥ · · · ≥ λN−1 ≥ 0}

The highest root is θ = e1 − eN , and:

ρ =
1

2

∑
i>j

(ei − ej) =
1

2
((N − 1)e1 + . . .+ (N − 2i+ 1)ei + . . .+ (−N + 1)eN )
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In general we know that:

Λl = {λ ∈ Λ+ : 〈λ+ ρ, θ〉 < dl}

Direct computations bring to:

Λl = {λ ∈ Λ+ : λ1 < l −N + 1}, Λl = {λ ∈ Λ+ : λ1 ≤ l −N + 1}

We consider the vector representation V = Vω1 . Its weights are:

γ1 = ω1 , γi = ei −
1

N
e , i = 2, . . . , N

In the next lemmas we shall make use of the decomposition into irreducibles:

Vλ ⊗ V '
⊕
i

Vλ+γi λ ∈ Λl

in the category Tl of tilting modules, where the sum is extended to all i such that
λ+ γi ∈ Λl (Theorem 3.5.13). We derive two simple consequences.

Lemma 4.5.7. For any λ ∈ Λl, the negligible submodule Nλ of Vλ ⊗ V is non-zero
if and only if λ1 = l −N , and one has Nλ ' Vλ+ω1 .

Proof. We set λ(i) = λ+ γi when i ≥ 2. We have:

λ(i) = λ1e1+. . .+λi−1ei−1+(λi+1)ei+λi+1ei+1+. . .+λN−1eN−1−
λ1 + . . .+ λN−1 + 1

N
e

Since λ1 < l−N + 1 and λ(i) ∈ Λl \Λl if and only if λ1 = l−N + 1, we conclude
that λ(i) /∈ Λl \ Λl. We focus now on λ(1) = λ+ ω1. We have:

λ(1) = (λ1 + 1)e1 + λ2e2 + . . .+ λN−1eN−1 −
λ1 + . . .+ λN−1 + 1

N
e

Therefore λ(1) ∈ Λl \ Λl if and only if λ1 = l −N .

Lemma 4.5.8. m(slN , l) = (N − 1)(l −N).

Proof. Let λ ∈ Λl be determined by non negative integers λ1, . . . , λN−1 as above,
and let us identify λ with (λ1, . . . , λN−1). The dominant weight with coordinates all
equal to l − N lies in Λl, it is a summand of V ⊗(N−1)(l−N) and this is the smallest
possible power. This fact is merely a consequence of the decomposition Vλ ⊗ V '⊕

i Vλ+γi , with λ ∈ Λl. We need to show that every module Vλ with λ ∈ Λl is a
summand of some pnV n with n ≤ (N − 1)(l − N). Notice that (1, 0, . . . , 0), . . . ,
(λ1, 0, . . . , 0), (λ1, 1, 0, . . . , 0), . . . , (λ1, λ2, . . . , 0), . . . , (λ1, . . . , λN−1) is a se-
quence of λ1 +λ2 + · · ·+λN−1 dominant weights of Λl starting with ω1 and obtained
from one another by adding a weight of V . The fusion rules then show that Vλ is a
summand of pnV n, where n = λ1 + λ2 + · · ·+ λN−1 ≤ (N − 1)(l −N).

We next derive information on the negligible summands of V ⊗n, including the
non-canonical ones, for the bounded values of n. The following Lemma plays a
crucial role for the Haar functional.

Lemma 4.5.9. No negligible summand of V ⊗n, with n up to m̃ = m(slN , l) + l− 1,
contains the trivial module among the successive factors of its Weyl filtrations.
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Proof. A negligible summand of V ⊗n is isomorphic to a summand of:

Nn = (id−pn)V ⊗n

Furthermore the inductive procedure described in Sect. 3.7 shows that Nn is in turn
spanned by the summands:

N(prV
⊗r ⊗ V )⊗ V ⊗(n−r−1), r = 1, . . . , n− 1 (4.5.1)

where N(prV
⊗r ⊗ V ) is the canonical negligible summand of prV ⊗r ⊗ V , hence

we are reduced to show the statement for these modules. Using Lemma 4.5.7, we
know that N(prV

⊗r ⊗ V ) is completely reducible and the dominant weights of the
irreducible components are of the form λ + ω1 = (l − N + 1, λ2, . . . , λN−1). On
the other hand, the dominant weights appearing in the Weyl filtrations of (4.5.1) are
the same as those appearing in the irreducible decomposition of the corresponding
module at the level of the semisimple category Rep(g), see Prop. 3 and Remark
2 in [Sawin]. Hence we are reduced to show that the smallest integer t such that
Vλ+ω1 ⊗ V ⊗t contains the trivial module in Rep(g) satisfies:

t+ r + 1 > (N − 1)(l −N) + l − 1

where λ + ω1 has the form shown above. We compute t. For a general dominant
weight µ = (µ1, . . . , µN−1), the shortest path to the trivial module is obtained as
follows. If µN−1 > 0 we consider the path:

µ+ γN , µ+ 2γN , . . . , µ+ µN−1γN

which lowers µ to:

µ′ = (µ1 − µN−1, . . . , µN−2 − µN−1, 0)

and we have thus used µN−1 powers of V . In fact, recall that γN = eN − 1
N e. Then:

µ+ γN = µ1e1 + . . .+ µN−1eN−1 −
µ1 + . . .+ µN−1

N
e+ eN −

1

N
e =

= (µ1 − 1)e1 + . . .+ (µN−1 − 1)eN−1 −
µ1 + . . .+ µN−1 −N + 1

N
e

So previous calculation explains the expression of µ′. At this stage we need no powers
of V if µN−1 = 0. We proceed in the same way for the N − 2 coordinate and the
new weight µ′, but we now need to follow a longer path, due to vanishing of the last
coordinate, and the shortest is:

µ′ + γN−1, µ′ + γN−1 + γN , µ′ + 2γN−1 + γN , µ′ + 2γN−1 + 2γN , . . .

using 2(µN−2 − µN−1) more powers of V . Continuing in this way, we find:

t = µN−1 + 2(µN−2 − µN−1) + 3(µN−3 − µN−2) + · · ·+ (N − 1)(µ1 − µ2)

Now we know that µ = λ+ω1 and appears as dominant weight in V ⊗r+1. Therefore
µ1 + . . .+ µN−1 ≤ r + 1, so:

t+ r + 1 ≥ t+ µ1 + · · ·+ µN−1 = Nµ1 = N(l −N + 1) = (N − 1)(l −N) + l

which finally gives the desired estimate.
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Remark 4.5.10. Using the last Lemma and Lemma 4.5.7 we have:

N(prV
⊗r ⊗ V ) = 0 if r < l −N

Corollary 4.5.11. Let n ≤ m̃.

(a) en is a central element of (V ⊗n, V ⊗n),

(b) en ◦ idV q ⊗(1− pj)⊗ idV u = 0, q + j + u = n.

Proof. (a) The multiplicity of the trivial representation in pnV n is the same as that of
the classical case, by the proof of the previous lemma, hence en is the specialisation
of a central intertwiner of the generic case. (b) We know that:

en ◦ idV q ⊗(1− pj)⊗ idV u ◦pn = p0 ◦ en ◦ idV q ⊗(1− pj)⊗ idV u ◦pn

Now, using Lemma 3.7.4, we have:

p0 ◦ en ◦ idV q ⊗(1− pj)⊗ idV u ◦pn = p0 ◦ en ◦ pn − p0 ◦ en ◦ idV q ⊗pj ⊗ idV u ◦pn =

= p0 ◦ en ◦ pn − p0 ◦ en ◦ pn = 0

so en ◦ idV q ⊗(1− pj)⊗ idV u ◦pn = 0. Putting together this fact with the centrality
of en we get:

en ◦ idV q ⊗(idV j −pj)⊗ idV u = en ◦ idV q ⊗(idV j −pj)⊗ idV u ◦(idV n −pn) =

= idV q ⊗(idV j −pj)⊗ idV u ◦en ◦ (idV n −pn) = 0

We next consider the m̃-th term, C̃m̃, of the associative filtration C̃k corresponding
to C(SU(N), l). For convenience we recall that C̃m̃ = Dm̃/J̃m̃, where J̃m̃ is spanned
by elements of the form φ ⊗ A ◦ ψ − φ ◦ A ⊗ ψ, together with φ ⊗ Z ◦ ψ′, and
φ′ ◦ Z ′ ⊗ ψ, where:

A ∈ (V ⊗m, V ⊗n), Z, Z ′∗ = pq+j+u ◦ 1V q ⊗ (1− pj)⊗ 1V u

with m, n, q + j + u ≤ m̃.
We define the linear functional:

h : Dm̃ → C

setting:

h(φ⊗ ψ) = φ(enψ), φ⊗ ψ ∈ (V n)∗pn ⊗ pnV n, n ≤ m̃

where en ∈ (pnV
n, pnV

n) is the orthogonal projection onto the isotypical compo-
nent of the trivial representation.

Theorem 4.5.12. The functional h annihilates J̃m̃. Hence it gives rise to a Haar
functional on C̃m̃.

Proof. Using the centrality of en, it is clear that h annihilates elements φ ⊗ Aψ −
φA⊗ψ. Furthermore, it also annihilates elements of the form φ⊗Zψ′, φ′Z ′⊗ψ ∈ Ĩm̃

by (b) of the last Corollary.
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We finally verify the needed upper bound for deg(λ) + deg(λ) for all λ ∈ Λl. It
will be given by (c) of the following:

Proposition 4.5.13. If λ = (λ1, . . . , λN−1) ∈ Λ+ then:

(a) deg(λ) = λ1 + · · ·+ λN−1,

(b) λ = (λ1, λ1 − λN−1, λ1 − λN−2, . . . , λ1 − λ2),

(c) deg(λ) + deg(λ) = Nλ1 ≤ m̃ for λ ∈ Λl.

Proof. (a) is a classical result. Let us pass to (b). Let w0 be longest element of the
Weyl group. For slN , this is the permutation group PN and w0 is the permutation
reversing the order of (e1, . . . , eN ). Then:

λ = −w0λ = −(λ1eN + λ2eN−1 + · · ·+ λN−1e2) +
λ1 + · · ·+ λN−1

N
e =

= (λ1, λ1 − λN−1, λ1 − λN−2, . . . , λ1 − λ2)



Chapter 5

The quantum groupoid
C(SU(2), l): generators and
relations.

5.1 Representation theory of Uq(sl2) for q root of unity

We shall write down C(G, l) introduced in previous chapter by generators and re-
lations, in the case g = sl2 and l = N + 1. The presentation of Ĉ(SU2, N + 1)

will be obtained simply passing to the dual, and we will do it in a peculiar example.
The case sl2 is the most workable, since the decompositions of the tensor products
of irreducible representations are multiplicity free, and there is a canonical choice
of truncated tensor products. Our main references in this chapter are the works of
Andersen and his collaborators: [2]–[7]. For classical results about Lie theory we
refer to [32], and [35] for the quantum case. Other very useful references for specific
results about sl2 case are [25] and [70]. First of all, we recall the definition of Uq(g)

in the case g = sl2.

Definition 5.1.1. We denote by Ux = Ux(sl2) the associative, unital C(x)-algebra
generated by E, F , K, K−1 subject to the following relations:

KK−1 = K−1K = 1

EF − FE =
K −K−1

x− x−1

KE = x2EK , KF = x−2FK

(5.1.1)

It is well-known that Ux has the following Hopf *-algebra structure:

∆(E) = E ⊗ 1 +K ⊗ E , ∆(F ) = F ⊗K−1 + 1⊗ F , ∆(K) = K ⊗K
S(E) = −K−1E , S(F ) = −FK , S(K) = K−1

ε(E) = ε(F ) = 0 , ε(K) = 1

E∗ = F , F ∗ = E , K∗ = K−1

(5.1.2)

As we did in the general case, we want to specialize this definition in the case of q
root of unity. We set A = C[x, x−1] and define for all j ∈ N the j-th divided powers:

E(j) =
Ej

[j]!
, F (j) =

F j

[j]!

125
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We call UA the A-subalgebra of Ux generated by K, K−1, E(j) and F (j). We fix
now q ∈ T, where q is a root of unity of order 2N + 2, with N > 0. This means that
we will work only with even roots of unity of order ≥ 4.

Definition 5.1.2. Let q be as above, and consider C as an A-module by specializing
x to q. Then we define:

Uq = UA ⊗A C

So, the generators of Uq will be E(j) ⊗ 1 and analogously for the others, but we will
abuse notation and keep on calling them E(j) and so on.

Remark 5.1.3. It is easy to see that Uq has a Hopf structure inherited from Ux.
Moreover, since q2N+2 = 1, we have K2N+2 = 1 and EN+1 = FN+1 = 0. In fact,
EN+1 = [N + 1]!E(N+1) = 0 because [j] = 0 iff [N + 1] = 0. In this way we can
see that this approach is equivalent to the Reshetikhin-Turaev’s one, with the only
remarkable difference that we call q what they call t and q2 what they call q.

Definition 5.1.4. Let V be a Uq-module and λ be a scalar. An element v 6= 0 in V is
a highest weight vector of weight λ if Ev = 0 and Kv = λv.

Proposition 5.1.5. A non-zero Uq-module V contains a highest weight vector.

Proof. Since C is algebraically closed and V is finite-dimensional, there exists a
non-zero vector v0 and a scalar α such that Kv0 = αv0. Let n be the lowest integer
positive number such that Env0 = 0. It is at most N + 1, since EN+1 = 0. So,
setting v = En−1v0, we have that v is a highest weight vector.

Lemma 5.1.6. Let v be a highest weight vector of weight λ. Set v0 = v and vp =
1

[p]!F
pv for p > 0. Then:

Kvp = λq−2pvp , Evp =
q−(p−1)λ− qp−1λ−1

q − q−1
vp−1 , Fvp−1 = [p]vp

Proof. It is a direct consequence of (5.1.1).

Theorem 5.1.7. Let V be a Uq-module generated by a highest weight vector v of
weight λ, such that dim(V ) = n+ 1 < N + 1. Then:
(a) The scalar λ is of the form λ = εqn, where ε = ±1.
(b) Setting vp = F p

[p]!v, we have vp = 0 for p > n and, in addition, the set {v0, . . . , vn}
is a basis of V .
(c)K acting on V is diagonalizable with n+1 distinct eigenvalues {εqn, εqn−2, . . . , εq−n}.
(d) Any other highest weight vector in V is a scalar multiple of v and is of weight λ.
(e) The module V is simple.
Any simple finite-dimensional Uq-module V is generated by a highest weight vector.
Two finite-dimensional Uq-modules generated by highest weight vectors of the same
weight are isomorphic.

Proof. (a),(b) Using (5.1.1), we have that the sequence {vp}p is a sequence of eigen-
vectors for K with distinct eigenvalues, so they are linearly independent. Since V
is finite-dimensional, there has to exist a m such that vm 6= 0 and vm+1 = 0 (and
vl = 0 if l > m using the last Lemma). Hence:

0 = Evm+1 =
q−mλ− qnλ−1

q − q−1
vm
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which is equivalent to require that λ = εqm. Since dim(V ) = n + 1, m ≤ n. But
m must be n, since V is generated as a module by v0, so any element in V must
be a linear combination of vi. (c) is straightforward to prove now, using the Lemma
5.1.6 and (5.1.1). (d) Let v′ another highest weight vector. It is an eigenvector for the
action ofK; hence, it is a scalar multiple of some vi because of (c). Using once again
Lemma 5.1.6 we have that vi is killed by E iff i = 0. (e) Let V ′ be a non-zero Uq-

submodule of V and let v′ be a highest weight vector of V ′. Then v′ is also a highest
weight vector for V . By (d), v′ has to be a scalar multiple of v. Therefore v ∈ V ′.
Since v generates V , we have V ⊆ V ′, which proves that V is simple. Finally, we
can prove the last statement. Let v be a highest weight vector of V ; if V is simple,
then the submodule generated by v is necessarily equal to V . Consequently, V is
generated by a highest weight vector. If V and V ′ are generated by highest weight
vectors v and v′ with the same weight λ, then the linear map sending vi to v′i for all i
is an isomorphism of Uq-modules.

Remark 5.1.8. It is important to notice that there are two types of Uq-module Vn, of
type 1 and type −1. In the first one, the highest weight vector has eigenvalue qn, and
in the second one it has eigenvalue −qn. Kassel usual indicates them with V1,n and
V−1,n. In [R-T] there are four types: 1,−1, i,−i, since they call q our q2. Anyway,
we can just deal with type 1 modules, since V1,n and V−1,n are unitarily equivalent
as objects in a C∗-tensor category.

Proposition 5.1.9. Any simple non-zero Uq-module of dimension< N+1 is isomor-
phic to a module of the form Vn, where 0 ≤ n ≤ N − 1. Moreover, there is no simple
finite-dimensional Uq-module of dimension > N + 1.

Proof. The first statement has been proved in the Theorem 5.1.7. More effort is
required to prove the second statement. Let us assume that there exists a simple
finite-dimensional module V of dimension > N + 1. We shall prove that V has a
non-zero submodule of dimension ≤ N + 1. It is possible to prove that there exists
a non-zero eigenvector v ∈ V for the action of K such that Fv = 0. In fact, it is
well-known from the Lie theory that there exists a non-zero eigenvector v0 for the
action of K, since K is semisimple, V is finite-dimensional and C is algebraically
close. If we consider v = FNv0, it is still a K-eigenvector, and Fv = 0. We claim
that the subspace V ′ generated by {v,Ev, . . . , ENv} is a submodule of dimension
≤ N . It is enough that it is stable under the action of generators E, F and K. This is
straightforward using (5.1.1).

According to the terminology used in the Chapter 3, Vn = Vn(q) will be called
the n-th Weyl module. This is the linear space with basis ξ0, . . . , ξn and the Uq-action
defined by:

Kξk = qn−2kξk , E(j)ξk =
[n− k + j]!

[j]![n− k]!
ξk−j , F (j)ξk =

[k + j]!

[j]![k]!
ξk+j

For g = sl2 we can explicitly give the Weyl modules which generate the quotient
category. In this case we just have one simple root α. So d = 1, where d is the ratio
of the square length of a long root to a short root. Moreover, Λ+ = Z

2α, ρ = α
2 and

θ = α. Hence:
λ ∈ ΛN+1 ⇐⇒

〈
λ+

α

2
, α
〉
≤ N + 1
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Since 〈·, ·〉 is linear on the left, 〈α, α〉 = 2 and λ = k
2α (k ∈ N), we get:

λ ∈ ΛN+1 ⇐⇒ k ≤ N

and λ ∈ ΛN+1 iff k < N . So, every object in the quotient category is the direct
sum of some Weyl modules Vn, where n < N . The Weyl module V1 is the vector
representation and it is the fundamental one. VN is negligible. Now we want to know
how we can decompose Vj1 ⊗ Vj2 , when j1 + j2 ≤ N .

Theorem 5.1.10. If j1 + j2 ≤ N , then:

Vj1 ⊗ Vj2 =

min(j1,j2)⊕
p=0

Vj1+j2−2p

Proof. It is possible to prove the statement as for a generic q. All the highest weight
vectors in Vj1 ⊗ Vj2 are of the following form:

v
(j1+j2−2p)
0 =

p∑
i=0

(−1)i
[j1 − i]![j2 − p+ i]!

[j1]![j2 − p]!
qi(j1−i+1)v

(j1)
i ⊗ v(j2)

p−i

where p is an integer, 0 ≤ p ≤ min(j1, j2). It easy to see that v(j1+j2−2p)
0 has weight

qj1+j2−2p, since v(j1)
i ⊗ v(j2)

p−i has weight qj1−2i+j2−2p+2i = qj1+j2−2p. Let us prove

now that ∆(E)v
(j1+j2−2p)
0 = 0. Recall that ∆(E) = E⊗1 +K⊗E. It follows that:

∆(E)v
(j1+j2−2p)
0 =

p∑
i=0

(−1)i
[j1 − i]![j2 − p+ i]!

[j1]![j2 − p]!
qi(j1−i+1)Ev

(j1)
i ⊗ v(j2)

p−i+

+

p∑
i=0

(−1)i
[j1 − i]![j2 − p+ i]!

[j1]![j2 − p]!
qi(j1−i+1)Kv

(j1)
i ⊗ Ev(j2)

p−i =

=

p∑
i=0

(−1)i
[j1 − i+ 1]![j2 − p+ i]!

[j1]![j2 − p]!
qi(j1−i+1)v

(j1)
i−1 ⊗ v

(j2)
p−i+

+

p∑
i=0

(−1)i
[j1 − i]![j2 − p+ i+ 1]!

[j1]![j2 − p]!
q(i+1)(j1−i)v

(j1)
i ⊗ v(j2)

p−i−1 =

=

p+1∑
i=1

−(−1)i
[j1 − i]![j2 − p+ i+ 1]!

[j1]![j2 − p]!
q(i+1)(j1−i)v

(j1)
i ⊗ v(j2)

p−i−1+

+

p∑
i=0

(−1)i
[j1 − i]![j2 − p+ i+ 1]!

[j1]![j2 − p]!
q(i+1)(j1−i)v

(j1)
i ⊗ v(j2)

p−i−1 = 0

So, for all p such that 0 ≤ p ≤ min(j1, j2), there exists a non-zero morphism of
modules from Vj1+j2−2p into Vj1 ⊗Vj2 . Being Vj1+j2−2p simple, the morphism must
be an embedding into Vj1 ⊗ Vj2 , since its kernel must be zero. The submodules
Vj1+j2−2p are simple and of distinct weights, so their sum in Vj1 ⊗ Vj2 is direct.
Since their direct sum has the same dimension of Vj1 ⊗ Vj2 , we can conclude.

Now it is time to shed light about some facts that will be useful later. Considering
the last theorem, it is clear that we have two interesting bases in Vj1 ⊗ Vj2 . One is
inherited from the tensor product structure:

{v(j1)
i ⊗ v(j2)

h }0≤i≤j1,0≤h≤j2
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and the other one is inherited from the decomposition:

v
(j1+j2−2p)
k =

1

[k]!
F kv

(j1+j2−2p)
0

where 0 ≤ p ≤ min(j1, j2) and 0 ≤ k ≤ j1 + j2 − 2p. If we want to pass from
one basis to another, we need to introduce the so-called quantum Clebsch-Gordan
coefficients: [

j1 j2 j1 + j2 − 2p

i h k

]
defined for 0 ≤ p ≤ min(j1, j2) and 0 ≤ k ≤ j1 + j2 − 2p by:

v
(j1+j2−2p)
k =

∑
0≤i≤j1,0≤h≤j2

[
j1 j2 j1 + j2 − 2p

i h k

]
v

(j1)
i ⊗ v(j2)

h

We discover now some properties of these coefficients, also called quantum 3j-symbols.

Lemma 5.1.11. Fix p and k. The vector v(j1+j2−2p)
k is a linear combination of vec-

tors of the form v
(j1)
i ⊗ v(j2)

p−i+k. Therefore, we have:[
j1 j2 j1 + j2 − 2p

i h k

]
= 0

when i+ h 6= p+ k. We also have the induction relation:[
j1 j2 j1 + j2 − 2p

i h+ 1 k + 1

]
=

[i]q−(j2−2(h+1)) + [h+ 1]

[k + 1]

[
j1 j2 j1 + j2 − 2p

i h k

]
Proof. We prove this by induction on k. The assertion holds for k = 0 thanks to the
Theorem 5.1.10. Supposing:

v
(j1+j2−2p)
k =

∑
i

αiv
(j1)
i ⊗ v(j2)

p−i+k

We have:

[k + 1]v
(j1+j2−2p)
k+1 = Fv

(j1+j2−2p)
k =

=
∑
i

αi

(
Fv

(j1)
i ⊗K−1v

(j2)
p−i+k + v

(j1)
i ⊗ Fv(j2)

p−i+k

)
=

=
∑
i

αi([i+ 1]q−(j2−2(p−i+k))v
(j1)
i+1 ⊗ v

(j2)
p−i+k+

+ [p− i+ k + 1]v
(j1)
i ⊗ v(j2)

p−i+k+1) =

=
∑
i

αi

(
[i]q−(j2−2(p−i+k+1)) + [p− i+ k + 1]

)
v

(j1)
i ⊗ v(j2)

p−i+k+1

Remark 5.1.12. From the proof of the last theorem it is possible to get an explicit
formula for quantum Clesbsch-Gordan coefficients when k = 0:[

j1 j2 j1 + j2 − 2p

i p− i 0

]
= (−1)i

[j1 − i]![j2 − p+ i]!

[j1]![j2 − p]!
qi(j1−i+1)

This fact together with the induction formula allows us to calculate all the possible
quantum Clebsch-Gordan coefficients.
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We now want to express the basis {v(j1)
i ⊗v(j2)

h }i,h in terms of the basis {v(j1+j2−2p)
k }p,k.

We need to introduce an alternative scalar product on Vn when n ≤ N , in order to do
that. First of all, we need the following:

Proposition 5.1.13. There exists a unique unital algebra ∗-antiautomorphism T of
Uq such that T (E) = KF , T (F ) = EK−1 and T (K) = K. T is also a morphism
of coalgebras.

Proof. The following calculations will be sufficient to get the result:

(i) ∆(T (E)) = ∆(KF ) = K ⊗KF +KF ⊗ 1 =

= T ⊗ T (K ⊗ E + E ⊗ 1) = T ⊗ T (∆(E))

(ii) ∆(T (F )) = ∆(EK−1) = 1⊗ EK−1 + EK−1 ⊗K−1 =

= T ⊗ T (1⊗ F + F ⊗K−1) = T ⊗ T (∆(F ))

(iii) ∆(T (K)) = ∆(K) = K ⊗K = T ⊗ T (∆(K))

(iv) T (E∗) = T (F ) = EK−1 = F ∗K∗ = (KF )∗ = T (E)∗

(v) T (F ∗) = T (E) = KF = K−1∗E∗ = (EK−1)∗ = T (F )∗

(vi) T (K∗) = T (K−1) = K−1 = K∗ = T (K)∗

Theorem 5.1.14. On Vn with n ≤ N there exists a unique non-degenerate symmetric
bilinear form such that (v0, v0) = 1 and:

(xv, v′) = (v, T (x)v′) (5.1.3)

If vi = F i

[i]!v0, then:

(vi, vj) = δi,jq
−(n−i−1)i

[
n

i

]
(5.1.4)

Proof. We first assume that there exists this scalar product on Vn, and we want to
show that (vi, vj) is necessarily of the prescribed form. By definition we have:

(vi, vj) =
1

[i]!
(F iv0, vj) =

1

[i]!
(v0, T (F )ivj) =

1

[i]!
(v0, (EK

−1)ivj)

It is easy to prove that (EK−1)i = qi(i+1)K−iEi for any i > 0. Consequently, the
vector T (F )ivj is a scalar multiple of Eivj which vanishes as soon as i > j. By
symmetry, we also have (vi, vj) = 0 if i < j. Now we compute (vi, vi). We need the
formula:

Eivj =
[n− j + i]!

[n− j]!
vj−i

to compute (vi, vi). We have:

(vi, vi) =
1

[i]!
qi(i+1)(v0,K

−iEivi) =

= qi(i+1) [n]!

[i]![n− i]!
(v0,K

−iv0) =

= qi(i+1)−ni

[
n

i

]
(v0, v0)
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So, we have the uniqueness of this inner product. We need to prove now the existence.
In other words, we need to prove that the non-degenerate symmetric bilinear form
such that:

(vi, vj) = δi,jq
−(n−i−1)i

[
n

i

]
satisfies (5.1.3). It is enough to check it on the generatorsE, F andK. We will prove
it for x = E, since the other two will follow similarly. On one hand:

(Evi, vj) = [n− i+ 1](vi−1, vj) = δi−1,jq
−(n−i)(i−1) [n]!

[i− 1]![n− i]!

On the other hand:

(vi, T (E)vj) = (vi,KFvj) = qn−2(j+1)[j + 1](vi, vj+1) =

= δi,j+1q
−(n−i−1)i+n−2(j+1)[j + 1]

[n]!

[i]![n− i]!
=

= δi,j+1q
−(n−i)(i−1) [n]!

[i− 1]![n− i]!
= (Evi, vj)

Let us now equip Vj1 and Vj2 of the scalar product defined in the last Theorem.
We put on Vj1 ⊗ Vj2 the following symmetric bilinear form:

(v1 ⊗ v′1, v2 ⊗ v′2) = (v1, v2)(v′1, v
′
2) (5.1.5)

where v1, v2 ∈ Vj1 and v′1, v
′
2 ∈ Vj2 .

Lemma 5.1.15. The symmetric bilinear form (5.1.5) is non-degenerate and the basis
{v(j1)
i ⊗ v(j2)

h } is orthogonal. Moreover, ∀x ∈ Uq and w1, w2 ∈ Vj1 ⊗ Vj2 , we have:

(xw1, w2) = (w1, T (x)w2)

Proof. All the assertions are very easy to prove. Regarding the last one, it is crucial
the fact that T is a morphism of coalgebras.

The next result is what we were looking for:

Proposition 5.1.16. (a) The basis {v(j1+j2−2p)
k }p,k is orthogonal.

(b) Fix integers p, q, k, l. We have the following relations:

0 =
∑
i,j

q−i(j1−i−1)−h(j2−h−1)

[
j1
i

][
j2
h

][
j1 j2 j1 + j2 − 2p

i h k

][
j1 j2 j1 + j2 − 2q

i h l

]

when p 6= q and k 6= l, and:

∑
i,j

q−i(j1−i−1)−h(j2−h−1)

[
j1
i

][
j2
h

][
j1 j2 j1 + j2 − 2p

i h k

]2

= q−k(j1+j2−2p−k−1)

[
j1 + j2 − 2p

k

]
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(c) Given i and h, we have:

v
(j1)
i ⊗ v(j2)

h = q−i(n−i−1)−h(j2−h−1)

[
j1
i

][
j2
h

]

min(j1,j2)∑
p=0

j1+j2−2p∑
k=0

qk(j1+j2−2p−k−1)

[
j1 j2 j1 + j2 − 2p

i h k

]
[
j1 + j2 − 2p

k

] v
(j1+j2−2p)
k

(5.1.6)

Proof. (a) Arguing as in the proof of the Theorem 5.1.14 we have:

(v
(j1+j2−2p)
k , v

(j1+j2−2p)
l ) = 0

when k 6= l. We pass to the case p 6= q. First of all, we need to show that the highest
weight vectors v(j1+j2−2p)

0 and v(j1+j2−2q)
0 are orthogonal. In fact:

(v
(j1+j2−2p)
0 , v

(j1+j2−2q)
0 ) =

∑
i,h

αiβj(v
(j1)
i , v

(j1)
h )(v

(j2)
p−i , v

(j2)
q−i ) =

=
∑
i

αiβi(v
(j1)
i , v

(j1)
i )(v

(j2)
p−i , v

(j2)
q−i ) = 0

since p− i 6= q − i. It remains to prove that:

(v
(j1+j2−2p)
k , v

(j1+j2−2q)
l ) = 0

when k, l > 0. Since this form is symmetric, it is sufficient to prove it when k ≥ l.
We have:

(v
(j1+j2−2p)
k , v

(j1+j2−2q)
l ) = γ(F kv

(j1+j2−2p)
0 , v

(j1+j2−2q)
l ) =

= γ′(v
(j1+j2−2p)
0 , Ekv

(j1+j2−2q)
l )

for some scalars γ and γ′. If k > l, Ekv(j1+j2−2q)
l = 0; if k = l, then Ekv(j1+j2−2q)

k

is a scalar multiple of v(j1+j2−2q)
0 , so we are back to the previous case.

(b) We calculate (v
(j1+j2−2p)
k , v

(j1+j2−2q)
l ). It is equal to:

∑
i+h=p+k

∑
r+s=q+l

[
j1 j2 j1 + j2 − 2p

i h k

][
j1 j2 j1 + j2 − 2q

r s l

]
(v

(j1)
i , v(j1)

r )(v
(j2)
h , v(j2)

s ) =

=
∑

i+h=p+k

[
j1 j2 j1 + j2 − 2p

i h k

][
j1 j2 j1 + j2 − 2q

i h k

]
(v

(j1)
i , v

(j1)
i )(v

(j2)
h , v

(j2)
h ) =

=
∑

i+h=p+k

q−i(j1−i−1)−h(j2−h−1)

[
j1
i

][
j2
h

][
j1 j2 j1 + j2 − 2p

i h k

][
j1 j2 j1 + j2 − 2q

i h l

]

On the other hand:

(v
(j1+j2−2p)
k , v

(j1+j2−2q)
l ) = δp.qδk,lq

−k(j1+j2−2p−k−1)

[
j1 + j2 − 2p

k

]
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(c) We have:

v
(j1)
i ⊗ v(j2)

h =

min(j1,j2)∑
p=0

j1+j2−2p∑
k=0

γpkv
(j1+j2−2p)
k

for some coefficients γpk. Therefore:

γpk(v
(j1+j2−2p)
k , v

(j1+j2−2p)
k ) = (v

(j1)
i ⊗ v(j2)

h , v
(j1+j2−2p)
k ) =

=

[
j1 j2 j1 + j2 − 2p

i h k

]
(v

(j1)
i , v

(j1)
i )(v

(j2)
h , v

(j2)
h )

Applying (5.1.4) we get the explicit expression of γpk.

Now we are ready to build the quantum groupoids C(N) = C(SU2, N + 1).

5.2 General setting

In this section we set the generators and calculate how involution, counit, coproduct
and antipode act on them. Let {ψ1, ψ2} a basis of V = V1, where ψ1 is a highest
weight vector and ψ2 = Fψ1. Applying Lemma 5.1.6, we have:

Kψ1 = qψ1 , Eψ1 = 0 , Fψ1 = ψ2

Kψ2 = q−1ψ1 , Eψ2 = ψ1 , Fψ2 = 0

It is well-known that C(N) are the quotients of:

D(N) =
∞⊕
n=0

(V ⊗n)∗ ⊗ V ⊗n

All the elements in D have the form 1 ⊗ 1 and ψ∗i1 . . . ψ
∗
in
⊗ ψj1 . . . ψjn , where

ψik , ψjh ∈ {ψ1, ψ2}. Therefore the generators of C(N) are:

I = 1⊗ 1 , e1 = ψ∗1 ⊗ ψ1

e2 = ψ∗1 ⊗ ψ2 , e3 = ψ∗2 ⊗ ψ2

Let φ, ψ be in Vi. Then:
(a) Involution Since (φ∗ ⊗ ψ)∗ = ψ∗ ⊗ φ, we have:

I∗ = I , e∗1 = e1 , e∗3 = e3

and e∗2 = ψ∗2 ⊗ ψ1.

(b) Counit We know that ε(φ∗ ⊗ ψ) = (φ, ψ). So:

ε(I) = 1 , ε(e1) = 1 = ε(e3) , ε(e2) = 0

(c) Coproduct From the general theory we know that:

∆(φ∗ ⊗ ψ) =

i∑
j=0

φ∗ ⊗ ξj ⊗ ξ∗j ⊗ ψ
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where {ξj}ij=0 is a basis of Vi. So:

∆(I) = I ⊗ I , ∆(e1) = e1 ⊗ e1 + e2 ⊗ e∗2
∆(e2) = e1 ⊗ e2 + e2 ⊗ e3 , ∆(e3) = e∗2 ⊗ e2 + e3 ⊗ e3

The previous relations can be easily proved:

∆(I) = ∆(1∗ ⊗ 1) = 1∗ ⊗ 1⊗ 1∗ ⊗ 1 = I ⊗ I
∆(e1) = ∆(ψ∗1 ⊗ ψ1) = ψ∗1 ⊗ ψ1 ⊗ ψ∗1 ⊗ ψ1 + ψ∗1 ⊗ ψ2 ⊗ ψ∗2 ⊗ ψ1 =

= e1 ⊗ e1 + e2 ⊗ e∗2
∆(e2) = ∆(ψ∗1 ⊗ ψ2) = ψ∗1 ⊗ ψ1 ⊗ ψ∗1 ⊗ ψ2 + ψ∗1 ⊗ ψ2 ⊗ ψ∗2 ⊗ ψ2 =

= e1 ⊗ e2 + e2 ⊗ e3

∆(e3) = ∆(ψ∗2 ⊗ ψ2) = ψ∗2 ⊗ ψ1 ⊗ ψ∗1 ⊗ ψ2 + ψ∗2 ⊗ ψ2 ⊗ ψ∗2 ⊗ ψ2 =

= e∗2 ⊗ e2 + e3 ⊗ e3

(d) Antipode We will prove that:

S(e1) = e3 , S(e3) = e1 , S(e2) = −q−1e2 (5.2.1)

We recall how the antipode S acts on E, F and K in Uq(sl2):

S(K) = K−1 , S(E) = −K−1E , S(F ) = −FH

Moreover, we know that S acts on φ∗ ⊗ ψ in the following way:

S(φ∗ ⊗ ψ) = (jiψ)∗ ⊗ jiφ

and a ∈ Uq(sl2) acts on γ, where γ ∈ Vi, in the following way:

a · γ = S(a∗)γ

adopting the Wenzl’s notation. Let Ji be the complex conjugation map from Vi to Vi,
such that Ji(γ) = γ ∀γ ∈ Vi. It is well-known that Vi is still a Weyl module, with
dim(Vi) = dim(Vi). Therefore, by the Theorem 5.1.7, we have Vi ∼= Vi. ji is an
automorphism of Vi, and it is obtained composing Ji with Ui, where Ui is a unitary
intertwiner between Vi and Vi. We explicitly calculate j1. First of all, we write down
how K, E and F act on ψ1, ψ2:

Kψ1 = S(K∗)ψ1 = Kψ1 = q−1ψ1

Eψ1 = S(E∗)ψ1 = −FKψ1 = q−1−Fψ1 = −q−1ψ2

Fψ1 = S(F ∗)ψ1 = S(E)ψ1 = −K−1Eψ1 = 0

Kψ2 = S(K∗)ψ2 = Kψ2 = qψ2

Eψ2 = S(E∗)ψ2 = −FKψ2 = q−Fψ2 = 0

Fψ2 = S(F ∗)ψ2 = −K−1Eψ2 = −K−1ψ1 = −q−1ψ1

It is clear that the map U1 : V1 → V1 defined in the following way:

U1(ψ1) = −q−1ψ2 , U1(ψ2) = ψ1
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is a unitary intertwiner. So j1 = U1 ◦ J1 acts on the basis in the following way:

j1ψ1 = −q−1ψ2 , j1ψ2 = ψ1

Finally we obtain (5.2.1) after the following calculation:

S(e1) = (j1ψ1)∗ ⊗ j1ψ1 = (−qψ∗2)⊗ (−q−1ψ2) = ψ∗2 ⊗ ψ2 = e3

S(e3) = (j1ψ2)∗ ⊗ j1ψ2 = ψ∗1 ⊗ ψ1 = e1

S(e2) = (j1ψ2)∗ ⊗ j1ψ1 = ψ∗1 ⊗ (−q−1ψ2) = −q−1e2

It is important to notice that generators, involution, counit, coproduct and an-
tipode do not depend on the order of the root of unity. Conversely, relations on the
products will be heavily influenced by the order of the root. More precisely, let 2N+2

be the order of the primitive root of unity q. In our treatment we will distinguish three
cases:

(i) N = 1 or, in other words, q is a fourth primitive root of unity;

(ii) N = 2 or, in other words, q is a sixth primitive root of unity;

(iii) N > 2 or, in other words, q is a nth primitive root of unity, with n > 6

From now on we will use the following notation:

αγ := α⊗γ

where α, γ ∈ V1.
Moreover, we recall that in C(N) we have the following identification: if φ ∈

V
⊗n

1 , ψ ∈ V ⊗m1 and A ∈ (V
⊗n

1 , V
⊗m

1 ), then:

ψ∗ ⊗A(φ) = ψ∗ ◦A⊗ φ

We will repeatedly use this fact in the following sections.

5.3 Case (i) and (ii): q fourth and sixth root of unity

The case N = 1 is very simple to analyze. In this case, the only Weyl modules are
V0 = C and V1, and V1 is negligible. So, e1 = e2 = e3 = 0, and C(1) = CI . Let
us pass to the case N = 2. In this case, we have three Weyl modules: V0, V1 and V2,
and V2 is negligible. Since V1 ⊗ V1 = V0 ⊗ V2, we have:

V1⊗V1 = V0

We explicitly write down the decomposition of V1 ⊗ V1:

V0 = 〈ψ1 ⊗ ψ2 − qψ2 ⊗ ψ1〉
V2 = 〈ψ1 ⊗ ψ1, ψ1 ⊗ ψ2 + qψ2 ⊗ ψ1, ψ2 ⊗ ψ2〉

Since V2 is negligible, we have that:

ψ1ψ1 = 0 = ψ2ψ2 (5.3.1)

For the same reason:

ψ∗1ψ
∗
1 = (ψ1ψ1)∗ ◦R−1

= 0

ψ∗2ψ
∗
2 = (ψ2ψ2)∗ ◦R−1

= 0
(5.3.2)

Consequently:



136 The quantum groupoid C(SU(2), l): generators and relations.

Proposition 5.3.1. We have the following relations:

e2
1 = e2

2 = e2
3 = e1e2 = e2e1 = e2e3 = e3e2 = 0

Proof. It is straightforward using (5.3.1) and (5.3.2)

It remains to show the relations involving e1e3, e2e
∗
2 and e∗2e2. We introduce the

morphism A0 : V0 → V1 ⊗ V1, such that:

A0(1) = ψ1 ⊗ ψ2 − qψ2 ⊗ ψ1

Hence:

Proposition 5.3.2. We have the following relations:

e∗2e2 = e2e
∗
2 = −I

e1e3 = q−1I

Proof. Let us start with e1e3:

e1e3 = ψ∗1ψ
∗
2 ⊗ ψ1ψ2

We want to decompose ψ1 ⊗ ψ2 ∈ V1 ⊗ V1 as element in V0 ⊕ V2. We have:

ψ1 ⊗ ψ2 = λ(ψ1 ⊗ ψ2 − qψ2 ⊗ ψ1) + µ(ψ1 ⊗ ψ2 + q−1ψ2 ⊗ ψ1)

Since q is a primitive sixth root of unity, we have q + q−1 = 2 cos(π3 ) = 1. So
λ = q−1 and µ = q. Therefore:

ψ1ψ2 = ψ1⊗ψ2 = q−1(ψ1 ⊗ ψ2 − qψ2 ⊗ ψ1)

Using the morphism A0, we have:

ψ∗1ψ
∗
2 ⊗ ψ1ψ2 = ψ∗1ψ

∗
2 ⊗ q−1A0(1) = q−1ψ∗1ψ

∗
2 ◦A0 ⊗ 1 = q−11⊗ 1 = q−1I

since ψ∗1ψ
∗
2 ◦A0 is a linear functional on V0 which gives 1 on 1. We pass to e∗2e2:

e∗2e2 = ψ∗2ψ
∗
1 ⊗ ψ1ψ2

As we have just seen, ψ1ψ2 = q−1(ψ1 ⊗ ψ2 − qψ2 ⊗ ψ1). Using A0, we have:

ψ∗2ψ
∗
1 ⊗ ψ1ψ2 = ψ∗2ψ

∗
1 ⊗ q−1A0(1) = q−1ψ∗2ψ

∗
1 ◦A0 ⊗ 1 = −1⊗ 1 = −I

since ψ∗2ψ
∗
1 ◦ A0 is a linear functional on V0 which gives −q on 1. Similarly we can

prove that e2e
∗
2 = −I .

The relations that are left are the adjoint relations. In fact, ∗ is anti-multiplicative
on the products of simple tensor products, and it is enough. For instance:

e3e1 = (e1e3)∗ = (q−1I)∗ = qI

Resuming, we have the following:
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Theorem 5.3.3. C(2) is generated by two self-adjoint elements e1 and e3 and one
normal element e2. Antipode, counit, coproduct and involution are as in the previous
section. The relations are:

e2
1 = e2

2 = e2
3 = e1e2 = e2e1 = e2e3 = e3e2 = 0 (5.3.3)

e∗2e2 = e2e
∗
2 = −I (5.3.4)

e1e3 = q−1I (5.3.5)

Remark 5.3.4. It is quite easy to notice that C(2) is not associative and cannot be a
C∗-algebra. Moreover, dim(C(2)) = 5, with {I, e1, e2, e

∗
2, e3} as linear basis. The

dimension of C(2) of course agrees with the general theory exposed in the previous
chapter.

We can also present Ĉ(2) as generators and relations.

(a) Generators The generators will be:

η0 = Î and ηi = êi, i ∈ {1, 2, 3}

where êi(ej) = δi,j and êi(I) = 0.

(b) Involution We know that, if f ∈ Ĉ(2), we have:

f∗(a) = f(a∗)

where a ∈ C(2). Applying the last formula to ηi, we get:

η∗0 = η0 , η∗1 = η1 , η∗3 = η3

while η∗2 = ê2
∗ = ê∗2.

(c) Counit We know that ε̂(f) = f(I). So:

ε̂(η0) = η0(I) = 1

ε̂(ηi) = ηi(I) = 0

(d) Coproduct The general formula is:

∆̂(f)(a⊗ b) = f(ab)

where f ∈ Ĉ(2) and a, b ∈ C(2). So:

∆̂(η0) = η0 ⊗ η0 + η1 ⊗ η3 + η3 ⊗ η1 + η∗2 ⊗ η2 + η2 ⊗ η∗2
∆̂(ηi) = η0 ⊗ ηi + ηi ⊗ η0 ∀i ∈ {1, 2, 3}

(e) Antipode From the general theory we know that:

(Ŝ(f))(a) = f(S(a))

where f ∈ Ĉ(2) and a ∈ C(2). So:

Ŝ(η0) = η0 , Ŝ(η1) = η3 , Ŝ(η3) = η1

Ŝ(η2) = −q−1η2
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(f) Products It is well-known that:

fg(a) = f ⊗ g(∆(a))

where f, g ∈ Ĉ(2) and a ∈ C(2). So:

η2
0 = η0 , η2

1 = η1 , η2
2 = 0 , η2

3 = η3

η0ηi = 0 = ηiη0 ∀i ∈ {1, 2, 3}
η1η3 = η3η1 = η2η1 = η3η2 = 0

η1η2 = η2 , η2η3 = η2 , η∗2η2 = η3 , η2η
∗
2 = η1

It is easy to see that the unit in Ĉ(2) is Ĩ = η0 + η1 + η3.

5.4 Case (iii): q nth primitive root of unity, with n > 6

Let n be 2N + 2, with N > 2. As we saw before, the Weyl modules are V0, . . . , VN ,
and VN is negligible. Moreover:

dim(C(N)) =

N∑
i=1

i2 =
1

6
N(N + 1)(2N + 1)

The next result give us the commutation relations on our algebra. They do not depend
on N > 2:

Theorem 5.4.1. We have the following relations for all N ∈ N, with N > 2:

(i) e2e1 = q−1e1e2

(ii) e3e2 = q−1e2e3

(iii) e∗2e2 = e2e
∗
2

(iv) e∗2e1 = q−1e1e
∗
2

(v) e3e
∗
2 = q−1e∗2e3

(vi) e2e
∗
2 = q−1e1e3 − q−1I

(vii) e3e1 = q−2e1e3 + (1− q−2)I

Proof. Remember that V1⊗V1 = V0⊕V2, and we have the following decomposition:

V0 = 〈ψ1 ⊗ ψ2 − qψ2 ⊗ ψ1〉
V2 = 〈ψ1 ⊗ ψ1, ψ1 ⊗ ψ2 + qψ2 ⊗ ψ1, ψ2 ⊗ ψ2〉

In comparison with the case (ii), we don’t have any truncation here, so V ⊗2
1 = V ⊗2

1 .
Let A0 ∈ (V0, V

⊗2
1 ) be a morphism, where A0(1) = ψ1ψ2 − qψ2ψ1. Therefore:

ψ∗1ψ
∗
1 ⊗ (ψ1ψ2 − qψ2ψ1) = ψ∗1ψ

∗
1 ⊗A0(1) = ψ∗1ψ

∗
1 ◦A0 ⊗ 1 = 0

Consequently we get e1e2 − qe2e1 = 0. Similarly:

ψ∗2ψ
∗
2 ⊗ (ψ1ψ2 − qψ2ψ1) = ψ∗2ψ

∗
2 ⊗A0(1) = ψ∗2ψ

∗
2 ◦A0 ⊗ 1 = 0
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In this way we get e∗2e3 − qe3e
∗
2 = 0. So we have proved (i) and (v), and (ii) and (iv)

immediately follow using the adjoint map. Going on with the same calculations, we
have:

ψ∗1ψ
∗
2 ⊗ (ψ1ψ2 − qψ2ψ1) = ψ∗1ψ

∗
2 ⊗A0(1) = ψ∗1ψ

∗
2 ◦A0 ⊗ 1 = 1⊗ 1

So e1e3 − qe2e
∗
2 = I , getting (vi). In the same way, taking ψ∗2ψ

∗
1 in place of ψ∗1ψ

∗
2 ,

we obtain e∗2e2 − qe3e1 = −qI . Now, taking the adjoint of the relation (v), we have:

e3e1 − q−1e2e
∗
2 = I =⇒ e3e1 = q−1e2e

∗
2 + I

Hence:

−qI = e∗2e2 − qe3e1 = e∗2e2 − q(q−1e2e
∗
2 + I) = e∗2e2 − e2e

∗
2 − qI

So e∗2e2 = e2e
∗
2. It remains to prove the relation (vii). Using (vi) and its the adjoint

relation we have:

e3e1 = q−1e2e
∗
2 + I = q−2e1e3 − q−2I + I = q−2e1e3 + (1− q−2)I

Before going on, we need a very useful result about the representation theory of
Uq(sl2). We need the following definition:

Definition 5.4.2. Let I(N)
p the set whose elements are the maps i : {1, . . . , N} →

{1, 2}, with |i−1(2)| = p. σ(i) is the minimum number of exchange we have to do
in order to pass from the ordered set {1, . . . , 1, 2, . . . , 2} to {i(1), . . . , i(N)}.

Proposition 5.4.3. VN is the summand with the highest index in the decomposition
of V ⊗N1 into the direct sum of irreducible representations, and its multiplicity is 1.
v

(N)
0 = ψ⊗N1 is the highest weight vector, and:

F p

[p]!
v

(N)
0 = v(N)

p =
∑
i∈I(N)

p

q−σ(i)ψi(1) ⊗ . . .⊗ ψi(N)

Proof. The first part of the Proposition can be proved by induction. If N = 1 the
result is obvious. Suppose that the result is true for Vk, with 0 < k < N , and we
prove it for N :

V ⊗N1 = V ⊗N−1
1 ⊗ V1 =

 ⊕
k≤N−2

Vk ⊕ VN−1

⊗ V1 =

=

 ⊕
k≤N−2

Vk ⊗ V1

⊕ (VN−1 ⊗ V1) =

 ⊕
k′≤N−1

Vk′

⊕ (VN−2 ⊕ VN ) =

=
⊕

k′′≤N−1

Vk′′ ⊕ VN

using the theorem we proved before. It is quite easy to see that Kv0 = qNv0, using
that ∆(N)(K) = K⊗N . Now we prove that Ev0 = 0. We can proceed by induction.
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If N = 1, obviously Eψ1 = 0, since ψ1 is the highest weight vector of V1. If it is
true for N − 1, let’s prove it for N :

Eψ⊗N1 = Eψ⊗N−1
1 ⊗ ψ1 +Kψ⊗N−1

1 ⊗ Eψ1 = 0

It remains to prove the last statement. Before, we need to prove the following identity.
If p ≥ 1:

v(N)
p = v

(N−1)
p−1 ⊗ v(1)

1 + q−pv(N−1)
p ⊗ v(1)

0 (5.4.1)

We proceed by induction on p. If p = 1:

v
(N)
1 = Fv

(N)
0 = F (ψ⊗N−1

1 )⊗K−1ψ1 + ψ⊗N−1
1 ⊗ Fψ1 =

= q−1F (ψ⊗N−2
1 )⊗K−1ψ1 ⊗ ψ1 + q−1ψ⊗N−2

1 ⊗ Fψ1 ⊗ ψ1 + ψ⊗N−1
1 ⊗ ψ2 =

= q−2F (ψ⊗N−2
1 )⊗ ψ⊗2

1 + q−1ψ⊗N−2
1 ⊗ ψ2 ⊗ ψ1 + ψ⊗N−1

1 ⊗ ψ2 =

= . . . =

N−1∑
j=0

q−jψ⊗N−j−1
1 ⊗ ψ2 ⊗ ψ⊗j1 =

∑
i∈I(N)

1

q−σ(i)ψi(1) ⊗ . . .⊗ ψi(N)

On the other side:

v
(N−1)
0 ⊗ v(1)

1 + q−1v
(N−1)
1 ⊗ v(1)

0 =

= ψ⊗N−1
1 ⊗ ψ2 + q−1

N−2∑
j=0

q−jψ⊗N−j−2
1 ⊗ ψ2 ⊗ ψ⊗j1

⊗ ψ1 =

=
N−1∑
j=0

q−jψ⊗N−j−1
1 ⊗ ψ2 ⊗ ψ⊗j1

Now, we need to prove the induction step. We need the following identity:

q[p− 1] + q−(p−1) = [p]

which can be easily proved:

q[p− 1] + q−(p−1) = q
qp−1 − q−(p−1)

q − q−1
+ q−(p−1) =

=
qp − q−p+2 + q−p+2 − q−p

q − q−1
= [p]

At this stage it is easy to prove that, if (5.4.1) is true for p− 1, then it is true for p:

v(N)
p =

F

[p]
v

(N)
p−1 =

F

[p]
(q−(p−1)v

(N−1)
p−1 ⊗ v(1)

0 + v
(N−1)
p−2 ⊗ v(1)

1 ) =

=
1

[p]
(q−p[p]v(N−1)

p ⊗ v(1)
0 + q−(p−1)v

(N−1)
p−1 ⊗ v(1)

1 + q[p− 1]v
(N−1)
p−1 ⊗ v(1)

1 ) =

= q−pv(N−1)
p ⊗ v(1)

0 + v
(N−1)
p−1 ⊗ v(1)

1

Now we can conclude. We proceed again by induction on N , proving that:

v(N)
p =

∑
i∈I(N)

p

q−σ(i)ψi(1) ⊗ . . .⊗ ψi(N)
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If N = 1 it is obvious. We suppose that it is true for N − 1, and we prove it for N :

v(N)
p = v

(N−1)
p−1 ⊗ v(1)

1 + q−pv(N−1)
p ⊗ v(1)

0 =

=

 ∑
i∈I(N−1)

p−1

q−σ(i)ψi(1) ⊗ . . .⊗ ψi(N−1)

⊗ ψ2+

+ q−p

 ∑
i∈I(N−1)

p

q−σ(i)ψi(1) ⊗ . . .⊗ ψi(N−1)

⊗ ψ1

and it is easy to see that this is exactly what we want to prove.

Lemma 5.4.4.

v
(n)
l

∗
= ql(n−l)−

n(n−1)
2

∑
i∈I(n)l

q−σ(i)ψ∗i(1) . . . ψ
∗
i(n)

where v(n)
l

∗
= (v

(n)
l , ·) is a functional on V ⊗n1 .

Proof. We need to understand how R
(n) acts on:

w = v
(n)
l =

∑
i∈I(n)l

q−σ(i)ψi(1) . . . ψi(n)

We follow what we did in Appendix [CP]. From there, it is well-known that R(n)
=

R(n)Θ(n), where Θ(n) acts as scalar multiplication by:

q
1
2
n(α

2
+α)− 1

2
(n
2
α+α,n

2
α) = q

n(n−1)
4

Moreover,
R(n) = Σn ◦ εn−1 ◦ (εn−2εn−1) ◦ . . . ◦ (ε1 . . . εn−1)

where εi = q−
1
2 gi and gi = 1i−1⊗g⊗1n−i−1. g ∈ (V ⊗2

1 , V ⊗2
1 ) acts in the following

way:

gψ1 ⊗ ψ1 = qψ1 ⊗ ψ1

gψ2 ⊗ ψ2 = qψ2 ⊗ ψ2

gψ2 ⊗ ψ1 = ψ1 ⊗ ψ2

gψ1 ⊗ ψ2 = ψ2 ⊗ ψ1 + (q − q−1)ψ1 ⊗ ψ2

It is easy to prove that giw = qw, so putting everything together we get:

R
(n)
w = q

n(n−1)
4 R(n)w =

= Σn ◦ gn−1 ◦ . . . ◦ (g1 . . . gn−1)w =

= q
n(n−1)

2 Σnw = q
n(n−1)

2 w̃

where:
w̃ =

∑
i∈I(n)l

qσ(i)−l(n−l)ψi(1) . . . ψi(n)



142 The quantum groupoid C(SU(2), l): generators and relations.

Now we want to write w∗ in terms of ψ∗i(1) . . . ψ
∗
i(n). Roughly speaking, we look for

an explicit expression of λi, where:

w∗ =
∑
i∈I(n)l

λiψ
∗
i(1) . . . ψ

∗
i(n)

We obtain it after the following calculation:

λi0 =
∑
i

λiψ
∗
i(1) . . . ψ

∗
i(n)(ψi0(1) . . . ψi0(n)) =

= w∗(ψi0(1) . . . ψi0(n)) =

(∑
i

q−σ(i)ψi(1) . . . ψi(n), R
(n)

(ψi0(1) . . . ψi0(n))

)
p,n

=

=

(
R

(n)∑
i

q−σ(i)ψi(1) . . . ψi(n), ψi0(1) . . . ψi0(n)

)
p,n

=

=

(∑
i

q
n(n−1)

2
+σ(i)−l(n−l)ψi(1) . . . ψi(n), ψi0(1) . . . ψi0(n)

)
p,n

=

= ql(n−l)−
n(n−1)

2
−σ(i0)

Proposition 5.4.5. We have the following relations on C(N):

(i) eNi = 0 ∀i ∈ {1, 2, 3}

(ii) ek1e
N−k
2 = ek1e

∗
2
N−k = ek2e

N−k
3 = e∗2

keN−k3 = 0 ∀k ∈ {0, . . . , N − 1}

Proof. Using the Prop. 5.4.3, v(N)
0 = ψ⊗N1 and v(N)

N = ψ⊗N2 . Since VN is negligible,
ψN1 = ψN2 = 0 and:

ψ∗1 . . . ψ
∗
1 = (ψ1 . . . ψ1)∗ ◦R(n)−1

= 0 = (ψ2 . . . ψ2)∗ ◦R(n)−1
= ψ∗2 . . . ψ

∗
2

Using this facts, it is straightforward to prove the above identities.

It remains to discover the relations involving eh1e
j
2e
k
3 and eh1e

∗
2
jek3 when h + j +

k = N and hk 6= 0:

Proposition 5.4.6. We have the following relations on eh1e
j
2e
k
3 and eh1e

∗
2
jek3 when

h+ j + k = N and hk 6= 0:

eh1e
j
2e
k
3 =

min(h,k)∑
l=1

Cle
h−l
1 ej2e

k−l
3

where Cl ∈ C ∀l ∈ {1, . . . ,min(h, k)}. We have analogous relations replacing e2

by e∗2.

Proof. It is well-known that:

eh1e
j
2e
k
3 = ψ∗1

h+jψ∗2
k ⊗ ψh1ψ

j+k
2

We focus now on ψ⊗h1 ⊗ ψ⊗j+k2 . It is an element in V ⊗N1 , but more precisely we
can see it as an element in V ⊗h1 ⊗ V ⊗j+k1 , where ψ⊗h1 ∈ V ⊗h1 and ψ⊗j+k2 ∈ V ⊗j+k1 .
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Using the previous proposition, we have that ψ⊗h1 is the highest weight vector in
Vh ↪→ V ⊗h1 and ψ⊗j+k2 is the lowest weight vector in Vj+k ↪→ V ⊗j+k1 . So:

ψ⊗h1 ⊗ ψj+k2 = v
(h)
0 ⊗ v(j+k)

j+k ∈ Vh ⊗ Vj+k ↪→ V ⊗N

Using the Theorem 5.1.10, we know that:

Vh ⊗ Vj+k =

min(h,j+k)⊕
p=0

VN−2p

Using (5.1.6), we have:

v
(h)
0 ⊗ v(j+k)

j+k =

min(h,j+k)∑
p=0

dpv
(N−2p)
j+k−p = d0v

(N)
j+k + . . .+ dj+k−min(h,j+k)v

(|h−j−k|)
0

where:

dp = qj+k+(j+k−p)(h−p−1)

[
h j + k N − 2p

0 j + k j + k − p

]
[
N − 2p

j + k − p

]
So, if we consider the truncated product ψh1ψ

j+k
2 , we have:

ψh1ψ
j+k
2 =

min(h,j+k)∑
p=1

dpv
(N−2p)
j+k−p = d1v

(N−2)
j+k−1 + . . .+ dj+k−min(h,j+k)v

(|h−j−k|)
0

We can now use the map:

Ah,j+kN−2p : V
⊗N−2p

1 → VN−2p ↪→ Vh ⊗ Vj+k ↪→ V
⊗N

1

where
Ah,j+kN−2p|VN−2p

= id

and 0 elsewhere. Using the Prop. 5.4.3, we know that:

v
(N−2p)
j+k−p =

∑
h∈I(N−2p)

j+k−p

q−σ(i)ψi(1) . . . ψi(N−2p)

In particular, |i−1(1)| = h− p and |i−1(2)| = j + k − p. It is easy to see now that:

ψ∗1
h+jψ∗2

k ◦AN−2p = (v
(N−2p)
k−p )∗

if k ≥ p, and 0 otherwise. After an easy calculation we have:

min(min(h, j + k), k) = min(h, k)

So:

ψ∗1
h+jψ∗2

k ⊗ ψh1ψ
j+k
2 =

min(h,k)∑
p=1

dp(v
(N−2p)
k−p )∗ ⊗ v(N−2p)

j+k−p =

=

min(h,k)∑
p=1

dp
∑

i∈I(N−2p)
k−p ,j∈I(N−2p)

j+k−p

ci,jψ
∗
i(1) . . . ψ

∗
i(N−2p) ⊗ ψ

∗
j(1) . . . ψ

∗
j(N−2p)
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where ci,j = q(k−p)(h+j−p)−σ(i)−σ(j)− (N−2p)(N−2p−1)
2 . Using the commutation rules

we can reorder the above summation, obtaining:

ψ∗1
h+jψ∗2

k ⊗ ψh1ψ
j+k
2 =

min(h,k)∑
p=1

Cpψ
∗
1
h+j−pψ∗2

k−p ⊗ ψh−p1 ψj+k−p2

Remark 5.4.7. We are not able to give a concrete and explicit formula for Cl, but
following the proof of the previous theorem it is easy to understand what is the pro-
cedure in order to obtain them.

Corollary 5.4.8. The relations showed above together with the commutation rules
are all the possible relations on C(N), and the following set is a linear basis of
C(N):

B ={ei1e
j
2e
k
3|i, j, k ∈ {0, . . . , N − 1}, i+ j + k < N}∪

∪{ei1e∗2
jek3|i, k ∈ {0, . . . , N − 2}, j ∈ {1, . . . , N − 1}, i+ j + k < N}

Proof. Using the relations we found, it is easy to see that all the (non-commutative)
monomials in e1, e2, e

∗
2, e3 are linear combinations of the monomials ei1e

j
2e
k
3 and

ei1e
∗
2
jek3 . If i + j + k = N , then ei1e

j
2e
k
3 and ei1e

∗
2
jek3 are equals to a linear com-

binations of monomials of degrees lower than N , because of truncation relations.
If:

|B| =
N∑
i=1

i2

then we can conclude for a dimensional argument. It is sufficient to count how many
elements of the type ei1e

j
2e
k
3 and ei1e

∗
2
jek3 we have for fixed j > 0 and n = i+ j + k.

Elements of the first type are n− j + 1 since i ∈ {0, . . . , n− j} and k is completely
determined by i and j, and the same for the element of the second type. So, if we
sum on j = 1, . . . , n, we have:

n∑
j=1

2(n− j + 1) = 2[n2 − (
n∑
i=1

j) + n] = 2[n2 − n(n+ 1)

2
+ n] = n(n+ 1)

It remains the case when j = 0. In this case we only have elements of the first type,
and they are n+1. Therefore, the elements ofB of degree n are n(n+1)+(n+1) =

(n+ 1)2. Now, summing up on n we have:

|B| =
N−1∑
n=0

(n+ 1)2 =
N∑
i=1

i2

putting i = n+ 1. In this way we obtain the desired result.
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[11] G. Böhm, K. Szlachanyi: A coassociative C∗–quantum group with noninte-
gral dimensions, Lett. Math. Phys., 38 (1996), 437–456.
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