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Abstract. This paper deals with the elastic energy induced by systems of straight
edge dislocations in the framework of linearized plane elasticity. The dislocations are
introduced as point topological defects of the displacement-gradient fields. Following
the core radius approach, we introduce a parameter ε > 0 representing the lattice
spacing of the crystal, we remove a disc of radius ε around each dislocation and
compute the elastic energy stored outside the union of such discs, namely outside the
core region. Then, we analyze the asymptotic behaviour of the elastic energy as ε→ 0,
in terms of Γ-convergence. We focus on the self energy regime of order log 1

ε ; we show
that configurations with logarithmic diverging energy converge, up to a subsequence,
to a finite number of multiple dislocations and we compute the corresponding Γ-limit.
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1. Introduction

Dislocations are the most common defects in crystals and their presence is considered the
main mechanism of plastic deformations in metals. There are several classical phenomeno-
logical models for plasticity that account for the presence of dislocations at different scales.
In the recent years there has been a considerable effort in the derivation and improvement
of these models starting from more fundamental microscopic models, describing single dislo-
cation lines and their collective behaviour. The complexity of the phenomenon makes very
hard to apply classical technics to perform a rigorous analysis and in many cases requires to
develop new arguments. The purpose of this paper is to contribute to the research in this
direction in the context of variational (static) models.

Dislocations are modeled as lines to which is associated a vector called the Burgers vector.
Straight dislocations are classified into two main types: edge if the Burgers vector is orthog-
onal to the dislocation line, and screw if it is parallel. Dislocations found in real materials
typically are mixed, meaning that they might be not straight and have characteristics of both
types.

This paper deals with energy minimization methods proposed to model static elastic prop-
erties of edge dislocations. More precisely, we study the asymptotic behaviour of the elastic
energy induced by a system of straight edge dislocations, as the atomic scale ε tends to zero.
We focus on a low-energy regime, corresponding to a finite number of defects.

We consider the setting of plane elasticity. In this setting the elastic body is assumed
to have a cylindrical symmetry, so that the mathematical formulation involves only a two-
dimensional problem set on the cross section Ω of the crystal. In classical linear elasticity,
a planar displacement is a regular vector field u : Ω → R2. The equilibrium equations have
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the form DivC[e(u)] = 0, where e(u) := 1
2(∇u + (∇u)T) is the infinitesimal strain tensor,

and C is a linear operator from M2×2 into itself usually referred to as the elasticity tensor,
incorporating the material properties of the crystal. It satisfies

(1.1) c1|ξsym|2 ≤ 1

2
C ξ : ξ ≤ c2|ξsym|2 for any ξ ∈M2×2,

where c1 and c2 are two given positive constants and ξsym := 1
2(ξ + ξT). The corresponding

elastic energy, in absence of dislocations, is given by

(1.2)

∫
Ω
W (β) dx,

where β = ∇u is the displacement gradient field and W (ξ) = 1
2C ξ : ξ = 1

2C ξ
sym : ξsym is the

elastic energy density.
We now describe the presence of edge dislocations in our model assuming that they are

straight line orthogonal to the cross section Ω. We work in a continuum setting, but disloca-
tions have a microscopic nature, so that their definition involves discrete quantities, having
memory of the lattice structure of the crystal. According to the so-called discrete dislocation
model, we identify each dislocation line with its intersection xi with Ω and a vector ξi ∈ S.
Here S is a discrete lattice representing the class of all the horizontal translations under which
the crystal is invariant. It is generated by a set S := {v1, v2} ⊂ R2, where vi are called prim-
itive vectors, i.e., S = span ZS (we are implicitly assuming that Ω lies on a slip plane of the
crystal). Accordingly, a configuration of dislocations can be represented by a vector valued
measure µ =

∑
i ξ
iδxi , where xi ∈ Ω and ξi ∈ S. It turns out, by our analysis (see Remark

6.1) that the relevant configurations, i.e., optimal in energy, exploit only a finite subset B
of S with S = span ZB. We identify this class B with the class of Burgers vectors of the
crystal. The Burgers vectors in B are determined only by S and by the elasticity tensor C.
They are the translations in S that store less energy (see Definition 2.3), and hence represent
the preferred slip directions of the crystal. This notion agrees (at least in the isotropic case),
with the standard notion of the Burgers vectors in crystallography as the translations in S
with minimal length.

The class of admissible fields β associated with any configuration of dislocations µ is given
by the matrix valued fields whose circulation around the dislocations xi is equal to ξi. These
fields by definition have a singularity at each xi and are not in L2(Ω;M2×2). To set up a
variational formulation we then follow the so called core region approach. More precisely,
we introduce a scale parameter ε, proportional to the lattice spacing of the crystal, and we
compute the energy outside the core region ∪iBε(xi). Indeed, considerations at a discrete
level show that the elastic energy stored in the core region can be neglected. Since the
elastic distortion due to the presence of dislocations decays as the inverse of the distance from
dislocations, it is commonly accepted in the literature that the linearized elasticity provides
a good approximation of the stored elastic energy outside the core region (see [23] for a
justification of these arguments in terms of Γ-convergence). We are now in a position to
introduce the elastic energy induced by an arbitrary configuration of dislocations µ and an
admissible field β

(1.3) Eε(µ, β) :=

∫
Ωε(µ)

W (β) dx, (Ωε(µ) := Ω \
⋃
i

Bε(x
i)).
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By minimizing the elastic energy (1.3) among all admissible fields, we obtain the elastic
energy induced by µ.

This variational formulation has been considered in [6] by Cermelli and Leoni who study
the limit of the elastic energy induced by a fixed configuration of dislocations as the atomic
scale ε tends to zero. They exploit the analogy between this formulation and the core radius
approach for vortices in superconductivity described in [5]. In particular they show that
a finite number of dislocations has an elastic energy of order log 1

ε . In the framework of Γ-
convergence, the asymptotic analysis as ε→ 0 has been done in [18] in the scalar case of screw
dislocations. It is proved that (up to the logarithmic pre-factor) the limit energy is given, as
in the Ginzburg-Landau setting (see [16]), by the number of defects. Such energy is called
the self energy, since each dislocation gives a quantum of energy, whose density concentrates
around its core. This equivalence of vortices and screw dislocations can be pushed to any
| log ε|h energy regime and justified in terms of Γ-convergence (see [2]). Note that in the
regimes | log ε|h, h > 1 , the number of defects Nε increases, tending to infinity as ε→ 0, and
the interaction between singularities becomes relevant; in the critical | log ε|2 energy regime
(that corresponds to Nε ≈ log 1

ε ), the two effects of interaction energy and self-energy are
balanced. In the context of vortices this regime has been first analyzed in [22] and [17] for the
2-dimensional Ginzburg-Landau energy and recently considered by [4] in the 3-dimensional
setting. The vectorial case of edge dislocations in the critical | log ε|2 energy regime has been
considered in [12] under the assumption that the dislocations are well separated. The limit
energy is of the form

(1.4)

∫
Ω
W (β) dx+

∫
Ω
ϕ

(
dµ

d|µ|

)
d|µ|,

where ϕ is a positively 1-homogeneous density function defined by a suitable cell problem
formula, determined only by the elasticity tensor C and the geometric structure of the crys-
tal. This structure of the limit energy is set in the framework of so called strain gradient
theories for plasticity (see [11],[14], and [8]). We remark that in the vectorial case of edge
dislocations, although there is still a strong analogy with the Ginzburg-Landau setting, the
precise relation between the two frameworks appears less clear. Indeed, in the asymptotics of
edge dislocations, relaxation effects, that are encoded in the definition of ϕ, take place. More-
over, the fact that the energy is not coercive, depending only on the symmetric part of the
strain, introduces specific difficulties in the analysis. In particular compactness of sequences
with bounded energy is a challenging task. In [12] this problem was bypassed assuming well
separation of dislocations.

In this paper, we study the asymptotic behaviour of the elastic energy induced by edge
dislocations in terms of Γ-convergence, in the self energy log 1

ε regime, without assuming the
dislocations to be fixed, uniformly bounded in mass nor well separated. In order to perform
this analysis we first introduce the rescaled energy associated with µ

Fε(µ) :=
1

log 1
ε

(
min
β
Eε(µ, β) + |µ|(Ω)

)
.

The term |µ|(Ω) represents the energy stored in the core region. Computations at a discrete
level (see [18]) show that such energy is indeed of order 1. We remark that this term is
essential in order to have a meaningful energy Fε(µ); indeed, without the core energy any
configuration µ such that Ωε(µ) = ∅ would induce no energy. On the other hand, even if this
term is essential, its specific choice does not affect the Γ-limit (see [18]). In this respects, it
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plays a role similar to the double well potential in Ginzburg-Landau functionals. In Theorem
2.4 we prove that the Γ-limit of the functionals Fε is given by the functional

F(µ) :=

∫
Ω
ϕ
( dµ

d|µ|

)
d|µ|,

where ϕ is obtained through a cell problem formula as for (1.4). The main difficulty in this
analysis is to prove compactness properties for sequences with bounded energy. Indeed, it
turns out that the elastic energy of a given distribution of dislocations does not control the
number of dislocations due to the possible presence of many short dipoles that may have very
small energy. This means that almost minimizers are not precompact in general with respect
to the weak∗ topology. Therefore, it seems natural to perform the analysis using a weaker
topology for which annihilating dipoles converge to zero; this is the flat topology, that is the
weak star topology in the dual of the space of Lipschitz continuous functions (see Section 2).
These considerations are nowadays very well understood in the context of vorticity modeled
by Ginzburg-Landau functionals (see e.g., [5], [15], [17], [19], [20], [22], [1]).

A very efficient tool for lower bounds and compactness for the Ginzburg-Landau functionals
is the ball construction, for which we refer to [19]. The idea of the ball construction is to build a
family of growing and merging balls, that identify a family of annuli, where most of the energy
is concentrated. In our setting of plane elasticity we have to deal with an extra difficulty:
in our lower bounds we need Korn’s inequality in such annuli, and clearly we need uniform
constants. It means that we have to perform the ball construction avoiding too tiny annuli
(where the Korn’s constant blows up). This will be done in Section 3 where we construct an
ad hoc discrete version of the ball construction. Once this ball construction is done, we deduce
a lower bound with a pre-factor error due to the use of Korn’s inequality. Then, compactness
is easily deduced in Section 4 using arguments similar to [20] (see also [18]). Finally, to get
the Γ-liminf inequality we have to get rid of these Korn’s constants, estimating the energy
on fat annuli of the type BR(x) \ Br(x) with R/r → +∞ as ε → 0. To this end we have
first to suitably remove clusters of dipoles. After this procedure we end up with a finite (i.e.,
independent of ε) number of clusters of dislocations, concentrated around the support of the
limit configuration µ. In view of this preliminary analysis, we can easily find the required
annuli where the energy concentrates, providing the optimal lower bound. This will be done
in Section 5. Finally, in Section 6 we provide the upper bound, concluding the proof of our
Γ-convergence result.

2. The main result

In this section we state the main result of the paper and introduce the required preliminaries
and notations. We recall that Ω is a bounded open subset of R2 with Lipschitz continuous
boundary, which represents a cross section of the cylindrical crystal.

Let S := {v1, v2} ⊂ R2 be such that S := span ZS is a discrete lattice, representing the
class of horizontal slips (translations) under which the crystal is invariant. For instance, in
the case of cubic crystals we would choose S = {e1, e2}, while for fcc crystals S can be chosen

as S = {e1,
1
2e1 +

√
3

2 e2}.
The space of finite distributions of edge dislocations X is given by

X := {µ ∈M(Ω,R2) : µ =

N∑
i=1

ξiδxi , N ∈ N, xi ∈ Ω, ξi ∈ S},
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whereM(Ω,R2) denotes the set of vector valued Radon measures on Ω. Each of the point xi

in the support of µ represents the cross section of a straight line dislocation with the domain
Ω and the corresponding ξi its vector multiplicity. We endow X with the flat norm ‖µ‖flat
defined by

‖µ‖flat := sup
‖φ‖

W
1,∞
0 (Ω)

≤1

∫
Ω
φ dµ;

in particular, we can consider X as a subspace of W−1,1(Ω). We will denote by µh
flat→ µ the

flat convergence of µh to µ.
Fix ε > 0. Given µ ∈ X, we denote by

Ωε(µ) := Ω \
⋃

xi∈supp (µ)

Bε(x
i).

With a little abuse of terminology we will call admissible strain associated with µ any field
β ∈ ASε(µ), where

ASε(µ) :=
{
β ∈ L2(Ωε(µ);M2×2) : Curlβ = 0 in Ωε(µ),(2.1) ∫
∂A
β(s) · t(s) ds = µ(A) for every open set A ⊂ Ω

with ∂A smooth: ∂A ⊂ Ωε(µ), and

∫
Ωε(µ)

(β − βT) dx = 0
}
.

Here t denotes the tangent vector to ∂A and the integrand β · t is intended in the sense of
traces (see Theorem 2 page 204 in [10]). Note that if the balls Bε(x

i), with xi ∈ supp (µ), are
pairwise disjoint and contained in Ω, then the circulation condition in (2.1) reads as∫

∂Bε(xi)
β(s) · t(s) ds = ξi .

The elastic energy associated with a strain β ∈ ASε(µ) is defined by

Eε(µ, β) :=

∫
Ωε(µ)

W (β) dx,

where W (β) = 1
2Cβ : β. The elastic energy Eε : X → R induced by the distribution of

dislocations µ is given by

Eε(µ) := min
β∈ASε(µ)

Eε(µ, β) + |µ|(Ω).

The rescaled energy functionals Fε : X → R are defined by

(2.2) Fε(µ) :=
1

log 1
ε

Eε(µ).

The main result of this paper is the study in terms of Γ-convergence with respect to the
flat topology of the functionals Fε(µ). We show in Theorem 2.4 that the Γ-limit is obtained
by a suitable relaxation of the so-called prelogarithmic factor ψ, that we define as follows:
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given ξ ∈ R2, we set, in agreement with [12]

ψ(ξ) := min

{∫
∂B1

W (Γ(θ)) dθ : Γ ∈ L2(∂B1,M2×2),Curl
1

ρ
Γ(θ) = 0,∫
∂B1

Γ(θ) · t(θ) dθ = ξ

}
,

(2.3)

where (ρ, θ) are polar coordinates in R2, t(θ) denotes the tangent vector to ∂B1, and the
equation Curl 1

ρΓ(θ) = 0 has to be understood in the sense of distributions in R2 \ {0}. The

minimum in (2.3) is attained by a function denoted by Γξ which is unique up to additive skew
matrices.

The displacement uR2(ξ) induced on the whole plane by a straight infinite dislocation
centered at 0 with multiplicity ξ is computed explicitly in the literature (see e.g.,[3, formula
(4.1.25)]) and it is of the form

uξR2(ρ, θ) = Fξ(θ) + gξ log ρ ,

where gξ ∈ R2 and the function Fξ is given by Fξ(θ) =
∫ θ

0 fξ(ω) dω for a suitable function

fξ ∈ C0(∂B1;R2), with
∫ 2π

0 fξ(ω) dω = ξ. The corresponding strain field is given by

(2.4) βξR2(ρ, θ) :=
1

ρ
(fξ(θ)⊗ (− sin θ, cos θ) + gξ ⊗ (cos θ, sin θ)) .

The equations satisfied by βξR2 are

(2.5)

{
CurlβξR2 = ξδ0 in R2;

DivCβξR2 = 0 in R2.

It can be proved that a field satisfying (2.4) and (2.5) is unique, so that the fields fξ(·) and

gξ are determined by the vector ξ and the elasticity tensor C. More precisely βξR2 is given by

(2.6) βξR2(ρ, θ) =
1

ρ
Γξ(θ) ,

where Γξ is a minimizer of (2.3) (see [12]). In particular

(2.7) ψ(ξ) =

∫
∂B1

W (Γξ(θ)) dθ = lim
ε→0

1

log 1
ε

∫
B1\Bε

W (βξR2) dx,

where Bρ denotes the ball of radius ρ and center 0.
Let us introduce for any given ξ ∈ R2 and for 0 < r < R, the space

ASr,R(ξ) := {β ∈ L2(BR \Br;M2×2) : Curlβ = 0,

∫
∂Br

β · t ds = ξ,∫
BR\Br

(β − βT) dx = 0}.
(2.8)

The relation between the prelogarithmic factor defined in (2.3) and our energy is clarified
by the following proposition (proved in [12], Corollary 6).

Proposition 2.1. There exists a constant C0 > 0 such that

|ψ(ξ)− ψε(ξ)| ≤ C0
|ξ|2

log 1
ε

,
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where

ψε(ξ) :=
1

log 1
ε

min
β∈ASε,1(ξ)

∫
B1\Bε

W (β) dx .

Remark 2.2. In our analysis it will be convenient to introduce the following notation for the
elastic energy of a dislocation in the annulus BR \Br

(2.9) ψr,R(ξ) :=
1

logR− log r
min

β∈ASr,R(ξ)

∫
BR\Br

W (β) dx .

Using a change of variables we clearly have ψr,R(ξ) = ψ r
R

(ξ), and hence

|ψ(ξ)− ψr,R(ξ)| ≤ C0
|ξ|2

logR− log r
.

In particular

lim
r
R
→0

ψr,R(ξ) = ψ(ξ) .

We introduce the density function ϕ : S 7→ [0,+∞) of the energy F through the following
relaxation procedure

(2.10) ϕ(ξ) := inf

{
N∑
k=1

|λk|ψ(ξk) :

N∑
k=1

λkξk = ξ, N ∈ N, λk ∈ Z, ξk ∈ S

}
.

It can be easily proved (see [12]) that the infimum in (2.10) is in fact a minimum.

Definition 2.3. We say that b ∈ S is a Burgers vector if ϕ(b) = ψ(b), and denote by B the
class of such vectors.

It is easy to see that S = span ZB and that in the relaxation in (2.10) we can replace S
with B, namely for every ξ ∈ S we have

(2.11) ϕ(ξ) = min

{
k∑
i=1

|λi|ψ(bi) : ξ =
k∑
i=1

λibi, λi ∈ Z, bi ∈ B

}
.

The limit energy induced by a configuration µ is the functional

(2.12) F(µ) :=
N∑
i=1

ϕ(ξi) for any µ =
N∑
i=1

ξiδxi ∈ X ,

The following Γ-convergence result holds.

Theorem 2.4. Let Fε and F be defined by (2.2) and (2.12):

(i) Compactness. Let εh → 0 and let {µh} be a sequence in X such that Fεh(µh) ≤M
for some positive constant M independent of h. Then, (up to a subsequence) µh

flat→
µ ∈ X.

(ii) Γ-convergence. The functionals Fεh Γ-converge to F , as εh → 0, with respect to the
flat norm, i.e., the following inequalities hold.

Γ-liminf inequality: F(µ) ≤ lim infh→+∞Fεh(µh) for any µ ∈ X, and µh
flat→ µ.

Γ-limsup inequality: given µ ∈ X, there exists {µh} ⊂ X, with µh
flat→ µ, such that

lim suph→+∞Fεh(µh) ≤ F(µ).
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The proofs of the compactness and the Γ-liminf inequality are quite technical and are
based on the so-called “ball construction” (see [19] and [5]), which is used in the context of
superconductivity. As explained in the Introduction, a specific difficulty of our context of
plane elasticity is due to the fact that the energy depends only on the symmetric part of the
field β. Moreover, the optimal Korn’s inequality constant blows up on thin annuli, and the
function ψr,R defined in (2.9) vanishes as R/r → 1 (see Example A.1). It is then not clear
how to estimate the energy from below on thin annuli. For this reason, in the implementation
of the ball construction technique, we will work only with annuli whose ratio of the radii is
given by a constant c > 1. To this purpose we have to revisit the standard ball construction
in [19]. We will introduce the needed discrete ball construction in the next section.

3. Revised Ball Construction

Here we revisit the ball construction introduced in [19]. The main goal is to provide the
key lower bounds (see Proposition 3.2) on annular sets, needed in the proof of the Γ-liminf
inequality and of the compactness. First, we give a lower bound for the energy on a single
annulus BR \Br.

Lemma 3.1. Given 0 < r < R and ξ ∈ R2, for any admissible configuration β ∈ ASr,R(ξ)
(defined in (2.8)) we have ∫

BR\Br
|βsym|2 dx ≥ |ξ|

2

2π

1

K(R/r)
log

R

r
,

where K(R/r) is the Korn’s constant defined according with (A.1).

Proof. We introduce a cut L on the annulus BR \Br so that (BR \Br)\L is simply connected,
and exploit the fact that β is a curl free field in BR\Br. More precisely, there exists a function
u ∈ H1((BR \ Br) \ L;R2) with ∇u = β in (BR \ Br) \ L. From the circulation condition in
(2.8), applying Jensen inequality, it is easy to see that∫

BR\Br
|∇u|2 dx ≥

∫ R

r

1

2πρ

∣∣∣∣∫ 2π

0
∇u · t dθ

∣∣∣∣2 dρ =
|ξ|2

2π
log

R

r
;

the thesis follows directly by applying classical Korn’s inequality (Theorem A.1). �

For any given C > 0, let f : R+ × R+ × R+ → R be defined by

(3.1) f(r,R, t) := Ct log
R

r
.

Clearly f satisfies the following properties

i) f(r, ρ, t) + f(ρ,R, t) = f(r,R, t) for every t > 0 and 0 < r < ρ < R ;
ii) if f(ri, Ri, 1) = α for every i = 1, . . . ,m, for some α ∈ R+, then

α = f(
m∑
i=1

ri,
m∑
i=1

Ri, 1).

Fix µ =
∑N

i=1 ξ
iδxi ∈ X, and set

(3.2) ωε :=
N⋃
i=1

Bε(x
i).
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Proposition 3.2. Let c > 1 be fixed and let f be defined as in (3.1). Let F be a positive
additive set function on the open subsets of Ω that satisfies

(3.3) F (BR(x)) ≥ f(r,R, |µ(BR(x))|) + F (Br(x)),

for every x ∈ R2 and every r, R ∈ R+ with R
r = c such that BR(x) \Br(x) ⊂ Ω \ ωε. Finally,

let ρ > 0 and let A be an open subset of Ω such that dist(xi, ∂A) ≥ ρ for all xi ∈ A. Then,

(3.4) F (A) ≥ |µ(A)|f(cNεN,
ρ

2c
, 1).

The statement of Proposition 3.2 is proved by computing a lower bound for the energy on
a sequence of larger and larger annuli in which the main part of the energy is stored. We
follow closely the strategy of the ball construction introduced by Sandier in [19]. The main
difference is that we need to construct annular sets with radii satisfying R/r = c. To this
purpose, our ball construction consists in a discrete rather than continuous process in which
at each step either all the balls expand or some of them merge together. We proceed by
introducing our discrete ball construction.

Discrete Ball Construction

Let {xi}i=1,...,N be a set of points in R2, c > 1, and ε > 0. We set N0 := N , xi0 = xi,
Ri0 = ri0 = ε, for every 1 ≤ i ≤ N0 and B0 = {BRi0(xi0)}i=1,...,N0 . Given xin−1, Rin−1, rin−1 for

i = 1, . . . , Nn−1, we construct recursively xin, Rin, rin, for i = 1, . . . , Nn, as follows. First, we
consider the family of balls {BcRin−1

(xin−1)}. If these balls are pairwise disjoint, we say that

n is an expansion time. In this case, we set Nn = Nn−1, and

xin = xin−1, Rin = cRin−1, rin = rin−1 for all i = 1, . . . , Nn.

If, otherwise, the balls in {BcRin−1
(xin−1)} are not pairwise disjoint, we say that n is a merging

time. The merging consists in identifying a suitable partition {Sj}j=1,...,Nn of the family

{BcRin−1
(xin−1)} and, for each subclass Sj , in finding a ball B

Rjn
(xjn) which contains all the

balls in Sj with the following properties:

i) the balls B
Rjn

(xjn) of the new family are pairwise disjoint;

ii) Rjn is not larger than the sum of all the radii of the balls BcRin−1
(xin−1) ∈ Sj , i.e.,

contained in B
Rjn

(xjn).

Such a construction can be always done by an induction argument, for more details we refer

to [19]. After the merging, we reset all the quantities introduced above as follows: xjn and

Rjn for j = 1, . . . , Nn are determined by the merging construction, while the parameters rjn,
referred to as the seed sizes, are defined so that, for all 1 ≤ i ≤ Nn−1 and 1 ≤ j ≤ Nn, we
have

Rjn

rjn
=
Rin−1

rin−1

,

and hence

(3.5) f(rjn, R
j
n, 1) = f(rin−1, R

i
n−1, 1).

Furthermore, at any step n, we define a parameter τn that counts the number of merging
occurred until the n-th step. More precisely, if n is an expansion time τn = τn−1 whereas if
it is a merging time τn = τn−1 + 1. In this way, at time n we have made n − τn expansions
and τn merging.
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Definition 3.3. We refer to the construction above as the Discrete Ball Construction asso-
ciated with the points {xi}i=1,...,N . In particular, for every n ∈ N we have defined a family of
balls

Bn = {BRin(xin)}i=1,...,Nn ,

a family of seed sizes {rin}i=1,...,Nn and the merging counter τn.

We are now in a position to prove Proposition 3.2.

Proof of Proposition 3.2. Consider the Discrete Ball Construction associated to the points
xi ∈ A. The balls in Bn satisfy

Rjn ≤ cnε ]{i : Bε(x
i) ⊂ B

Rjn
(xjn)}(3.6)

rjn ≤ cτnε ]{i : Bε(x
i) ⊂ B

Rjn
(xjn)}.(3.7)

We first prove (3.6) by induction arguing as follows. If n is an expansion time, then we clearly

have Rjn = cRjn−1. While if n is a merging time, by construction (namely, by property ii))
we have

Rjn ≤ c
∑

i:B
Rin−1

(xin−1)⊂B
R
j
n

(xjn)

Rin−1.

As for the proof of (3.7), notice that

Rjn

rjn
= c

Rin−1

rin−1

if n is an expansion step, for any j ∈ Nn = Nn−1, i ∈ Nn−1,

Rjn

rjn
=

Rin−1

rin−1

if n is a merging step, for any j ∈ Nn, i ∈ Nn−1 .

We deduce that Rjn
rjn

= cn−τn . Therefore, (3.7) follows by (3.6) since

rjn =
Rjn
cn−τn

≤ cn

cn−τn
ε ]{i : Bε(x

i) ⊂ B
Rjn

(xjn)} = cτn ε ]{i : Bε(x
i) ⊂ B

Rjn
(xjn)}.

The main point of this construction is that it provides the following lower bound: for every
n ∈ N and for every j = 1, . . . , Nn

(3.8) F (Bj
n) ≥ |µ(Bj

n)|f(rjn, R
j
n, 1),

where, for sake of simplicity, we have set Bj
n := B

Rjn
(xjn).

We prove (3.8) by an induction argument. For n = 0 there is nothing to prove. Suppose
that the inequality is true at time n− 1. If n is an expansion time, then

F (Bj
n) = F (Bj

n \B
j
n−1) + F (Bj

n−1) ≥ f(Rjn−1, R
j
n, |µ(Bj

n)|) + f(rjn−1, R
j
n−1, |µ(Bj

n−1)|)

= |µ(Bj
n)|f(rjn−1, R

j
n, 1) = |µ(Bj

n)|f(rjn, R
j
n, 1),

where we have used (3.3), the induction hypothesis, the fact that the quantity |µ(Bj
n−1)| does

not vary during the expansion times and that, since n is an expansion time, rjn−1 = rjn.
It remains to prove that inequality (3.8) is preserved during a merging time. Let n be a

merging time and let {Bi
n−1}i∈I ⊂ Bj

n. Since µ(Bj
n) =

∑
i∈I µ(Bi

n−1), we have |µ(Bj
n)| ≤
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i∈I |µ(Bi

n−1)|. Then, using (3.5), we conclude

F (Bj
n) ≥

∑
i∈I

F (Bi
n−1)

≥
∑
i∈I
|µ(Bi

n−1)|f(rin−1, R
i
n−1, 1) ≥ |µ(Bj

n)|f(rjn, R
j
n, 1).

Finally, let n̄ ∈ N be the first integer such that at least one ball in Bn̄ intersects ∂A.
Clearly

∑Nn̄
i=1R

i
n̄ ≥ ρ/2; moreover, by (3.7), we immediately deduce

∑Nn̄
i=1 r

i
n̄ ≤ cNεN . Now

we distinguish two cases. If n̄ is an expansion time, then using (3.8) and property ii) of f , we
get

F (A) ≥
Nn̄−1∑
i=1

F (Bi
n̄−1) ≥

Nn̄−1∑
i=1

|µ(Bi
n̄−1)|f(rin̄−1, R

i
n̄−1, 1) =

Nn̄∑
i=1

|µ(Bi
n̄)|f(rin̄,

Rin̄
c
, 1)

=

Nn̄∑
i=1

|µ(Bi
n̄)|f(

Nn̄∑
k=1

rkn̄,
1

c

Nn̄∑
k=1

Rkn̄, 1) ≥ |µ(A)|f(cNεN,
ρ

2c
, 1).

If otherwise n is a merging time, then we conclude

F (A) ≥
Nn̄−1∑
i=1

F (Bi
n̄−1) ≥

Nn̄−1∑
i=1

|µ(Bi
n̄−1)|f(rin̄−1, R

i
n̄−1, 1) ≥

Nn̄∑
j=1

|µ(Bj
n̄)|f(rjn̄, R

j
n̄, 1)

=

Nn̄∑
j=1

|µ(Bj
n̄)|f(

Nn̄∑
k=1

rkn̄,

Nn̄∑
k=1

Rkn̄, 1) ≥ |µ(A)|f(cNεN,
ρ

2
, 1).

Since c > 1, the conclusion follows. �

Remark 3.4. Notice that, in order to prove (3.4), we gained indeed the following stronger
estimate: for every n ∈ N, we have

F (A) ≥
∑

Bin∈Bn
Bin⊂A

|µ(Bi
n)|f(cNεN,

Nn∑
k=1

Rkn, 1) .

4. Compactness

The first step in order to prove the compactness and the Γ-liminf inequality is to show a
lower bound for the elastic energy of a “cluster” of dislocations. Let µ :=

∑N
i=1 ξ

iδxi ∈ X
and ε > 0. We recall that ωε is defined in (3.2) and that K(c) is the Korn’s constant for an
annulus with a cut, whose ratio of the radii is c (see (A.1)). Finally, we recall that c1 is the
constant in (1.1).

Lemma 4.1. Fix ε > 0, let µ :=
∑N

i=1 ξ
iδxi ∈ X for some xi ∈ Ω and ξi ∈ S, and let

β ∈ ASε(µ). Finally, let 0 < δ < 1 and A ⊂ Ω be open. If dist(xi, ∂A) ≥ εδ for all xi ∈ A,
then, for every constant c > 1, we have

(4.1)

∫
A\ωε

W (β) dx ≥ c1
|µ(A)|
2πK(c)

((1− δ) log 1
ε − (N + 1) log c− log 2N).
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Proof. We apply Proposition 3.2 for f defined as in (3.1) with C = c1
2πK(c) and

(4.2) F (U) = Eε(µ, β, U) :=

∫
U\ωε

W (β) dx,

for all open subsets U of Ω. By Lemma 3.1 and (1.1) we deduce that (3.3) holds. Setting
ρ = εδ, from (3.4) we conclude∫

A\ωε
W (β) dx ≥ |µ(A)|f(cNεN,

εδ

2c
, 1) = c1

|µ(A)|
2πK(c)

log
εδ

2cN+1εN

= c1
|µ(A)|
2πK(c)

((1− δ) log 1
ε − (N + 1) log c− log 2N).

�

We are now in a position to prove the compactness result. The strategy of the proof is the
one for compactness of Jacobians in the context of Ginzburg-Landau energies (see for instance
[20], Proposition IV.2). The idea is to modify a sequence of measures {µh} with equi-bounded
energy by identifying clusters of dislocations with Dirac masses whose multiplicity is given
by the effective Burgers vector of the cluster, i.e. the total mass of the cluster. Applying
our lower bound, we show that the modified sequence {µ̃h} is bounded in variation and then
weakly∗ converges, up to a subsequence, to some µ ∈ X. We deduce the convergence of µh
to µ with respect to the flat norm by the fact that µh − µ̃h has vanishing flat norm.

Proof of the compactness property. Let εh → 0 as h → +∞ and let µh =
∑Nh

i=1 ξ
i
hδxih

be a

sequence such that suphFεh(µh) ≤ M for some positive constant M . We have to prove that

(up to a subsequence) {µh}
flat→ µ for some µ ∈ X.

Fix 0 < δ < 1 and let

Aεδh
(µh) =

⋃
xih∈supp (µh)

Bεδh
(xih) .

Notice in particular that dist(xih, ∂Aεδh
) ≥ εδh. Let {C lδ,h}

Lh
l=1 be the family of the connected

components of Aεδh
(µh) which are contained in Ω and satisfy |µh(C lδ,h)| > 0. By Lemma 4.1

we deduce that for every l = 1, . . . , Lh and βh ∈ ASεh(µh)∫
Clδ,h\ωεh

W (βh) dx ≥ c1

|µh(C lδ,h)|
2πK(c)

((1− δ) log
1

εh
− (Nh + 1) log c− log 2Nh).

Since Nh ≤ |µh|(Ω) ≤ Eεh(µh) ≤M log 1
εh

, we deduce

(4.3) Eεh(µh) ≥ c1

Lh∑
l=1

|µh(C lδ,h)|
2πK(c)

(
(1− δ −M log c) log

1

εh
− log(2cM log

1

εh
)
)

If c− 1 is small enough we deduce that Lh ≤ L̃ for some L̃ independent of h, so that, up to
a subsequence, we have Lh ≡ L ∈ N. For any l = 1, . . . , L, let x̃lδ,h ∈ C lδ,h be fixed and set

µ̃h =

L∑
l=1

µh(C lδ,h)δx̃lδ,h
.
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From (4.3) we easily see that |µ̃h|(Ω) is uniformly bounded; hence the sequence {µ̃h} is
precompact in X with respect to the weak∗ topology, and therefore also with respect to the
flat topology. It remains to prove that ‖µh − µ̃h‖flat → 0 as h→ +∞. Fix φ ∈W 1,∞

0 (Ω) with

‖φ‖
W 1,∞

0 (Ω)
≤ 1. Let Dl

δ,h, l = 1, . . . Ñh be the connected components of Aεδh
which are not

contained in Ω, and let Elδ,h, l = 1, . . . N̂h be the remaining ones, i.e., contained in Ω. Since

φ = 0 on ∂Ω and ‖φ‖
W 1,∞

0 (Ω)
≤ 1 we have

(4.4) |φ(x)| ≤ diam(Dl
δ,h) ≤ 2Nhε

δ
h ≤ 2Mεδh log

1

εh
for all x ∈ Dl

δ,h,

and so∫
Dlδ,h

φ d(µh − µ̃h) ≤ sup
Dlδ,h

|φ|
∫
Dlδ,h

d(|µh|+ |µ̃h|) ≤ (|µh|+ |µ̃h|)(Dl
δ,h) 2Mεδh log

1

εh
.

Set φ̄l =
1

|Elδ,h|

∫
Elδ,h

φ dx. As in (4.4), we deduce |φ − φ̄l| ≤ 2Mεδh log 1
εh

for all x ∈ Elδ,h.

Therefore, for every l = 1, . . . N̂h we have∫
Elδ,h

φ d(µh − µ̃h) =

∫
Elδ,h

(φ− φ̄l) d(µh − µ̃h) +

∫
Elδ,h

φ̄l d(µh − µ̃h)

≤ (|µh|+ |µ̃h|)(Elδ,h) diam (Elδ,h) ≤ (|µh|+ |µ̃h|)(Elδ,h) 2Mεδh log
1

εh
.

It follows that∫
Ω
φ d(µh − µ̃h) =

Ñh∑
l=1

∫
Dlδ,h

φ d(µh − µ̃h) +

N̂h∑
l=1

∫
Elδ,h

φ d(µh − µ̃h)(4.5)

≤ (|µh|+ |µ̃h|)(Ω)
(

4Mεδh log
1

εh

)
≤ C

(
log

1

εh

)2
εδh,

which tends to zero as εh → 0. By the very definition of the flat norm it follows that
‖µh − µ̃h‖flat → 0 as h tends to infinity. �

5. Lower bound

In the proof of the Γ-liminf inequality we will first suitably remove the clusters of disloca-
tions with zero multiplicity. To this purpose we need a lemma providing upper bounds for the
energy on suitable annuli surrounding such clusters. We will use the notation of the discrete
ball construction (see Definition 3.3).

Lemma 5.1. For any given ε > 0, let µ ∈ X and β ∈ ASε(µ) be fixed. Let 0 < γ < α < 1

and let c > 1 be such that log c <
log 1

ε
(α−γ)

|µ|(Ω)+1 .

Then there exists n̄ ∈ N such that

(i) εα ≤
Nn̄∑
i=1

Rin̄ ≤ εγ;

(ii) n̄ is not a merging time;

(iii)

∫
Ω∩∪iBcRin̄

(xin̄)\B
Rin̄

(xin̄)
W (β) dx ≤ log cEε(µ, β)

log 1
ε (α− γ)− log c(|µ|(Ω) + 1)

.
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Proof. We denote by nα the first step n in the ball construction such that
∑Nn

i=1R
i
n ≥ εα and

similarly we set nγ , so that for every nα ≤ n ≤ nγ − 1 (i) holds true. Notice that in the ball
construction

Nn∑
i=1

Rin ≤ c
Nn−1∑
i=1

Rin−1.

By a straightforward computation we get

εγ ≤ cnγ−nα+1εα,

and so nγ − nα ≥
(α−γ) log 1

ε
log c − 1. Recalling that the total number of merging is smaller than

|µ|(Ω), we deduce that

nγ − 1− τnγ−1 − (nα − 1− τnα−1) ≥
(α− γ) log 1

ε

log c
− 1− |µ|(Ω),

where the left hand side represents the number of expansion times between nα and nγ − 1.
The thesis follows by the mean value theorem since

Eε(µ, β) ≥
∑

nα≤n≤nγ−1
n is an expansion time

∫
Ω∩∪iBcRin (xin)\B

Rin
(xin)

W (β) dx.

�

Proof of the Γ-liminf inequality. Let εh → 0 as h → +∞. For any h ∈ N, let µh ∈ X, with

µh =
∑Nh

i=1 ξ
i
hδxih

, such that µh
flat→ µ for some µ =

∑N
i=1 ξ

iδxi ∈ X. We have to prove that

F(µ) ≤ lim inf
h→+∞

Fεh(µh).

By a standard localization argument we can assume µ = ξ0δx0 for some ξ0 ∈ S, x0 ∈ Ω.
Moreover, we can assume that lim infh→+∞Fεh(µh) = limh→+∞Fεh(µh) ≤ M , for some
positive constant M .

Let βh ∈ ASεh(µh) be the strain that realizes the minimum in (1.3), namely Eεh(µh, βh) =
minβ∈ASεh (µh)Eεh(µh, β). The idea is to give a lower bound for the energy on a finite number

of shrinking balls where both the energy and the flat norm concentrate. To this purpose fix
0 < γ < α < 1, c > 1 such that

(5.1) log c < min

{
α− γ
M + 1

,
1− α
M

}
.

Since

(5.2) Nh = |µh|(Ω) ≤M log
1

εh
,

we can apply Lemma 5.1; in particular, let n̄ be such that εαh ≤
∑Nn̄

i=1R
i
n̄ ≤ ε

γ
h. Consider the

family of balls Bi
n̄ := BRin̄(xin̄) in Bn̄ such that BcRin̄(xin̄) ⊂ Ω. We denote by Jh ⊂ {1, . . . , Nn̄}

the set of indices i such that BcRin̄(xin̄) ⊂ Ω and µh(Bi
n̄) = 0, and by Ih ⊂ {1, . . . , Nn̄} the set

of indices i such that BcRin̄(xin̄) ⊂ Ω and µh(Bi
n̄) 6= 0.
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We prove that Ih is finite. Recalling the definition of Eεh in (4.2) and in view of Remark 3.4

applied with f(r,R, t) = c1
2πK(c) t log R

r we obtain

Eεh(µh, βh,∪i∈IhB
i
n̄) ≥

∑
i∈Ih

|µh(Bi
n̄)|f(cNhεhNh,

Nn̄∑
i=1

Rin̄, 1)

≥
∑
i∈Ih

c1
|µh(Bi

n̄)|
2πK(c)

(
(1− α−M log c) log

1

εh
− log

(
M log

1

εh

))
,

where we have used
∑Nn̄

i=1R
i
n̄ ≥ εαh and (5.2). Notice that, since S is a discrete set, |µh(Bi

n̄)| >
c > 0 for every i ∈ Ih. Since Eεh(µh, βh,∪i∈IhBi

n̄) ≤ M log 1
εh

, and 1 − α −M log c > 0 (see

(5.1)), we conclude that ]Ih is uniformly bounded. Up to a subsequence, we have ]Ih = L for
every h ∈ N, for some L ∈ N.

Consider now i ∈ Jh. Recalling that Curlβh = 0 in the annulus Cin̄ := BcRin̄(xin̄) \BRin̄(xin̄)

and µh(BcRin̄(xin̄)) = 0, we get that βh = ∇vih,n̄ for some vih,n̄ ∈ H1(Cin̄;R2). Thus, applying

Korn’s inequality (Theorem A.1) to vih,n̄, we deduce that∫
Cin̄

|∇vih,n̄ −Aih,n̄|2 dx ≤ K(c)

∫
Cin̄

|(∇vih,n̄)sym|2 dx = K(c)

∫
Cin̄

|βsym
h |2 dx,

where Aih,n̄ is a suitable skew-symmetric matrix. By a standard extension argument, there

exists a function uih,n̄ ∈ H1(BcRin̄(xin̄);R2) such that ∇uih,n̄ = ∇vih,n̄ −Aih,n̄ in Cin̄ and

(5.3)

∫
B
cRin̄

(xin̄)
|∇uih,n̄|2 dx ≤ C1

∫
Cin̄

|∇vih,n̄ −Aih,n̄|2 dx ≤ C1K(c)

∫
Cin̄

|βsym
h |2 dx,

for some positive constant C1. Consider the field β̃h : Ω→M2×2 defined by

β̃h(x) :=

{
∇uih,n̄(x) +Aih,n̄ if x ∈ Bi

n̄ with i ∈ Jh,
βh(x) otherwise in Ωεh(µh).

It follows, by the definition of β̃h, by the fact that the matrices Aih,n̄ are skew symmetric, and

by (5.3), that for every i ∈ Jh the following inequalities hold∫
B
cRin̄

(xin̄)
W (β̃h) dx ≤ c2

∫
B
cRin̄

(xin̄)
|β̃sym
h |2 dx

≤ c2

∫
Cin̄

|βsym
h |2 dx+ c2

∫
Bin̄

|β̃sym
h |2 dx

≤ c2

c1
(1 + C1K(c))

∫
Cin̄

W (βh) dx ,

where c1 and c2 are the constants in (1.1). Applying Lemma 5.1, we deduce

(5.4)
1

log 1
εh

∫
⋃
i∈Jh

B
cRin̄

(xin̄)
W (β̃h) dx ≤ c2

c1
(1 + C1K(c))

M log c

log 1
εh

(α− γ −M log c)− log c
,

which vanishes as εh → 0.
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Let us introduce the modified measure

µ̂h =
∑
i∈Ih

µh(Bi
n̄)δxin̄ .

Arguing as in the proof of the compactness property, and more precisely of estimate (4.5), we

deduce that µ̂h − µh
flat−→ 0, and hence, up to a subsequence, µ̂h

∗
⇀ ξ0δx0 .

The points xin̄, i ∈ Ih converge, up to a subsequence, to some point in a finite set of

points {y0 = x0, y1, . . . , yL
′} contained in Ω̄. Let ρ > 0 be such that B2ρ(x0) ⊂⊂ Ω and

B2ρ(y
j) ∩B2ρ(y

k) = ∅ for all j 6= k. Then,

xin̄ ∈ Bρ(yj) for some j and for h large enough .

Thus, using the convergence of µ̂h to ξ0δx0 , one can show that for h large enough

(5.5)
∑

xin̄∈Bρ(x0)

µh(Bi
n̄) = ξ0 .

We finally introduce the measure

µ̃h = µh ∪i∈Ih(ρ)B
i
n̄ ,

where we have introduced the notation Ih(ρ) = {i ∈ Ih : xin̄ ∈ Bρ(x0)}; by (5.4), it follows
that

(5.6) Eεh(µh) ≥
∫

Ωεh (µh)\∪i∈JhBcRin̄

W (βh) dx ≥
∫

Ωεh (µ̃h)∩B2ρ(x0)
W (β̃h) dx+ o(1).

It remains to prove the lower bound for the right hand side of (5.6). Fix 0 < η < γ.
Let us denote by gh : [η, γ] → {1, . . . , L} the function which associates with any δ ∈ (η, γ)
the number gh(δ) of the connected components of ∪i∈Ih(ρ)Bεδh

(xin̄). For every h ∈ N, the

function gh is monotone so that it can have at most L discontinuities. Let us denote by δih
for i = 1, . . . , L̂ ≤ L such points of discontinuity, with

η ≤ δ1
h < . . . < δL̂h ≤ γ.

It is easy to see that there exists a finite set ∆ = {δ0, δ1, . . . , δL̃} with δi < δi+1, such that, up

to a subsequence {δih}h∈N converges to some point in ∆, as h→ +∞, for every i = 1, . . . , L̂.

We may always assume δ0 = η, δL̃ = γ and L̃ ≤ L̂+ 2.
Now, for any fixed σ > 0 small enough and for h large enough (i.e., such that for any

j = 1, . . . , L̂, |δjh − δi| < σ for some δi ∈ ∆) the function gh is constant in the interval

[δi + σ, δi+1 − σ]. Thus for every i = 0, . . . , L̃ − 1 we can construct a finite family of Ni,h

annuli Cj,hi = Bj,h

εδ
i+σ
h

\ Bj,h

εδ
i+1−σ
h

with j = 1, . . . , Ni,h, such that Cj,hi are pairwise disjoint for

all i and all j and

(5.7)
⋃

k∈Ih(ρ)

Bk
n̄ ⊆

Ni,h⋃
j=1

Bj,h

εδ
i+1−σ
h
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for all i = 0, . . . , L̂. Note that, for h large enough, Cj,hi ⊂ B2ρ(x
0) for all i and j. Recalling

(2.9) and in view of Remark 2.2, the following estimate holds∫
Cj,hi

W (β̃h) dx ≥ log
1

εh
(δi+1 − δi − 2σ)ψ

εδ
i+1−σ
h ,εδ

i+σ
h

(µ̃h(Bj,h

εδ
i+σ
h

))

≥ log
1

εh
(δi+1 − δi − 2σ)ψ(µ̃h(Bj,h

εδ
i+σ
h

))− C0|µ̃h(Bj,h

εδ
i+σ
h

)|2 .

Notice that in view of (5.7) and the weak∗ convergence of {µ̂h}, we have

|µ̃h(Bj,h

εδ
i+σ
h

)| ≤
∑

k∈Ih(ρ)

|µ̃h(Bk
n̄)| ≤ |µ̂h|(Ω) ≤ C2 ,

for some C2 > 0. Summing over i = 0, . . . , L̃− 1 and j = 1, . . . , Nh,i, we obtain the following
chain of inequalities ∫

Ωεh (µ̃h)∩B2ρ(x0)
W (β̃h) dx ≥

L̃−1∑
i=0

Nh,i∑
j=1

∫
Cj,hi

W (β̃h) dx

≥
L̃−1∑
i=0

Nh,i∑
j=1

(
log

1

εh
(δi+1 − δi − 2σ)ψ(µ̃h(Bj,h

εδ
i+σ
h

))− C0|µ̃h(Bj,h

εδ
i+σ
h

)|2
)

≥ log
1

εh

L̃−1∑
i=0

(δi+1 − δi − 2σ)ϕ(ξ0)− C0L
2C2

2 ,

where the last inequality is a consequence of (5.5), recalling the definition of ϕ (see (2.10)).
Finally we get∫

Ωεh (µ̃h)∩B2ρ(x0)
W (β̃h) dx ≥ (γ − η − 2σL̃) log

1

εh
ϕ(ξ0)− C0L

2C2
2 ,

and hence using (5.6) we have

lim inf
h→+∞

Fεh(µh) ≥ (γ − η − 2σL̃)ϕ(ξ0).

The Γ-liminf inequality follows by taking the limits σ → 0, η → 0 and γ → 1. �

6. Upper Bound

In this section we will prove the Γ-limsup inequality, namely we will show that for every
µ ∈ X there exists a recovery sequence {µh} ⊂ X that converges to µ in the flat topology and
satisfies

lim sup
h→+∞

Fεh(µh) ≤ F(µ).

We first assume that µ belongs to the subclass D of X defined by

D := {µ ∈ X | µ =

N∑
i=1

biδxi , b
i ∈ B, xi 6= xj for i 6= j}.

where B is the class of Burgers vectors defined in Definition 2.3. The general case is obtained
by a standard diagonal argument.
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Let µ =
∑N

i=1 b
iδxi in D; then F(µ) =

∑N
i=1 ϕ(bi) =

∑N
i=1 ψ(bi). In this case, the recovery

sequence is given by the constant sequence µh ≡ µ for every h ∈ N. To show this, for every

i = 1, . . . , N , let βb
i

R2 be the planar strain field defined in the whole of R2 corresponding to

the dislocation centered at xi with Burgers vector bi. Recalling (2.4), we set

βi(x) := βb
i

R2(x− xi) =
1

|x− xi|
Γbi(θ) where θ = arctan

x2 − xi2
x1 − xi1

,

and define βµ :=
∑N

i=1 β
i. Clearly βµ ∈ ASεh(µh) for every h ∈ N. Then

Fεh(µh) =
1

log 1
εh

min
β∈ASεh (µh)

∫
Ωεh (µh)

W (β) dx

≤ 1

log 1
εh

∫
Ωεh (µh)

W (βµ) dx =
1

log 1
εh

∫
Ωεh (µh)

W
( N∑
i=1

βi
)

dx

≤ 1

log 1
εh

N∑
i=1

∫
BR(xi)\Bεh (xi)

W (βi) dx(6.1)

+
2

log 1
εh

N∑
i=1

N∑
j=i+1

∫
(Ω\Bεh (xi))\Bεh (xj)

Cβi : βj dx,(6.2)

where R > diam(Ω). As for the integrals in (6.1), from (2.7) we have that for every i =
1, . . . , N

lim
h→+∞

1

log 1
εh

∫
BR(xi)\Bεh (xi)

W (βi) dx = ψ(bi).

In order to conclude, it suffices to prove that each term of the sum in (6.2) tends to 0 as

h→ +∞. To this purpose, for every i, j = 1, . . . , N with i 6= j set ρij := |xi−xj |
2 . Then∫

(Ω\Bεh (xi))\Bεh (xj)
Cβi : βj dx =

∫
Bρij (xi)\Bεh (xi)

Cβi : βj dx+

∫
Bρij (xj)\Bεh (xj)

Cβi : βj dx

+

∫
(Ω\Bρij (xi))\Bρij (xj)

Cβi : βj dx.

Since βi ∈ L2
loc(R2 \ {xi}) the last term in the right hand side is bounded. As for the first

two integrals, it is enough to apply Hölder’s inequality in order to obtain∫
Bρij (xi)\Bεh (xi)

Cβi : βj dx ≤
∥∥Cβi∥∥

L2(Bρij (xi)\Bεh (xi))

∥∥βj∥∥
L2(Bρij (xi)\Bεh (xi))

≤ C
∥∥βi∥∥

L2(Bρij (xi)\Bεh (xi))

∥∥βj∥∥
L2(Ω\Bρij (xj))

;

here and in the following lines C denotes a positive constant that may change from line to
line. By (2.6) we get ∫

Bρij (xi)\Bεh (xi)
|βi|2 dx ≤ C log

1

εh
,

and hence ∫
(Ω\Bεh (xi))\Bεh (xj)

Cβi : βj dx ≤ C
√

log
1

εh
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for every i, j = 1, . . . , N with i 6= j. Therefore,

lim
h→+∞

1

log 1
εh

∫
(Ω\Bεh (xi))\Bεh (xj)

Cβih : βjh dx = 0,

and so

lim sup
h→+∞

Fεh(µh) ≤
N∑
i=1

ψ(bi) =

N∑
i=1

ϕ(bi) = F(µ) .

We have proved that the Γ-limsup inequality holds for any µ ∈ D. Now we conclude noticing
that D is dense in X with respect to the weak∗ topology, and hence with respect to the flat
topology. More precisely, for any µ =

∑N
i=1 ξ

iδxi , with ξi ∈ S = span ZB (i = 1, . . . , N),

we can construct a sequence {µk} ⊂ D such that F(µk) = F(µ) and µk
∗
⇀ µ. Indeed, by

(2.11), for every i = 1, . . . , N we can find a decomposition of ξi =
∑si

j=1 αijb
j such that

ϕ(ξi) =
∑si

j=1 |αij |ψ(bj). Now, for every k ∈ N we define

µk =
N∑
i=1

si∑
j=1

bj
|αij |∑
l=1

δxijl(k),

where for every k xijl(k) are distinct points in Ω, and |xijl(k)− xi| → 0 as k → +∞. Clearly

{µk} ⊂ D and µk
∗
⇀ µ. Moreover

F(µk) =

N∑
i=1

si∑
j=1

|αij |∑
l=1

ϕ(bj) =

N∑
i=1

si∑
j=1

|αij |ψ(bj) =

N∑
i=1

ϕ(ξi) = F(µ).

The thesis follows using a standard diagonal argument. Indeed, since for any measure in D,
the recovery sequence is given by the constant sequence, we have

lim sup
h→∞

Fεh(µk) ≤ F(µk) = F(µ).

Therefore, there exists a sequence kh → ∞ as h → ∞ such that µh := µkh is a recovery
sequence, i.e.,

lim sup
h→∞

Fεh(µh) ≤ F(µ).

�

Remark 6.1. In the proof of the Γ-limsup inequality we have shown that configurations of
dislocations optimal in energy belong to the class D. As a consequence, we get the same
Γ-limit if we start from an energy for which the only admissible dislocations are those whose
multiplicity belongs to B, i.e. to the set of Burgers vectors. Precisely, if we define

Gε(µ) =

{
Fε(µ) if µ ∈ D,
+∞ otherwise,

then Gε still Γ-converge to the functional F defined in (2.12). In this respects, the class of
Burgers vectors in B are the building blocks to describe multiple dislocations in S.
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7. Conclusions

In this paper we have considered a simple variational model for edge dislocations, based on
linearized (possibly anisotropic) elastic energy minimization outside the core region, and we
have provided a complete mathematical analysis of such a model as the atomic scale tends to
zero. Our limiting energy depends only on the elasticity tensor and on the slip systems of the
crystal, and can be understood as the 2D version of a line tension model for dislocations. To
our knowledge, together with [7] and [13], this is the only rigorous result where compactness
and energy concentration phenomena are derived without any ad hoc assumption; we only
assume natural upper bounds for the total stored elastic energy.

Our result is meant to be the first step of a wider research program in which we intend to
rigorously treat more sophisticated models and investigate their adherence with the physics
of dislocations. Indeed, the model presented here is two dimensional, since dislocations are
assumed to be straight. Under this assumption an important step would be to derive the next
order term in the asymptotic of the energy, describing the interaction between dislocations
and governing their dynamics. Moreover, higher energy regimes should be analyzed, leading
to different limiting energies, as in [12], and describing the collecting behaviour of interacting
dislocations. Furthermore, a three dimensional model, with curved dislocations, would give a
more accurate description of the low energy density structures of dislocations, where also the
line tension energy plays a role, and requires a specific challenging analysis.

This program has a clear counterpart in the paradigmatic framework of Ginzburg-Landau
functionals, where many of these research lines have been successfully accomplished (we refer
for instance to [1], [16], [20], [21], [22] and to the references therein). The strict relation
between the latter and the models for dislocations was already highlighted by [2] in the special
case of screw dislocations, where the two problems turn out to be equivalent. In this paper we
make this connection even more robust, showing that some of the basic ideas in the context
of Ginzburg-Landau energies may be largely used in order to deal with edge dislocations.
On the other hand, as we have underlined in the introduction, the use of the mathematical
machinery developed for vortices in the study of edge dislocations is not immediate, due to
the vectorial nature of the problem. We believe that a refinement of our arguments may lead
to further analysis in the directions described.

Appendix A. Korn’s inequality in thin annuli

Here we revisit some results concerning the Korn’s inequality in thin domains. First, we
recall the Korn’s inequality on annular sets with a cut.

Theorem A.1 (Korn’s inequality). Let 0 < r < R, let L := {0} × (r,R), and let u ∈
H1((BR \ Br) \ L;R2) be such that

∫
(BR\Br)\L(∇u − ∇uT) dx = 0. Then, there exists a

positive constant K = K(R/r) such that

(A.1)

∫
(BR\Br)\L

|∇u|2 ≤ K(R/r)

∫
(BR\Br)\L

|(∇u)sym|2 dx,

where (∇u)sym :=
∇u+∇uT

2
.

The proof of such theorem can be proved for instance covering the annulus (BR \ Br) \ L
with two open overlapping sets A1, A2 ⊂ (BR \ Br) with Lipschitz boundary, and applying
classical Korn’s inequality on each Ai, see for instance [23].
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The best constant K of the Korn’s inequality on annular sets (without cuts) has been
explicitly computed in [9]. In this context it’s important to remark that such Korn’s constant
depends only on the ratio of the radii, and tends to infinity when this parameter tends to 1.
In particular, we deduce that also K(R/r)→∞ as R/r → 1.

A natural question is whether the best (i.e., the lower) Korn’s costant blows up on thin
annuli also in the class of our admissible strains ASr,R(ξ). Let us show that, actually, this is
the case. More precisely, let ξ ∈ R2 and let rn → 1. Then, there exists a sequence of strains
βn ∈ ASrn,1(ξ) such that

(A.2)

∫
B1\Brn

|βn|2 dx ≥ cn
∫
B1\Brn

|βsym
n |2 dx,

for some cn → ∞ as n → ∞. Indeed, by [9] there exists a sequence un ∈ H1(B1 \ Brn ;R2)
such that ∫

B1\Brn
|∇un|2 dx ≥ c̃n

∫
B1\Brn

|∇usym
n |2 dx

with c̃n →∞ as n→∞. By homogeneity we may assume∫
B1\Brn

|∇usym
n |2 dx = 1.

Let β(ρ, θ) := ξ
2πρ ⊗ (− sin θ, cos θ), and notice that β ∈ ASrn,1(ξ) for every n. Finally, set

βn = ∇un + β ∈ ASrn,1(ξ); a straightforward computation shows that (A.2) holds.
The sequence βn just constructed is such that its symmetric part is bounded in L2, while

its skew part blows up as n →∞. In particular, the linearized energy induced by βn on the
annuli B1 \Brn is larger than 1− rn. In the next example we construct a strain β ∈ ASr,1(ξ)
for every 0 < r < 1 whose linearized energy density vanishes on thin annuli B1\Br (as r → 1),
showing that the function ψr,R defined in (2.9) vanishes as R/r → 1.

Example A.1. Let S(x, y) : R2 7→M2×2 be defined by

S(x, y) :=

(
0 x
−x 0

)
.

We have Curl S = (1, 0). Set

f(ρ, θ) :=
ρ2

4
− 1

2
log ρ.

Notice that ∆f = 1, and hence curl (−fy, fx) = 1. Finally, set

β(x, y) := S(x, y)−
(
−∂f
∂y

∂f
∂x

0 0

)
.

It is easy to see that β ∈ ASr,1((π, 0)) for every 0 < r < 1 and |βsym|2 ≤ |∇f |2. Moreover,
|∇f | = 0 on ∂B1; a straightforward computation shows that

lim
r→1

1

log 1
r

∫
B1\Br

|∇f |2 dx = 0,

so that the density of the linearized elastic energy vanishes on thin annuli B1 \Br as r → 1.
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