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Introduction

The object of this thesis is the study of the non-parametric Plateau problem:
given a function v : 9Q C R® — R™, may we find a graph G,, u: Q — R™,
with boundary G, and whose area H"(G,,) is least among the submanifolds of
R™™ having the same boundary? The problem is connected to the theory
of PDE: if u is a solution of the problem, then the first variation of the
area of G, is zero, and this is equivalent to an elliptic equation, known as
the minimal surface equation (2.3), if m = 1, and an elliptic system, the
minimal surface system (1.19), if m > 1. We say that G, is minimal if its
first variation is zero. We always assume the domain 2 and the boundary
data v to be C'*° and the functions u considered to be at least Lipschitz.

In codimension 1 (m = 1) the non-parametric Plateau problem has
been widely studied until the late sixties. In 1968 H. Jenkins and J. Serrin
show that the problem is solvable for arbitrary boundary data if and only
if 0Q2 has everywhere non-negative mean curvature. This latter hypothesis
gives an a priori boundary gradient estimate. The solution in codi-
mension 1 is unique and, if €2 is convex, minimizes the area being the area
functional, associating to a function u the area of its graph A(u), strictly
convex. Moreover a Lipschitz solution of the minimal surface equation is
C® thanks to the celebrated theorem of De Giorgi about the regularity
of weak solutions of elliptic equations.

The methods used in codimension 1 don’t apply to higher codimen-
sion: the a priori gradient estimates don’t generalize, the area functional
is no longer convex and the regularity theorem of the Giorgi holds only for
scalar equations, not for systems.

In 1977 H. Lawson and R. Osserman prove that in codimension greater
than 1 the problem of the existence of minimal graphs with prescribed
boundary data isn’t solvable in general even if the domain €2 is an n-
dimensional ball. Also uniqueness and stability fail, due to the non-convexity
of the area: they prove the existence of a boundary data i for which the
minimal surface system admits at least 3 solutions one of which unstable.
Lawson and Osserman show, lastly, a Lipschitz but non-C' graph of least
area, in contrast with the regularity theory in codimension 1.

In 2002 Mu-Tao Wang proves some positive results in arbitrary codi-
mension. He shows that the mean curvature flow (the minus gradient flow
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of the area functional) of the initial graph G, (now 1 is intended defined
on all of Q) exists and converges to a minimal graph if the C? norm of 1 is
sufficiently small. The result is based on an a priori boundary gradient esti-
mate and a recent theorem of Brian White giving local estimates for higher
order derivatives.

Mu-Tao Wang also describes a region in the Grassmannian of n-planes
G(n,m) on which the logarithm of the inverse of the area functional is
convex; this region contains the tangent planes of the area-decreasing
graphs. Applying this result and a regularity theorem of Allard for minimal
varifolds yields a Bernstein type theorem: the minimal graph of an area-
decreasing function defined on all of R" is an n-dimensional plane. This
theorem and a theorem of Allard imply that an area-decreasing minimal
graph is C*°.

The exposition of the topics underlines the differences from the geo-
metric and PDE point of view between the Plateau problem in codimension
1 and in higher codimension. The material of chapters 1, 2 and 3 is suit-
ably covered by the literature of the last decades. The proofs of chapters 4
and 5 are, on the contrary, very recent. The most important theorems are
due to M-T Wang, while various propositions and explications have been
added in orded to make the material easily understandable to an under-
graduate major and to compare these results with the earlier approaches to
the problem.

The ideas presented in this thesis could be further used: the convexity
notions for the area among the area-decreasing maps could be useful to prove
prove a uniqueness or stability theorem or in a variational approach. I had
the possibility to discuss personally of these developments with prof. Mu-
Tao Wang at the Columbia University, economically supported by the Scuola
Normale Superiore and the research funds of prof. Wang; I very gladly thank
them both. In several occasions I discussed the problems connected with my
thesis with, apart from my advisor, prof. Luigi Ambrosio and prof. Giovanni
Alberti, whom I thank for the interest and the advices.

I want, lastly, to thank sincerely my advisor, prof. Mariano Giaquinta,
and the Scuola Normale Superiore. The former for the willingness and cor-
diality shown during this work, began in september 2002, when I asked him
a topic for my third year colloquio at the Scuola Normale. The latter for
providing me with a serene, stimulating and productive environment which,
together with the University of Pisa, is a fertile breeding ground for a young
student willing to enter the research world.



Chapter 1

Geometry of the
submanifolds of R"**"

1.1 Riemannian structures and Levi-Civita con-
nections

Given a Riemannian manifold (M, g), a Levi-Civita connection on M is an
application
V:T(M)xT(M)—T(M)

(7 (M) is the space of tangent vector fields on M) such that
1. VxY is C*-linear in X:
VixigxeY = fVx, Y +9Vx,Y, Vf,ge C®(M);
2. VxY is R-linear in Y:

VX(&H + bYVQ) = GVXYI + vaYVQa Va, b7 € R?

3. it satisfies the Leibniz rule for the product:
Vx(fY)=fVx(Y)+ Dx[Y, VfeC™(M),
where Dx f = X(f), being seen as a derivation;
4. it is torsion free: if [X,Y] := XY — Y X, then

VyY — VyX = [X,Y];

5. it is compatible with the metric:

Dxg(Y,Z)=9(VxY,Z)+g(Y,VxZ).
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Theorem 1.1 FEvery Riemannian manifold admits exactly one Levi-Civita
connection.

For a proof see [26], theorem 5.4.

In what follows we consider R** endowed with the usual Riemannian
structure, in which the scalar product of two vectors u,v € Rt is denoted
by u - v or (u,v). We identify R"™ with its tangent space in any of its
points. R®™ has an unique Levi-Civita connection: it’s the flat connection
and we denote it by V. Let {e1, ..., en1m} be an ortonormal basis of R™",
globally defined and fixed from now on; then

I} = (Vee;)" =0, Vi jk

An n-dimensional submanifold ¥ C R™™™ of class C", r > 2, will
be always endowed with the Riemannian structure provided by the ambient
space: it’s the only Riemannian structure such the immersion

3 Rn+m

is an isometry. Thus the metric g on X is simply the restriction of the metric
of R*T™,

We denote by TY its tangent bundle, of class C"~!, and, for each
p € X, T,X will be the tangent space to X in p. Similarly N and N2
will denote the normal bundle and the normal space in p. An arbitrary
orthonormal basis of 7),¥ will be denoted by {1, ...7,} and an orthonormal
basis of N,X by {v1,...,vm}.

The Levi-Civita connection of 3 can be expressed in terms of the
flat connection V of R™™: V¥ = V™. More precisely, let X,V € T(%)
be tangent vector fields on »; given X and Y, arbitrary extensions to a
neighborhood of ¥ in R™*™™ of the fields X and Y, we have

VY = (ViY)7, (1.1)

where (V X?)T is the orthogonal projection of V 5(17 onto the tangent bun-
dle T>. It may be verified that V> doesn’t depend on the choice of the
extensions X and Y. This is consequence of VY (p) depending only on
X (p) and the value of Y on the image of any curve v : (—¢,&) — R™"" with
~v(0) = p, 4(0) = X. From now on, when necessary, the vector fields on ¥
will be intended as extended, at least locally.

To prove (1.1), we use theorem 1.1, that is, thanks to the uniqueness
of the Levi-Civita connection, it’s enough to prove that (X,Y) — (VxY)7
is a Levi-Civita connection. The C®-linearity in X and the R-linearity in
Y are trivial, as well as the Leibniz rule. Let’s show that there is no torsion
(property 4 in the definition):

(V)T — (VvyX)T = (VxY - Vy X)T = [X,Y]T = [X,Y].
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Let’s verify the compatibility with the metric:
Dxg(Y,Z) = g(VxY.2) + 9(X,VyZ) = g(VxY)", Z) + 9(X,(Vy Z)").

1.1.1 The gradient, divergence and Laplacian operators

Given a C! function f: ¥ — R and X € T,%, we define

Dxfin) = 5| FG),

for any curve vy : (—e,e) — X such that y(0) = p and 4(0) = X.
The gradient on X of f in p is defined by

n

V2f(p) =) (Dr f(p)7;

j=1
It’s not hard to prove that if f is defined in a neighborhood of p in
R ™ then we have
VEfp) = (V)T

where Vf(p) = >2727" %(p)ej‘

In a local frame, that is given a chart (V, ), with ¢ : V. — R" and
given the corresponding local parametrization F' = ¢~! the following holds:

. Of OF

U= N 1.2
v f g axl axjﬁ ( )

. O(fo -1 - . S . .
where a(;lf(p) = (fa;ﬁ- )(go(p)), Gij = g; % and (¢") is the invers matrix

of (gij)-
The divergence of a vector field (not necessarily tangent) Z;Li{n X7 €j
on Y is defined by

n+m n
div? X = ) " e; - (V7X7) =D (D X) - 7.
j=1 i=1

In local coordinates, with the same notation as in (1.2) and writing
g = det(gi;)

1 0

div: X = N (v/gX"h). (1.3)

Finally the Laplacian on ¥ of a function in C%(3) is defined as
As f = div: V>,

which may be written in local coordinates plugging (1.2) into (1.3):

O (vas 28, (1)

1
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1.2 The second fundamental form and the mean
curvature

Definition 1.2 (Second fundamental form) We define the second fun-
damental form h to be the normal part of the connection of R*™™ : given
X, Y e T(M)

MX,Y) = (VxY)V.

As before, X and Y are extended.
Proposition 1.3 The second fundamental form h:
1. is symmetric: h(X,Y) = h(Y, X);
2. is C*°-linear in both variables;
3. h(X,Y)(p) depends only on X (p) and Y (p).
In particular h is well defined as a family of bilinear applications
hyp : T2 x Tpd — Ny,

Proof Due to the symmetry of V and since for X,Y € 7(X) we have
[X,Y] € T(X), the following holds true

MX,Y)-h(Y,X) = (VxY - VyX)V = [ X, Y]V =0.
To prove 2, we observe that h is the difference of two connections:
h(X,Y)=VxY - VXY

it is, thus, C'*°-linear in X. Being h symmetric it is also C*°-linear in Y.
Finally, both VxY (p) and VXY (p) depend only on Y and X (p). By

symmetry, it’s enough to know Y'(p) and X and, thus, it’s also enough to

know only X (p) and Y (p). O

Definition 1.4 (Mean curvature) For each p € X, we define the mean
curvature H of X in p to be the trace of the second fundamental form, that
18

H(p) = Z b (i, i)
=1

If {v1,...,vn} is an arbitrary basis of T3 and gi; == g(vs, v;), then

H(p) =Y g7hy(vi,vy). (1.5)

ij=1

10
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We use (1.5) to compute the mean curvature of X: let a local para-
metrization F' : ) — X be given in p, that is a diffeomorphism of 2 with a

neighbourhood of p. We assume F'(0) = p. F induces a basis of T),%, given

oF
by { ox' Ji=1,....n

o, O OF
SE o Oxidx)

Using (1.5) yields

n

92
)= (X oo () (1.6

5,j=1

oF = OF

9ij = 927 " i "

Lemma 1.5 (Derivative of a determinant) Let g(s) = det(g;;(s)), g
being differentiable in s. Then

9 _ 99y

1.
0s 0s (1.7)

Proposition 1.6 Let F' : Q@ — X be a local parametrization in p. Then
AxF(p) € NyX and
H(p) = AsF(p). (1.8)

The Laplacian of F is defined componentwise.

Proof We prove that AxF(p) is orthogonal to T,X. From now on we
suppress p. Thanks to (1.4) we may write

OF 1 0 OF OF L OF  O0*F
- ig & gt o F
Ank ok faxl (fg oxi (9:1:k) g oxd  Oxtoxk’

On the other hand, (1.7) and the symmetry of g yield

1 OF OF 1 1 05
ij o — 1 S S
f@xl (\fg ozJ axk) f@x’ <\fg g]k) f@ajk
_ }Ui(ﬁj,aj>_ ) O°F  OF
— 99 0z \oxt oxi) 7 Oxkzk i’
Therefore OF
Ay F . — = 0.
25 gk 0

Since k is arbitrary we conclude that AyxF is orthogonal to X.
Let us prove (1.8): writing the Laplacian in a local frame and differ-
entiating yields

1 O*F

ApF = — \[axz (@g”ax]) N (‘fg >8F+g”8x"8ﬂ"

11
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Observing that the first term in the right hand side is tangent and using
(1.6) give

O*F )N "

AsF = (AnF)Y = (69555

1.3 The area formula: first variation

We shall call area of ¥ the n-dimensional Hausdorff measure of 3, i.e.
A(X) :=H"(X2). It may be computed by means of the area formula.

Theorem 1.7 (Area formula) Let F : Q — R™™ be a locally Lipschitz
and injective map of an open set Q C R™ into R"*™. Let 3 be the image of
F'; then

HY(X) = / Vdet dF*(z)dF (z)dz, (1.9)
Q
where dEF* : R — R" s the transposed of dF.

For a proof of this theorem see [9] or [11].
If g;j = gg . %, we observe that (dF*dF);; = ZZ;T aal; %1;]_ = Yij
thus, being g = det g,

A(E):/Q\/g(x)dx. (1.10)

In particular \/gdz is the area element of ¥ expressed through the parame-
trization F' so that, given an H"L ¥-integrable function f, we have

/Zde":/QfoF\/f]dx.

First variation of the area

Definition 1.8 Given ¥ C R"™™ at least C', we consider a family of dif-
feomorphisms p; : R"T™ — R gych that

1. p(t,x) == () is C? in (—1,1) x R*™;

2. there exists a compact K non intersecting 0% (possibly empty) such
that pi(x) = x for each x ¢ K and t € (—1,1);

3. po(x) = for each x € R"™,

12
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Proposition 1.9 Set ¥; = (X)) and X = 8@*}t Assume X to be at
least C' and admitting a global parametrization F Q — R™™™_ Then

d

th(Et)‘t:O——/EAEF-XdH , (1.11)

where the Laplacian has to be read in the weak sense, that is

0 L OF®
- L XOZ e
/ > N \fﬁxi (\/ﬁg ox j) vgdr
oF“ 8)(“ OF* 0X“
¥ — n
/‘[ oa7 ot /zg 5z7 oz - (112)

Here and subsequently, integration by parts, even if only formal, is justified
by being ¢; = Id outside a compact K non intersecting 0.

Proof Being ¢ differentiable and ¢g(y) = y, we have

el

1.1
ot lt=0 (1.13)

pr(y) =y +1X(y) +o(t), X(y):=
We differentiate the area formula (1.10) under the integral sign and use the
formula for the derivative of a determinant (1.7): set Fi(z) = ¢i(F(z)) and
gU gi L. gf t. All the derivatives with respect to ¢t are computed for t = 0
and clearly g = ¢°.

/\/>d /Q a\/titd:r—/ﬂ%l/g@gijaagfj)dx. (1.14)

t
To compute ag;j we observe that, thanks to (1.13), w 8x’ +tgii +
o(t) and substituting into (1.14) yields
g'L] )
dr =
/ \f( o )T
1 aF 0X oF 090X
/ 3V9 5+ (1)) - (W H‘W —l—o(t)))dx =

/Qw (B 95 AT,

Due to the symmetry of g% the last term becomes

/Q\/ggijw 550 /AEF X. (1.16)

13
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Proposition 1.10 Let X, ¢; and X be as in proposition 1.9. Then
% )’ / div® X
— = ive X.
dt t t=0 b

Remark Differently from proposition 1.9, this proposition doesn’t require
the existence of a global parametrization, thus it may be considered more
intrinsic. d

Proof Let an arbitrary basis of 7,3 be given, say {vi,...,v,}, and set
9ij = v; - vj. Then, by linearity

divZ X = ¢¥V,, X - vj.

_ OF

Consequently, choosing a local parametrization I in p, setting v; := § 5 and
using Vor X = agif) we obtain
oz
-O0X(F(x)) OF
d‘ X X = 2]7. .
v g ox? oxJ
We conclude by comparison with (1.15). O

Remark Propositions 1.9 and 1.10 characterize the first variation of the
area of a submanifold in the only hypothesis that the submanifold is C*.
Actually less is needed: both propositions may be repeated werbatim for
Lipschitz submanifolds using Rademacher’s theorem, see the appendix. e

Now we see how the mean curvature gets involved in the definition of
minimal surface and first variation.

Proposition 1.11 Let ¥ be a C? submanifold and let be given a variation
¢ with variation field X. Then the first variation of the area of ¥ with

respect to ¢ is
d
LA ‘ - [ H X 1.17
FAS)|_ = [ (117

Proof Plug (1.8), holding for C? submanifolds, into proposition 1.9. O

1.4 Minimal surfaces

By minimal surface we mean a submanifold ¥ whose area is stationary with
respect to compactly supported variations keeping its boundary fixed:

Definition 1.12 (Minimal surface) Let ¥ be a Lipschitz n-submanifold
of R We shall say that Y is minimal if for every variation @y, definition

1.8, we have

d
o t:oA(Zt) =0.

14
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Thanks to propositions 1.9, 1.10 and 1.11, we have the following
proposition characterizing minimal surfaces.

Proposition 1.13 Given a Lipschitz submanifold ¥ of R"™™, the following
are equivalent:

1. ¥ is minimal;

2. for every vector field X € CF(R™™;R"™™™) such that X = 0 in a
neighbourhood of 02
/ div® X = 0;
pX

3. for each local parametrization F : Q0 — 3 we have AxpF = 0 weakly.

Moreover, if . € C?, the preceding statements are equivalent to H = 0.

Proof We have proved that 2 = 1 and 3 = 2. 2 = 3 is also true because

O:/divEX:—/AgF-X.
> >

Being X arbitrary we conclude that AxF' = 0.
In order to prove that 1 = 2, it’s enough to prove that for every vector
field X € C}(R™™; R™™) vanishing in a neighborhood of 9% we may find

a family of diffeomorphisms ¢; as in definition 1.8 satisfying % o = X-
(4)

This may be easily obtained locally: we define a family of variations ¢,
which may be glued together by means of a partition of unity.
The last claim is an immediate consequence of proposition 1.11. [J

1.4.1 The minimal surface system

Consider a parametrizatione F' : Q — R of a Lipschitz submanifold
¥ Cc R"™, Thanks to proposition 1.13, ¥ is minimal if and only if F
satisfies the following system, called minimal surface system:

n
0 i OF®
797 _
Zami<\/§g axj.)—(), a=1,....,n+m, (1.18)
i,j=1
where g = det(gi;), gi; = 9% - 25 and (V) = (gi5) 7"
The definition is well-posed and is intended in the weak sense, i.e., for

each ¢ € C§°(Q2)
- OF% Op
ij —
Z /Q\/gg Ozl Oxt 0

ij=1

15
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1.4.2 Non parametric minimal surfaces

A non parametric surface ¥ is the graph G, of a Lipschitz function u : ) —
R™. G, is clearly parametrized by the immersion

F:=Ixu:Q— RV,

that is F'(z) = (x,u(x)). In this case, the minimal surface system becomes

é}aii(ﬁg“)—o ji=1,....n

i 8?61(\/@(]"‘7%):0 a=1,...,m

3,j=1

(1.19)

Also the equations of this system are to be read in the weak sense. It’s an
elliptic system in divergence form.

Actually, at least in the case of the graph of a C? function, the system
(1.19) reduces to a quasilinear elliptic system in nondivergence form, as the
following proposition shows.

Proposition 1.14 Let be u € C?(S). Then the system (1.19) is equivalent
to " )
o 0*u®
V=0 =1,...,m. 1.20
z’j:lg dziggi o T (1:20)

Proof Let (1.20) hold true and set F(x) = (z,u(x)).

OF . O*F
Ay F = g .
= f@:ﬂl(\/‘ag )8333 g" Ox'al
The last term vanishes because g% 882;”612 = 0 for every k = 1,...,n and
2 .
gi gx i-7 = 0 by hypothesis. Since ApF € NX and gaxz(\fgm)@ is

tangent, we conclude that it has to vanish as well and, thus, Az F' = 0.
Conversly, if (1.19) holds true and u is C2, then, thanks to proposition
1.13, H = 0. We conclude using (1.6). O

1.5 Singular values: the area-decreasing maps

From the area formula (1.9), we know that the area of the graph of a Lips-
chitz function v : Q — R™ is

A(Gu) = /Q V/det(DF*DF)dx = /Q \/det (I + Du*Du)dz; (1.21)

there always exists a local frame in which Du and the area element have a
particularly simple form.

16
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Proposition 1.15 (Singular value decomposition) Let be given A, an
m xn matriz. Then there exist U and V orthogonal matrices on R™ and R"
respectively, such that B = UAV is a diagonal matriz: if B = {)‘ai}f;lﬂifzn;
then Ao = 0 whenever « # 1.

Proof For a proof see [27], theorem 7.7.1. O

Remark We may and do assume that \,; > 0: indeed changing the sign of
the basis vectors is an orthogonal transformation. It’s obvious that max \; =
| Du. °

An application of the singular value decomposition to the differential
Du yields Du*Du = diag{\?,..., A2}, where \; := \;; if i < m and \; = 0
otherwise. Thus

A(gu):/g\/mluﬂg(x))dz. (1.22)

Definition 1.16 Let u: Q — R™ be a Lipschitz map. Let {\;i(z)}i=1,..n be
the singular values of Du(x). We shall say that u is area-decreasing if there
exists € > 0 such that for a.e. x € Q0 we have

Ai()Aj(z) <1—¢, 1<i<j<n. (1.23)

The geometric meaning of the area-decreasing condition is the fol-
lowing: consider Du(x) restricted to a 2 dimensional subspace V of R™.
Then for each A C V with H?(A) < oo we have H2(Du(z)(A)) < H2(A).
Equivalently the Jacobian of Du(;r)‘v is less than 1.

Remark If m = 1, that is v : @ — R, then u is area-decreasing. This
follows immediatly from the definition because the nonzero singular values
of Du(x) correspond to a basis of the image of Du(z) and therefore in (1.23)
Ai and A; cannot be both nonzero. Actually it’s natural for a scalar function
to be area-decreasing, since H2(R) = 0. .

As we shall see, in the area-decreasing category it’s possible to prove
existence, regularity and rigidity theorems for minimal graphs in arbitrary
codimension which are natural generalizations of the corresponding theorems
in codimension 1.

1.6 Statement of the non parametric problem of
Plateau

The non parametric, or Cartesian, Plateau problem requires to find graphs
of least area with prescribed boundary. The boundary I' is given as the
graph of a smooth given map

P00 —=R", T'=G,

17
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where € is C* domain in R”.! Consider the set of Lipschitz n-submanifolds
A={ScR"™ : 9z =T}.
Such a set is nonempty being the homology of R"*™ trivial.
We shall discuss the following problems:

Problem 1: Existence of minimizers
Is it possible to find an application u € Lip(Q; R™) such that G, € A and

A(Gu) < A(X), VX e A?

Weakening the problem.

Problem 2: Existence of critical points
Does it exist u € Lip(€2; R"™) such that G, € A and whose graph has vanish-
ing first variation?

Problem 3: Stability
Does a solution of problem 2 also solve problem 17 Is it at least stable, that
is, small variations don’t diminish the area?

Problem 4: Uniqueness
Is a solution of problem 1 or problem 2 unique?

Problem 5: Regularity
Is a solution of problem 1 or problem 2 regular?

We shall not discuss the analogous problems arising when searching
for minimizing or stationary graphs in the class

B ={G, : veLip(;R™), 0G, =T}.
Nonetheless we shall see that in codimension 1 the two classes of
problems are often very close together.
1.6.1 The Dirichlet problem

For every map 9 :  — R™, we shall call Dirichlet problem for the minimal
surface system the following system:

LI g

. ) =0 =1,...
;W(\/ﬁg) j=1,....n
.9 L ou”

] — _ 1.24
Zaxz(\/gg (%'j)_o a=1,...,m. ( )
3,j=1
uo“agzwo‘bg a=1,...,m.

'that is, every point € 8Q has a neighborhood diffeomorphic to a half space of
dimension n.

18
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The Dirichlet problem is equivalent to problem 2 thanks to proposition
1.13 and the solutions of problem 1 also solve the Dirichlet problem because
the first variation of a minimizing surface vanishes.

The regularity problem is intimately connected to the nature of the
minimal surface system and, in codimension 1, to the minimal surface equa-
tion (2.3).

We observe that if u € C2(2) N C°(Q), due to proposition 1.14, the
system (1.24) is equivalent to

n
B 62ua
ij Y r _
‘Zg (%:iaxj_o a=1,....m
i,j=1 (1.25)

ua‘aQ:@ba‘aQ a=1,...,m.
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Chapter 2

Codimension 1

2.1 Convexity of the area

Let € be a convex smooth domain in R™. In codimension 1 the area func-

tional, defined on the space Lip(2), may be easily rewritten as
Alu) = / 1+ [DuPda. (2.1)
Q

Proposition 2.1 (Convexity) The area functional
A:Lip(Q) — R
i codimension 1 is stricly convex, that is

A+ (1= \w) < M(u) + (1 — X)A(v),

for every u,v € Lip(Q) and X € (0,1) and equality holds if and only if
u = v+ ¢ for some c € R.

Proof Observe that f(x) = v/1+ z2 is a stricly convex function, being its

second derivative 1
(@) = ——= >0
(1+2?)2
Then the area functional is composition of a linear map (v — Du), a convex
function (p — |p|), another convex function (z — 1+ z2) and a linear
functional (the integral on 2). Since composition of convex functions is
convex, we have the convexity of the area. To verify that this convexity is

strict, let u, v be such that v # v 4+ ¢. Then

/Q V1+|DOwu+ (1 — Nw|2de < /Q V1+ (A\[Du| + (1 = \)|Dv|)2 <
< M) + (1= NAW@). (22)
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The last inequality is strict because Du # Dw. ([

Remark Convexity is a major property of the area functional in codimen-
sion 1, in contrast with the higher codimension. In fact we shall see that
uniqueness and stability of minimal graphs in codimension 1 come from
convexity, while such results are false in higher codimension as shown by
Lawson and Osserman [25]. o

2.2 Uniqueness and stability

Theorem 2.2 In codimension 1 the graph of a Lipschitz solution u : Q — R
of the minimal surface system (1.19) minimizes the area among the graphs of
Lipschitz functions v such that u = v on 0Q. Moreover u satisfies the mini-
mal surface equation in divergence form which is equivalent, in codimension
1, to the minimal surface system:

D;
LE— (2.3)

D
V14 |Dul?

This solution is unique.

Equation (2.3) is meant to be read in the weak sense.
Proof 1. The minimal surface system implies that the first variation of the
area of the graph G, vanishes. In particular, for a given function ¢ € C}(Q)
we have

e — x’
a v/1+ |Dul?
(2.4)

which is the minimal surface equation in divergence form (2.3).
2. Equation (2.4) says that w is a critical point for the area functional.
On the other hand convexity implies

d 0
== to) = | —+/1+ [Du+ tDp|?dz = —
0=—| Alu+tp) /Qat\/ + |Du + tDy|2dx

A(w) > Aw) + %LZOA(U +to) = A(u).

3. Uniqueness follows by strict convexity of A, which implies that,
given u # v solutions to the minimal surface equation, we have

A (“;”) < %(A(u) +AW)) = Au).

The equality follows from u and v being minimizers and this contradicts the
inequality. O

Remark In the class of Lipschitz functions, the minimal surface equation
in divergence form (2.3) is equivalent to the minimal surface system (1.19).
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This means that in order to verify the vanishing of the first variation, it’s
enough to consider deformations of the form u + tp, called non-parametric
deformations. We may reduce ourselves to consider such a kind of variations
because, being Du bounded, a parametric variation ¢, for ¢ small enough
preserves the property of being a graph. °

2.2.1 Stability under parametric deformations

We have shown that, given a solution to the minimal surface equation in
), its graph minimizes the area among all graphs on ) having the same
boundary (theorem 2.2). Actually, more is true, as the following theorem
shows.

Theorem 2.3 Let u: Q — R be a Lipschitz solution to the minimal surface
equation (2.3) in Q. Then:

1. if Q is homotopically trivial (for instance, ) convex, star-shaper or
contractible), then the graph of u minimizes the area among every
Lipschitz submanifold ¥ C Q0 x R having the same boundary;

2. if Q is converx, then the graph of u minimizes the area among all the
Lipschitz submanifolds ¥ C R™" having the same boundary.

The proof is based on the existence of a calibration, that is an exact
n-form w of absolute value at most 1, whose restriction to G, is the area
form.

Proposition 2.4 (Calibration) Let w be an exact n-form in Q x R, such

that |w| < 1, that is
2
Z Wiy < 1.
1<i1<...<in<n+1

Let a Lipschitz submanifold Yo C Q x R with reqular boundary be given and
assume that W‘Zo s the volume form of ¥o. Then the area of Xg is least

among the Lipschitz submanifolds ¥ C Q x R such that 0% = 0%.

Proof Being w exact, we may find an (n — 1)-form 7 such that dnp = w. Let
> be as in the statement of the proposition; then, by Stokes’ theorem and
since the two submanifolds have the same boundary;,

/ w = / n=20.
DI 3 X —8%

On the other hand, since |w| <1,

A(E)>/Ew:/zow:A(Zo).
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Proof of the theorem We prove separately the two claims.
1. We consider in €2 x R the calibration form

(i (— 1" Dyu(e)doidy) + da - da"
1+ |Dul? ‘

w(z,y) =

The minimal surface equation (2.3) implies dw = 0; being 2 x R homotopi-
cally trivial, its de Rham cohomology is zero, thus w is exact. Moreover
|w| =1 and the restriction of w to G, is the volume form of G,, thus w is a
calibration for G, and proposition 2.4 applies because 0G,, is smooth.

2. The second claim follows from the first one: let ¥ C R™*! whose
boundary be dG,,, hence contained in € x R. The projection of ¥ onto  x R
is well defined in the following way: for each x € R™ let 71 (z) be the point
of 2 of least distance from z. Such a point exists by convexity of ). Then

m(z,y) = (m(z),y), VreR" VyeR™

This projection doesn’t increase the area; to the Lipschitz surface (possibly
with multiplicity) obtained we apply step 1 and get

ARZ) < A(m(%)) < A(Gu)-

O

Remark The hypothesis on €2 are necessary: in [14] R. Hardt, C. P. Lau
and Fang-Hua Lin proved the existence of a solution of the minimal surface
equation whose graph doesn’t minimize the area among the n-submanifolds
of R"*! having the same boundary. o

2.3 Existence

Let © C R™ be an open, smooth, connected and bounded domain. As we
have seen, the solvability of the Cartesian problem of Plateau in codimension
1 is deeply tied to the solution of the minimal surface equation. In the
following theorem we show that, under suitable hypothesis on 02, it is
possible to find a smooth solution to the minimal surface equation with
arbitrarily prescribed boundary value. This, thanks to proposition 1.14, is
equivalent to the solution of the problem of Dirichlet.

LN 0%u
v = 1
E 9" (Du) DB 0 inQ 25)

ij=1
U =P on 0
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with u, ¥ € C®(Q) N C%(Q), gi; = 8;j + DyuDju and (g¥) = (g;;) L. Ex-
plicitily
iy DiuD:
g (Du) = by — 0,
1+ |Du|
Remark Equation (2.5) is quasilinear and elliptic. On the other hand, it is
not uniformly elliptic, that is we cannot find A > 0 such that

g7 (p)&i&; > NEP?, V& p e R™

In general we prove that the ellipticity constant A depends (only) on |p|,
lemma 4.10, in a suitable way. In particular we know that, for |p| — 400,
A — 0 slowly enough, see (4.13). .

To prove the existence theorem 2.17, we shall use the fixed point
theorem of Caccioppoli-Schauder.

Theorem 2.5 Let T : K — K a completely continuous operator' which
sends a convezx, closed, bounded subset K of a Banach space B into itself.
Then T has a fived point, meaning that there exists T € K such that T(T) =
x.

Proposition 2.6 Let a Banach space B be given and consider a completely
continuous operator T : B — B and M > 0 such that for each pair (o,u) €
[0,1] x B satisfing u = cT'u we get ||u|| < M. Then T has a fived point.

Proof Let K = {u € B| |Ju|| < M} and define the operator

T(u) it T(u) € K
Mi”T(u)” fT(u) € B\K

T send K into itself, so that the fixed-point theorem of Caccioppoli-
Schauder, theorem 2.5, implies that 1" has a fixed point © € K. Were
|T(u)|| > M, we'd have

M M
ST iy €O (26)

thus ||u|| < M by hypothesis, absurd because (2.6) implies that |lu| = M.
So ||lul| < M and T'(u) = T(u) = . O

We shall apply this theorem to the Banach space of functions with
Holder continuous first derivatives B = C1(Q):

!continuous operator which sends bounded sets into relatively compact sets; we do not
assume 7" to be linear.
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Definition 2.7 (Holder functions) A function u := Q — R? is said to
be Holder continuous with Hélder constant o € (0,1] if

u(z) — u(y)|

Ulg = SUp —————— < +00.
[ ]a z,yiﬁ, ’x - y’a
TH£Y

Clearly every Holder continuous function is continuous; the vector space of
such functions is denoted by C%%(Q) and, endowed with the following norm,
s a Banach space:

[ullo.q = llullco + [ula-

At the same time we define the spaces C™* with r € N as the spaces of

functions whose derivatives up to the r-th order are Holder continuous; the
corresponding norm is

I

where we consider D™u as a function R%-valued for some d.

X = ||u||C'7' + [D"”u]a

We consider on B = C1%(€2) the operator T associating to a function
u € CH® the only solution v to the following Dirichlet problem, whose
existence is granted by the theorem which follows.

s 9
2 (D)5 =0 (27)
v=1 on 0.
Such a solution exists in C*%(Q). Indeed Du € C%*(Q), thus the co-
efficients g% (Du) are Holder continuous theorem 2.8 applies. The inclusion
operator m : C%%(Q) — C1%(Q) is compact thanks to the corollary 2.10 to

Ascoli-Arzela’s theorem. We want to show that, under suitable hypothesis
on (), the operator

T:=noT:C"(Q) — CH(Q) (2.8)

is completely continuous, verifies the a priori estimate of proposition 2.6
and, consequently, has a fixed point, solution of (2.5).

Theorem 2.8 Let a¥ € C%*(Q) be given and assume that they are elliptic
and bounded, that is such that we may choose A\, A > 0 giving

AP <Y V(@) < AJEP v e Q. (2.9)

ij=1
Then the Dirichlet problem
S 0u
4 ——  in ()

2 @) g (2.10)
1,7=1
u =1 on 0f)
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admits one and only one solution in C%*(Q). Moreover there exists a con-
stant C = C(Q, \, A, ||aij ||0a) such that

”UHz,a < C‘W’Hz,a' (2.11)

2.3.1 The theorem of Ascoli and Arzela

A sequence of functions u; : 2 — R is said to be equicontinuous if for each
xzo € €2, € > 0 there exists § > 0 such that

luj(x) —uj(zo)| <e, Ve Bs(xo), Vj.

The same sequence u; is said to be equibounded if there exists M > 0 such
that
luj(x)] < M, VzeQ,Vj.

Theorem 2.9 (Ascoli-Arzeld) FEvery equibounded and equicontinuous se-
quence of functions
u;j : Q=R

admits a subsequence converging uniformly on compact subsets.

Corollary 2.10 The immersion C™*(Q)) — C™(Q), 0 < a < 1, r € N, is
compact.

Proof Let u; be bounded in C™*(Q2), that is ||u;|, , < M for some M >
0. Then the derivatives of highest order are equicontinuous thanks to the
estimate

|Dj(x) — Dj(y)| < K|z —y|*, VjeNazyecl

Moreover the lower order derivatives are equicontinuous by boundedness of
the highest order derivatives. Applying the theorem of Ascoli and Arzela
to each derivative we conclude that there exists a subsequence for which all
the derivatives of order less than r converge uniformly. O

2.3.2 A priori estimates

We give an a priori estimate in C*%(Q) of the solutions of u = ¢Tu, o €
[0, 1], being T defined in (2.8).

Such an estimate may be obtained in four steps:

[a—

. supg |ul

[\)

. Supggq [Dul

w

. supg |Dul|

S

- Nully g
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First of all, we observe that u = o¢T'u is equivalent to

G 0%u
(D)2 0 i
”Z::IQ (DY) G727 o (2.12)

U= 0oy on 0f).

Proposition 2.11 (Elliptic maximum principle) Let aij@i be an

L . 21027
elliptic operator, i.e.

> al(2)&g > MeP, VEER™,

1,j=1

for some A > 0; let arbitrary real-valued functions by be given. Then a
solution u € C?(Q) N C°(Q) to

n ii o%u n k ou
> 0 (z) 5o (@) + > b (#) 55 (@) >0, (2.13)
k

satisfies

SuUp ¥ = max u.
Q o0

Remark Applying the maximum priciple to —u we obtain that if

"\ O*u = ou

ij=1 k=1

then

inf v = min w.
Q o002

Proofs of the maximum principle are available in almost every book
of second order PDE, for instance [12].

Since for a fixed u equation (2.7) is linear and uniformly elliptic? , the
first step is a simple application of the maximum principle to the solution
u, thus

sup |u| < sup || .
a o0

%for a fixed u, a¥(z) := ¢"(Du(x)) is a function depending only on the variable ;
being |Du(x)| bounded z, lemma 4.10 implies the uniform ellipticity of a*’.
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2.3.3 Boundary gradient estimates

In order to have boundary gradient estimates we use barriers; they enable
us to prove proposition 2.13.

The gradient estimates are one of the things most distinguishing the
various functionals in the calculus of variations. The costruction of barriers,
indeed, is closely related to the structure of the equation (or system), i.e.
the coefficients g%, particularly to the behaviour of the ellipticity constant.

Lemma 2.12 Let u,v € C%(Q) N C°(Q) be such that

I 0%u
1) _
Z g (D )Bxiaxj inQ
4,j=1
" d%v (2.14)
ij :
Z g (D”)a t0xd <0 inf
2,j=1
u < on Jf)

Then u < v on all of 1.

Proof By the mean value theorem of Lagrange there exists £ € (0, 1) such
that

n

g (Du) = Z

k=1

i .

ou v )

p(EDv A+ ( 1_€)DU)<8xk ok

Subtracting in the previous system and setting w := v — u we get

Zg Zbka <0 inQ

k p—
i,j=1 k=1 O (2.15)

w >0 on Of?

to which the maximum principle, proposition 2.11, applies. This yields
w > 0in Q. O

We have the tools to construct barriers. Let d : 2 — R the function
distance from the boundary, smooth in a neighborhood of the boundary (2
is a smooth domain). We define

Ny:={zeQ|d@) <r}, I, :={zecQ|dx)=r};

these domains are smooth for  small enough and, consequently, we shall
always consider r small. We consider on N, a function v of type

v(z) = P(z) + h(d(z)),
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where h : [0,7] — Ry is smooth and satisfies
h(0) =0, K'(t) = 1, K" (t) < 0. (2.16)

With these choices we get

1+ |Dvl? g9 (Dv)vi; < "+ Ch? + B Ad.
J
ij=1

The behaviour of Ad is determined by the mean curvature of 0f) : if
09 has nonnegative mean curvature Ad < 0,% thus,

(14 |Dv]?) Z g7 (Dv)vi; < B + Ch™.
Q=1

Now, setting h(d) = klog(1l + pd), we may choose the constants k and p
in such a way that conditions (2.16) are satisfied, h(r) > 2supyq |¢| and
h" 4+ C(h)? <0, thus

L 0%v
Z gu(Du)a D07 <0 inN,
e L 0T (2.17)

v > on N,

This, together with lemma 2.12, implies © < v in N,.. Being u = v on 902
we obtain
u(z) —ufy) _ v(z) — v(y)
N |
The construction of a lower barrier yields the opposite inequality and the a
priori boundary gradient estimate:

, ze,ye . (2.18)

Proposition 2.13 Let €2 be such that 02 has everywhere nonnegative mean
curvature. Then there exists a constant ¢ = c(2,v) such that, for each
o € [0,1], every solution of the minimal surface equation with prescribed
boundary data o)

L 0%u
(D —— =0 inQ
2 P00 =0 (219)

ij=1
u= oy on 0f).

satisfies

sup |Du| < c.
o0

3see [13] or [12]
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Proof The barriers v* and v~ constructed for 1) work also for ov. For a
fixed y € 9N and a suitable orthonormal frame in y, we have

Du(y) = (D*Muly), Dou(y))

being v the interion normal to 02 in y. Since u = ¥ on 02 we have
Dy = D%%) while (2.18) estimates the normal component D, u:

—kp=D,v- <Dyu< Dot = kp,

thus |Dyu| < kp. O

2.3.4 Interior gradient estimates

The interior gradient estimates are consequence of the boundary gradient
estimates thanks to the following lemma of Rado.

Lemma 2.14 Let u be a solution to the minimal surface equation (2.5),
then

sup {IU(TJ): : Z|(y) ‘a:,y € Q} = sup {IU(TJ): : Z|(y) reN ye 8(2}
(2.20)

Proof Let 1,25 € Q, 1 # 22 and 7 = x5 — x1. Define

ur(z) := u(z +7),

Qr={x : z+7€Q}.
Both u and u, minimize in 2 N ,, which is nonempty. By the comparison
principle, there exists z € (2 N Q) such that
u(x1) —u(ze)] = u(z1) — ur(21)] < |ulz) = ur(2)] = u(z) —u(z +7)|.

Observe that 9(2N Q) C (92U 0NQ;) and, thus, at least one of the points
2, z + 7 belongs to 9€2. Moreover both z and z + 7 belong to Q. O

Thanks to this lemma and the maximum principle for u and the barri-
ers built in N, it’s easy to show that there is an a priori estimates of the right
hand side of (2.20). The left part gives an obvious estimate of supgq |Dul,
and this yields the interior gradient estimates:

Proposition 2.15 There exists a constant C = C(2,v) such that, for each
o € [0,1], a solution u of the minimal surface equation with boundary data
o (2.19) satisfies
sup |Du| < C.
Q
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2.3.5 The C'*(Q) a priori estimates

In proposition 2.15 and by the maximum principle we have established an
a priori C1(f2) estimate for the solutions of (2.19), that is an estimate of
supgq |u| + supgq |Du| . To apply the fixed point theorem of Caccioppoli-
Schauder we need a C%*(€)) estimate. Such an estimate comes from a
theorem of De Giorgi, theorem 2.21, and has been obtained in its global
version by O. Ladyzhenskaya and N. Ural’tseva [22].

Proposition 2.16 Let u be a C*(Q) solution of

n
Diu .
Di——%  inQ,
; 1+ |Dul? o

u=1 on 0f,

with ¢ € Lip(Q). Then, for some a > 0, the following a priori estimate
holds:

[ully .o < C QA A) [[¥]]14-

Proof The a priori estimates of supq |u| + supg |Du| have already been
proved. We may differentiate the minimal surface equation as in proposition
2.22; this doesn’t require the difference quotient method because we are
assuming that u € C%(Q2). We obtain

D;(a”(Du)Djw) =0, w := Dsu,

with elliptic and bounded coefficients
aij(:c) _ 1 <5” _ DiuDju > 7
1+ [Dul? 1+ [Dul?

AP <) algg; < Mg (2.21)

1,7=1

The ellipticity and boundedness constants A and A are estimated a priori
because they depend only on supg |Du|: using lemma 4.10 yields

1
A=
(1+[Duf?)?

while we may always choose A = 1. Applying the estimate (2.23) of the

theorem of De Giorgi we obtain an a priori estimate of ||w||-0.a (@) Which,
being w = Dgu, is the thesis. ([
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2.3.6 The existence theorem

Theorem 2.17 Let ) be a smooth, bounded, connected domain whose bound-
ary has nonnegative mean curvature. Then for each ¢ € C*%(Q), there ex-
ists a unique u € C*(Q) N C%*(Q) solution to the Dirichlet problem for the
minimal surface equation (2.5).

Proof Uniqueness is consequence of the elliptic maximum principle given
in lemma 2.12.

Thanks to the Schauder estimates, see theorem 5.10, we only need to
prove the existence of a solution in C%%(Q).

Thanks to theorem 2.6 and the following remarks and propositions,
we have to prove only that the operator T' = 7 o T is completely continu-
ous. Compactness is clear: the Schauder estimates 2.11 imply that T sends
bounded subsets of C1%() into bounded subsets of C*%(Q), which are im-
mersed as relatively compact subsets of C1%(Q) by 7 thanks to the theorem
of Ascoli-Arzela, corollary 2.10. To prove continuity consider a sequence

u®
and the corresponding sequence v*) := Tu®).

Given a subsequence u¥), thanks to the compact immersion C%* <
C?, there exists a converging sub-subsequence u*") such that

my C?
o €

We easily observe that also v is a solution to (2.7):

al'j(Du(k”))(v(’f”))ij: 0
CO,al lco
a¥(Du) vij =0

(the sum over ¢ and j is understood) and by uniqueness we have v = Tu.
The arbitrariness in the choice of the first subsequence implies

Tu®) Ql_a_) Tu

proving, thus, the continuity. O

There are existence theorems in C*%(Q) or in C?(2) N C%(Q) even
when the mean curvature condition on 0f) isn’t satisfied; in this case, any-
way, restrictions on the boundary data i are necessary. Indeed the mean
curvature condition is sharp:
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Proposition 2.18 Let xqg € 02 be a point where OS2 has negative mean
curvature. Then for each neighborhood U of zg in Q0 and every ¢ > 0 there
exists 1 : Q — R with spt C U and || < € such that the Dirichlet problem
for the minimal surface equation with boundary data 1) is not solvable among
Lipschitz functions.

For a proof see [13], chapter 12.

2.3.7 Another existence theorem

Due to proposition 2.18, an existence theorem for domains with somewhere
negative mean curvature needs assumptions on the data ; such assumptions
cannot involve only a C? estimate, thus conditions on the first derivatives
are quite natural. In this direction we have a theorem of Graham Williams
[45] which we state without proof.

Theorem 2.19 Let Q C R"™ be smooth and let be 0 < K < Then

there exist 6,C > 0 such that, if

() — P (y)|
lz -yl

n—1"

<K and |¥(z)—9(y)|<d Yr,yeQ, z#y,

then the Dirichlet problem for the mz‘m’mgl surface equation with boundary
data 1 admits a solution in C>(2) N C%2(Q).

We, at last, cite theorem 4.2, which we shall prove. It guarantees
the existence in arbitrary codimension for sufficiently small boundary data
in the C*% norm. Clearly Williams’ theorem is stronger because it yields
existence for boundary data small in the C' norm; on the other hand this
theorem doesn’t generalize to arbitrary codimension.

2.4 Regularity

The regularity of solutions to the Dirichlet problem for the minimal sur-
face equations in the non-negative mean curvature case may be inferred by
existence in C%“ (theorem 2.17) and uniqueness (theorem 2.2).

We ask, more generally, whether the solutions to the minimal surface
equation are smooth inside 2. The following theorem gives a positive answer.

Theorem 2.20 Let u: Q — R be a weak Lipschitz solution to the minimal
surface equation (2.3). Then w is analytic in .

Proof That u is CM® is an immediate consequence of theorems 2.21 and
2.22. The higher regularity is proved via Schauder estimates, as in theorem
5.10. 0
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2.4.1 De Giorgi-Nash’s theorem

One of the most beautiful and important theorems in the theory of elleptic
equations was proved in 1957 by Ennio De Giorgi [5] and a few months later
independently by John Nash [33]. This theorem solves the 19" problem of
Hilbert:

Are the solutions of regular problems in the calculus of variations
always necessarily analytic?

Theorem 2.21 (De Giorgi-Nash) Assume the coefficients a¥ € L*>(Q)
are elliptic, that is such that (2.21) holds for some \;,A > 0. Then every

, 1,2
weak solution uw € W7 of

D;(@“Dju) =0 (2.22)

is Holder continuous, i.e. u € C’&?(Q) for some a > 0. Moreover if u = ¢

on 09, with ¢ € Lip(Q), then u € C%*(Q), a = a(Q,\,A), and there is a
constant C' = C(2, A\, A) such that

lullgoe < C el oo - (2.23)

For the proof see [22], theorem 14.1 page 201. In order to apply
this theorem to the regularity theorem 2.20 we have to prove that the first
derivatives of u satisfy equation (2.22) for a suitable choice of a¥/. That’s
the content of the following proposition.

Proposition 2.22 Let A(p) = \/ﬁﬁ for each p € R". Then the I/Vlic2
p

div A(Du(z)) =0,

solutions of

that is, the solutions of the minimal surface equation are Wlif functions.
Moreover, if we set w= Dsu (s=1,...,n), we have

D;(a" Djw) =0,

i 9, _ i DuD;
where al(z) i= 4 (Du(w) = rtss (89 - L)

A proof may be found in [13], theorem C.1; it’s based on the difference-
quotient method. The point is to prove that the functions

Du(x + hes) — Du(zx)
h 9

Th,sDu(x) = h € (0,8)

have L? norm equibounded with respect to h. This implies D?u € L?*(Q)
and the theorem, then is an easy computation.
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Chapter 3

The counterexamples of
Lawson and Osserman

The non-parametric theory of minimal surfaces in codimension 1 had been
well developed by the early '70s: the problems of existence, uniqueness and
regularity had been positively solved. On the other hand, very little was
known on the non-parametric theory in higher codimension.

The counterexamples of Blaine Lawson and Robert Osserman, pub-
lished in 1977 in [25] show the reason of this: the results true in codi-
mension 1 are false in higher codimension. In particular, the existence of
minimal graphs (solutions of the minimal surface system (1.19)) with pre-
scribed boundary value is not guaranteed even for very regular domains.
Also the uniqueness of the solution is false; moreover the solutions of the
minimal surface system, which in codimension 1 minimize the area thanks
to the convexity of the area functional, in higher codimension are not neces-
sary stable. Finally, the smoothness of Lipschitz minimal graphs, provided
in codimension 1 by the theorem of De Giorgi [5], is not true in higher codi-
mension and in [25] a Lipschitz but non C! minimal graph is shown. This
is optimal because in [15] this cone is proved to minimize the area, while
in [30] Morrey proved that a C'! solution to the minimal surface system is
analytic.

3.1 Non existence

The existence theorem in codimension 1, theorem 2.17, requires a geometric
hypothesis on the domain (2, namely that the mean curvature of 0f) is
everywhere non-negative and that 2 be regular. If this is the case, we have
existence for every smooth boundary data. The following counterexample
of Lawson and Osserman shows that, in codimension greater than 1, these
hypothesis are not sufficient.
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Theorem 3.1 Let1): S"~!1 — 8™ be of class C? non homotopic in S™
to a constant map, n > m > 2. Then there exists Ry > 0 depending on
such that the Dirichlet problem for the minimal surface system in B™

7

zn:aii(\/gg"j) —0 j=1,....n

=1

0 - ou® (3.1)
. M—— =0 =1,...
(%c’(\/gg 833]) @ eI
{ uo“aQ:Rwo‘yag a=1,...,m,

has no solution if R > Ry.

Lemma 3.2 Let ¥ C U be a Lipschitz manifold of class C? in a neighbor-
hood V' of its boundary. Then, if X is minimal in the sense of varifolds in
U C R™™ open and bounded, we have

A =+ /8 o @), (3.2)

n

where v(x) is the exterior normal to 0% in x.

Proof Let
Y, ={rxe X d(z,0%) >r}.

By compactness of 0% there exists 1o > 0 such that for » < ry we have
Y¥\Y¥, C V. Using the function distance from the boundary, we build a
smooth function ¢, (x) = ¢, (d(x,9%)) such that

:0, SOT' :17 OSSOTgl'

©r e,

Consider the vector fields X(z) = x and X(z) = ¢p(x)X (x). Since ¥ is
minimal and X € C}(X) we obtain

0= / div> XdH" = / VE, - XdH" + / o, div® XdH".
b by b
The last term, being div> X = n, satisfies
/ or divZ XdH™ — nA(%).
b3
Being ¢, a function of the distance, we have

/ Vi, - XdH" = V0, - XdH" — X - vdH" L (3.3)
) S\E, %
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indeed V=g, ~ I/%{Ep) and fora%ép) = 1 for every r. We obtain (3.3)

writing the integrals in charts and applying Fubini-Tonelli’s theorem. O
Proof of the theorem In the first two steps we prove two inequalities
giving an absurd.

1. Let u be a solution of (3.1) and let ¥ be its graph. If z € 0Xp,
then |z| = +/1 + R2. This, applied to (3.2), yields

A(Sh) < ”ZRQHM(aER), (3.4)

where we consider 0¥ r a C? submanifold of R of dimension n — 1 and
Y g smooth in a neighborhood of the boundary. The regulatiry is given by
Allard’s theorem B.3. On the other hand

HL(0%R) = cR™ ! (3.5)

because, being m2(Xg) C RS™ 1, w9 : R"™ — {0} x R™, we have that the
projection moT,0¥.R is an (m — 1)-dimensional vector space in R™. Thus a
homotety of R™ rescales the area of Xy by a factor R™~!. Substituting
(3.5) in (3.4), we obtain

cV1+ R?

A(ZR) < TRm—l < e R™. (3.6)

2. Let u be again a solution of (3.1). We prove that the image of u
contains B™. Were it not so, and were yo € B" a point outside the image
of u, we would have a retraction

¢: B™\{yo} — 5" .
We may, thus, define the homotopy
F:[0,1] x "1 — gm~1

given by
F(t,z) = o(u((1 = t)z)).

It’s clear that F(0,7) = t(x) and F(1,z) = u(0) for every z € S"!,
contradicting the hypothesis on .

Let 9 € B™ be such that u(xo) = 0, and ¢ := (29,0) € Xr. Take
(x,y) € 0XR. Then

¢ = (@ 9)[ =yl = R,

whence

By the monotonicity formula, proposition A.17, we have that for 0 < r < R
the function

A(ZR) N B, (C)

o(r) = o
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is monotone increasing and lim,_,g+ o(r) > 1. This implies that ¢(R) > R",
that is

A(XR) > A(Xr) N Bgr(¢) > w,R™. (3.7)
3. Combining (3.7) with (3.6) we have
wan S A(ER) S ClRm. (38)

Since the exponent on the left is greater that the one on the right, this last
inequality cannot be true for a sequence R; — 400. Let

Ry =sup{R: w,R" < cR™} < +o0.
It’s clear that thanks to (3.8), ¥ cannot exist for R > Ry. O

Remark The hypothesis n > m > 2 doesn’t include the case of dimension
2. Actually there exists an important theorem due to T. Rado [35] saying
that the Dirichlet problem for the minimal surface system in dimension 2
and arbitrary codimension is always solvable when continuous boundary
data are prescribed. Moreover such a solution u is continuous up to the
boundary and analytic in the interior. For a proof see [25]. o

3.2 Non uniqueness and non stability

We have remarked that a solution to the minimal surface equation with
prescribed boundary data is unique and minimizes the area among the other
graphs on () having the same boundary. Both uniqueness and stability are
not true in higher codimension.

Theorem 3.3 There exists an analytic function 1) : S — R3 such that the
minimal surface system (1.24) with boundary data 1) has at least 3 analytic
solutions. Moreover one of these is unstable.!

Sketch of the proof Lawson and Osserman define as boundary data a
function ¢ symmetric: if I' C R® is the graph of ¥, then I' = ¢(T"), where

G(xla '127 1117 ZJQ, y3) = (_xZ’ xla _y17 —937 y2)

Rescaling such a function they define I'g := G,..
Making use of Morse’s theory the prove the following proposition.

Proposition 3.4 Let F : B> — R® be a parametric minimal surface with
boundary data T'r and let A : R® — R be defined by

Mot 2yt y?y?) =yt

Then X o F has exactly one critical point in B.

! A surface parametrized by a graph G, is said to be unstable if for every ¢ > 0 there
exists v with |u — v| < € and A(G,) < A(Gu).
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Thanks to a work of Douglas [7], there exists a surface ¥ C R®
parametrized by F : B? — R® (not necessarily a graph over B?) whose
boundary is ' and which minimizes the area among the Lipschitz surfaces
with boundary 'y homeomorphic to B2. Assume that such a surface is
unique. Then, by proposition 3.4, A has only one critical point in . Since
ooF parametrizes a surface having the same area (o is an isometry) and with
the same boundary I'g, if we assume that ¥ is unique, we have ¥ = o(X)
and o(p) = p by uniqueness of the critical point. It follows that p =0 € X.

The condition 0 € ¥, and the non existece of other critical points,
the shape of I'g and the symmetry of ¥ imply Ays > 47 R; it’s not difficult,
anyway, to construct a surface ¥’ homeomorphic to B? with boundary I'p
and area

A(X) < (27 +€)R? + O(R) + 7.

Consequently we have an absurd for R large enough. O

After proving the existence of two parametric area minimizing sur-
faces, the existence of a third parametric minimal surface follows from a
work of Morse and Tompkins [31]. Finally the three surfaces found are
non-parametric? thanks to a theorem of Rado [35].

Remark Thanks to this counterexample, the study of the minimal surface
system is not equivalent to the solution of the problem of Plateau. It’s clear
the difference with the codimension 1: a solution of the minimal surface
equation minimizes the area among graphs and, if €2 is convex, minimizes
the area also among the parametric surfaces (theorem 2.3). .

3.3 Non regularity: existence of minimal cones

The regularity problem for non-parametric minimal surfaces is tightly con-
nected to the nature of the minimal surface system. In codimension 1 this
system reduces to an elliptic equation in divergence form (2.3); solutions to
such an equation are smooth thanks to the theorem of De Giorgi [5]. There
is no analogous theorem for elliptic systems and we may see an example of
the difference between elliptic systems and elliptic equations in the following
example.

Theorem 3.5 Letn:S% C R* — 5% C R? be the Hopf’s map defined by
7](2’1,2’2) = (‘2’1’2 — ’22‘2,22122) ERxC= Rg,
where (21, 22) € C2 2 R*. Then the Lipschitz, but not C*, map

w:R* - R3

Znamely they are the graph of a function.
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given by

@) = ey (L) «#0 (3.9)

and u(0) = 0 satisfies the minimal surface system (1.19).

Sketch of the proof Consider the family of immersions
i S — 86

given by
io(z) = (az, V1 —a?n(z)), 0<a<l

Let SU(2) be the group of unitary matrices of determinant 1 in C? and let
SO(3) be the group of orthogonal matrices of determinant 1 in R3. We know
that SO(3) = SU(2)/Z2 whence there is a natural immersion

SU(2) — SU(2) x SO(3),

through which SU(2) acts on S% C R7. Thanks to a theorem of Wu-Yi
Hsiang [17], the orbits of highest volume of the action are minimal submani-
folds of 9.3 Using the symmetry of i,, it’s not difficult to show that i,(S®)
is a principal orbit and that it’s enough to maximize the area among such
submanifolds of S6:

A(io(S?)) = 2n%a(4 — 3a?),

which attains it’s maximum in [0,1] when o = Z. Then i 2 (83) is minimal
in S% whence the cone C built on it is minimal in R” because, in general,
the cone built on a minimal submanifold of S™ is a minimal submanifold
of R™1. Indeed the mean curvature of C' in = has no component parallel
to x, thus is equal, up to rescaling, to the mean curvature of i (S%) in SS.
Finally we verify that C' is the graph of the function f defined Ri)n (3.9).

Remark Thanks to this counterexample the result of Morrey, theorem 5.10,
saying the a C! solution to the minimal surface system is analytic, is sharp.
To prove a regularity result for Lipschitz solutions we need further hypoth-
esis: we shall prove smoothness of Lipschitz minimal graphs which are area-
decreasing. °

358% is a Riemannian manifold. Given a submanifold ¥ the Levi-Civita connections on
5% and ¥ are well defined. Consequently we define the mean curvature H of ¥ in S%; this,
in general, doens’t agree with the mean curvature of ¥ seen as a submanifold of R7. We
shall say that ¥ is minimal in S® if H = 0.
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Chapter 4

Existence in arbitrary
codimension

The existence theorem in codimension 1 is based on the a priori boundary
estimates for the gradient of a solution w. These are obtained by using
barriers v satisfying

- 0%v

ij

Z 9" (Dv) 5= < 0. (4.1)
3,j=1

Actually, being the minimal surface system non linear, we should search for

barriers of the form

= v
9(Du)——— <0 4.2
Z 97 )amlaxﬂ - (4.2)
2,7=1
and this is more difficult because, since we don’t know Du (this is what we
want to estimate!), we don’t know the ellipticity constant of the coefficients
g7 (Du). In codimension 1 lemma 2.12 shows that the construction of bar-
riers satisfying (4.1) is enough, but, being this lemma false in codimension
greater than 1, we cannot generalize this procedure.

In this chapter we shall show that, with suitable assumptions on the
C? norm of the boundary data 1, the construction of barriers is possible. In
order to do so, we shall use the parabolic system associated to the minimal
surface system (the mean curvature system) and the parabolic maximum
principle, showing that there are geometric quantities preserved along the
mean curvature flow. Because of the counterexample of Lawson and Os-
serman, theorem 3.1, it’s natural to introduce hypothesis on the boundary
data.

We shall use the mean curvature flow to prove the existence of a
Lipschitz solution to the minimal surface system; in the following chapter
we shall prove that the solutions found here (not every solution, in general)
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are C'°. These results are due to Mu-Tao Wang, and appeared in 2003 and
2004 in [42] and [39].

In the section below, we prove a result which was well know at the
time of the counterexamples of Lawson and Osserman: a local existence
theorem based on the inverse function theorem.

4.1 Existence for C*%-small data

We show that when |[¢||, , is small enough (depending on £2), then the
Dirichlet problem for the minimal surface system (1.25) has a smooth solu-
tion. This section is independent of the other sections and its results won’t
be used in what follows.

Theorem 4.1 (Inverse function) Let E and F' be Banach spaces and let
®: E — F be of class C", r > 1. Assume that D®,, is an isomorphism
of Banach spaces' for some xq € E. Then there exists U C E and V C F
open neighborhoods of xoy and ®(xg) respectively such that ®(U) =V,

(I)‘U U -V
is invertible and the inverse is of class C".

The proof of this theorem is the same as the proof of the theorem in
R™. For the details see [24].

Theorem 4.2 Given 2 C R™ open, connected and smooth, there exists a
constant C' = C(2) such that if ||¢],, < C, then the Dirichelt problem
for the minimal surface system with béundary data v (1.25) has a smooth
solution.

Proof We intend the sum over repeated indices and consider the Banach
space operator

P : CQ’O‘(ﬁ; R™) — CO’Q(Q;Rm) X CQ’Q(QQ;Rm)
defined by
y 0%u
e [ i Bl
O(u) = (g (Du) Gmi&vj’u‘aﬂ)'
The differential of ® in w is

0%v +ﬁgij( u)avﬁ 0%u o >
Ox'OxI 8p§ Oxk Oxidps’ 1)

a0, (v) = (97 (D)

Lthis means that D®,, is invertible and its inverse is continuous. The latter hypothesis
is unnecessary thanks to the open mapping theorem: a linear continuous and surjective
map between Banach spaces is open.
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It’s easily seen that d® is continuous and that for u = 0 it reduces to
d®y(v) = (AU,U|BQ);

inverting d®o means: given f € C%%(Q) and h € C**(95), solve in C?%(Q)
the Dirichlet problem
Av=f inQ
{ v=~h  on0f.

As well known this problem has always a solution in C*%(Q2) and the solution
is unique (maximum principle). Thus the operator d® is invertible and its
inverse is continuous by the open mapping theorem.

Note that ®(0) = 0; then the inverse function theorem 4.1 implies
the existence of a neighborhood of 0 V' C C%*(Q) x C*%(9€) contained in
the image of ®. In particular there exists C' > 0 such that {0} x B¢(0) is
contained in the image of ® and this, together with theorem 5.10, concludes
the proof. O

4.2 Parabolic linear equations

We state, without proof, some results from the theory of parabolic linear
equations; a classical reference is the book of Ladyzhenskaya, Ural’tseva and
Solonnikov [23], see also Lieberman [28].

A second order linear parabolic equation is a differential equation
which may be written in the form

n

86—1;(9:,15) — > (1) rine (@) =0 (4.3)

1,7=1

in a domanin Q7 := Q x (0,7) C R*"! where the coefficients a* are elliptic
and bounded, that meaning that there exist A\, A > 0 satisfying

MEP < a(z,t)6€ < AJE]?,  VE € R™

If we may choose A independently of = and ¢, then equation (4.3) is said to
be uniformly parabolic. We denote by 0*€) the parabolic boundary of Qr,
that is

IQr =0 x {0} U0 x[0,T).

The parabolic maximum principle is the parabolic analogue of the elliptic
maximum principle 2.11:

Proposition 4.3 (Parabolic maximum principle) Given a solution u :
Qr — R to the uniformly parabolic inequality

ou LI 9%u
700~ 3 e e 20
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we have
infu = inf wu,
Qp o*Qp
while, if
ou SN 0%u
—(x,t) — ) —=—(x,t) <
we get

supu = sup u.
Oy o*Qp

We consider the initial-boundary data problem for a linear parabolic
equation with nonconstant coefficients

)= 3" a2 (@) =0 in
ot AT daioad 8

U =1 on 0*Qp

(4.4)

and study its solvability in suitable weighted Holder spaces.

Definition 4.4 Let Qr = Q x (0,7T), with Q@ C R™ smooth and bounded
domain; for u : Qr — R?, o € (0,1] we define the seminorms

_ |u(X) — u(Y)]
b Gl
X#Y

where X = (2,t), Y = (y,s) and | X — Y| = max{|z — y|, [t — s|/%} is the
parabolic distance;
[uh,a = [Du]a

[U]2,a = [DQU]a + [Dyu]a

We define the corresponding norms
[ull = sup [u] + [u]a
Qr
[ully, = sup |u| + sup | Du| + [u]1
Qr Qr
[l = sup |u| + sup [Du| + sup | D*u| + sup Ju| + [u]2,q
QT QT QT QT
We define the corresponding Hélder spaces
cro(@r) ={u: Q=R Jull, o < oo}, r=0,1,2

which, endowed with the corresponding norms, are Banach spaces.
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Observe that the first derivatives with respect to t are treated as

second order space derivatives; something similar happens in the definition
of parabolic distance.
Remark Holder continuous functions are uniformly continuous, thus their
continuity extends up to the boundary of Qp. For instance a function in
C?*%(Qr) has second order space derivatives and first order time derivative
continuous up to the boundary.

This makes the spaces introduced up to now insufficient in the study
of the solvability of an initial-boundary value problem as (4.4). Indeed, if
the data v don’t satisfy the compatibility condition

o T O
bl _ J il — *
o (1) ijzla (@,)5 o (@,1) =0, on 9"Q,
then it’s clearly impossible that a C*%(Qr) function satisfy (4.4).

For this reason we introduce some weighted spaces using a distance
from the boundary function. °

Definition 4.5 (Weighted parabolic Holder spaces) We introduce the
function distance from the parabolic boundary:

d(x) = dist(z,0"Q); d(X,Y) := min{d(X),d(Y)}.

Define
s = osc £, |1y = sup| ]
Q
M(a) _ [ supq, d° |u ifb>0
0 supq,, (diam Q)° |f| ifb <0
X) —u(Y)|
@) _ 5 yyoralil
[u]a Sup {d( Y ) |X _ Y’Oé
(9) s+1+a | Du(X) — Du(Y)|
= X, Y
[u]l,a sup {d< ) ) ‘X _ Y‘a
2 2
(8) _ siota [ | D*u(X) = D*u(Y) | |Dwu(X) — Dyu(Y))
e = SUP{d(X’ ") ( X-vr T XY

lull® = Jul§ + [u]®

67

) ) 146 )
| = Jul$ + [Dul§ 0+ [))

146 (2+9) (2+9) (%)

) )
ull$) =l + 1DulS ™ + | D2 | 0+ T+ [l
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Consequently we define the spaces Céi;;l , k =0,1,2. The functions
in these spaces are continuous with the proper number of derivatives in the
interior, but not in general up to the boundary.

The main existence result from the linear theory we use is contained
in the following theorem.

Theorem 4.6 Set o € (0,1), § € (1,2). Assume that the coefficients a*
satisfy the uniform ellipticity condition (2.21) in Qr, are Holder continuous,
meaning that

a9 < o0

and assume

|a(X) — a9 (V)| <¢(IX -Y]) (4.5)

for some continuous increasing function ¢ with ((0) = 0. Then the probelm
(4.4) with initial-boundary data ¢ € C? is uniquely solvable in C'(Q’_(g) and

-4 2711 (O
lalS < € (1l ]| 0 8,20.€) 1l (4.6)
Remark If we choose ¢ and a such that 6 —a > 146, 6 € (0,1) we obtain
-4 -0
[Dulo < Jlulliy < € llullyy” < oo,

which implies that the solution has first derivatives Holder continuous and,
thus, continuous up to the boundary. °

If the compatibility condition is satisfied, it’s possible to obtain C'*“-
regularity up to the boundary:

Theorem 4.7 Set o € (0,1) and let the coefficients a in (4.4) be a-Hélder
continuous, elliptic and satisfy (4.5). Also let 1 € C**(Qr). Assume that
the compatibility condition for the initial-boundary data 1 holds:

0 "\ ok
a—q’f(x,t) — Z a”(a:,t)aTg;j(x,t) =0, onofx {0}

1,j=1

Then problem (4.4) has a unique solution in C**((Q).

4.3 The Dirichlet problem for the minimal surface
system

Recall that the non-parametric Dirichlet problem in non-divergence form for
the minimal surface system is

"N 0*u .
Zgj(Du)axiaxj =0 inQ (4.7)
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with ¢ € C°(QR™), gij(Du) = 85+, 2% 9% and (g9 (Du)) = (gij(Du)) ™.

To solve this quasilinear elliptic system, we study the associated parabolic
system, which corresponds to the non-parametric mean curvature flow:

ou Ly 0%u .
1 .
—_— on Qg

with 1) € C®(Qs) and u = (ul,...,u™) € C?(Qs) N C%(Q).

4.4 The mean curvature flow

Let be given an n-submanifold ¥ in R®*™ parametrized by F : Q — R ™™,
The mean curvature flow of X is a family of embeddings

F:Q—=R"™™  tecl0,T)

such that, defined F(z,t) = Fy(z),

OF

—(t,z) = H(F(t,z)) inQ

o (ta) = H(E(,2) in O o)
F:Fo on 8*QT,

where H(F(t,z)) is the mean curvature vector of the submanifold ¥; :=
F,(Q) in F(t, ).

The mean curvature flow is the minus gradient flow of the area func-
tional with respect to the L? scalar product as may be seen in (1.17): we
deform a given surface Fip(f2) in the direction in which the area decreases
most.

The relation between the parametric mean curvature flow and the
system in (4.8) is described in the following proposition.

Proposition 4.8 Let F : Q7 — R™™ be a solution to the parametric mean
curvature flow (4.9) and assume that ¥; := F;(2) may be written, for each
t €[0,T), as tha graph of a function with gradient bounded on Q2. Then there
exists a family of diffeomorphisms leaving the boundary fized v : Q8 — Q such
that ﬁt = Fyory is of the form

F(z) = (z,u(x)), z€Q,

where
u:Qr — R™

solves (4.8) with initial-boundary data 1 : Q@ — R™ such that
Fo(z) = (2,9 (x))-
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Conversly, given u solution of (4.8), the family of embeddings
ﬁ’t =1 xu:—RV™

satisfies

(%f(m))]v — H(t,),

where H(t, ) is the mean curvature of Sy := Fy in F(t, ).

Proof The map
moF :Q—Q

is a bijection because we assumed that ; is a graph on Q. Define
e = (m o Fy) 7L,
Clearly 7 is the identity on Q. Let F(t,x) = F(t,r(t,z)); then

OF OF dr
E(t’ r) = E(t,r(w,t}) + dFt<E> (t, @),

whence " N . N
(at(t,x)> :((%(t,r(t,x))> = H(t, ). (4.10)

We observe that

OF 4 0%F
or R™ i (Du) =2 R
3 €OV xR 0 g Dus € 0) <R
thanks to (1.6) we have
LA 92F \N -
ij —
( >~ g7 (Du) - aw‘) , (4.11)

ij=1

moreover the projection of {0} x R™ onto N F( t,x)zt is injective, thus we get

OF <~ O?F
- (D ——
ot = 22 9" (P05 00
1,7=1

which is equivalent to (4.8). The converse is similar. (]

In what follows we shall not use the above proposition but in equation
(4.11) which enables us to compute the variation of the area of the graphs
moving by mean curvature, i.e. solving (4.8).

We prove the existence for all times of the mean curvature flow using
a method of continuity, as done by Mu-Tao Wang [41]: we show that the set

50



THE NON-PARAMETRIC PLATEAU PROBLEM

of times for which the solution exists is both open and closed?. Using the
Caccioppoli-Schauder’s fixed point theorem we prove the existence for small
times, thus proving openess. For the closure we need the a priori estimates
of the subsequent sections: we estimate the gradient on the boundary and
on the interior and, thanks to a theorem of Brian White, also the higher
order derivatives.

4.4.1 Existence of the mean curvature flow for small times
Theorem 4.9 Let 1) € C%(Qu) for some & € (1,2). Then there exists a
constant € > 0 such that the problem (4.8) has a solution u € C?é?(QE)'

Proof Choose 0 € (1,9) and set M := 1+ [¢]p < +o00. For some € > 0 to
be fixed we set

K ={vec®(Q.): o]y < M}
and we define the non-linear operator
T:K — C%(Q.)

which to u € K associates the solution Tu = v to the uncoupled linear
system

n 2
dv Zgij(Du) v =0 inQ,

ot 4 dxidxi (4.12)
2,j=1
v =1 on 0*(),
Thanks to theorem 4.6, such a solution exists in C(Q;)FO‘(GH) (Q¢) and

Wl < [o]s < Clol5, -y < C(M).

Consequently |v — 1| < Ce in Q. and, by interpolation, [v — ¥]y < Ce’5
Then [ulg < M for some ¢ > 0 small enough which, from now on, we fix.
The operator T sends K into itself; observing that, thanks to Ascoli-Arzela’s
theorem, K is a compact subset of C1(€2.) and that it’s convex (seminorms
are convex), we may apply Caccioppoli-Schauder’s fixed point theorem and

we obtaian a fixed point u € 0(230)4(9—1) (Q) for T'. It is a solution to problem

(4.8) in . and, thanks to theorem 4.6, u € C(ng;(ﬂs).
O

*We say that a solution exists in [0, to] if there exist for (z,t) — (zo,t;) the limits of
the second order space derivatives and of the first order time derivative.

o1



LucA MARTINAZZI

4.5 Boundary gradient estimates
Lemma 4.10 (Ellipticity and boundedness of ¢¥/) Let

" Ou® u®

9i(Du) = i + 3 5=
a=1

and (g (Du)) the inverse matriz of (g;;(Du)). Then we have

1i77!£|2§g“‘<Du><x>@-sj§|£|2, n=sup|Duf*,  (4.13)

Qr

for every € € R™.

Proof It’s clear that (g;;) is symmetric, thus diagonalizable. Let A\; < --- <
An be its eigenvalues (possibly repeated). Then also (¢g%) is diagonalizable

and its eigenvalues are )\%, ceey ﬁ Now it’s easy to verify that

n 8 o
> asDuee) =l + (S S56) 2 16

ij=1 1<i<n
1<a<m

Let & be an eigenvector relative to the smallest eigenvalue, say A\;. The
above equation implies that, denoting by g the linear map associated to the
matrix (g;;), we have

|§*|2 < <§*u9§*> = )\1|€*|2

and therefore A; > 1. Similarly we obtain that, if A, is the largest eigenvalue,
then

An = s 19(§)] = 1+ |Dul®.

Estimate (4.13) follows immediatly by the estimates on the eigenvalues. [

Theorem 4.11 Let Q be bounded, convex, smooth and let u € C(Qfé)(QT; R™)
be a solution to (4.8). Then we have the following estimate

|Du| < 4ndiam Q(1 +n)sup | D*) | + v2sup |[Dy| ondQ x [0,T), (4.14)
Q o0

where 1 = supq,. | Dul?.

Observe that the hypothesis u € 0(2;0(‘5) (Q7; R™) implies u € C?(Qp; R™)N
CL(Q x (0,T); R™).
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Proof Take p € 902 and set ' C R™ to be the hyperplane tangent to 02 in
p; define d as the function distance from T’ x (0,T) in Qrp, i.e.

d(z,t) = dist(z,T).
Since d is linear ZgijDijd = 0. For a fixed 1 <! < m we define the barrier
v(x,t) = klog(1 4 pd) — (u! — ).
We compute

ov . 0% kp? y od od 2!

4 = & - —g"
ot =" P gu0ar = W pap?” P owi 00 " P uton

(4.15)

We used that fact that « is a solution and v doesn’t depend on ¢. Thanks to
the ellipticity estimate on (¢¥/), inequality (4.13), and to |Dd| = 1 we have
g7 D;dD;d > ﬁ, thus
2 2
@—gij a'v'z kp 1 ‘
ot 02i0x = (14 pd)21+n

2,11

y 0“1y
i 2
g (Du)awiaxj Snsgp ’D d)| .
Therefore, if
kp?

(14 pdiam Q)21 +1n

>nsup | D*Y |, (4.16)
Q

we get vy — Y. g D;;v > 0 on Qr. Now v(z,t) > 0 on 9*Q, thus the strong
parabolic maximum principle implies v > 0 in Q7. Since v(p,t) = 0 for every
t €[0,7) we have

ov O(ul — b
0<87—k3 — an , 1.e
oul ot
an <R e

The construction of a lower barrier yields an analogous estimate for _%:

whence

ou oY
- k b
an| < ¥ ‘ on
and, since u‘aQ = w‘ag
Daﬂu — D89¢

we have

2
< (ko | 22])" 00 <k s vEIDU By (0
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To obtain (4.16) we set p = (diam Q)~! and

k = 4n(diam Q)*(1 + n) sup | D*¢| ,
Q

whence (4.17) becomes (4.14). O

4.6 Interior gradient estimates: the function xw

We introduce the function

1 1
w - (4.18)

N V/det(I + Du” Du) T, (1 + )\12)’

where the number \; are the singular values of Du, i.e. the square roots of
the eigenvalues of Du” Du. The following relations are easily verified:

1 ) 1
*w > = |Dul* <1-=6; |Dul</(2=6)1"—1= %w > .
(4.19)
Let w be the n-form on R™™ defined by
wler,...,en) =1
w(eil,...,ein):() ifig < ... <ip, in >n.

The covariant derivatives of a tensor are well defined on a Riemannian
manifold: consider in particular w belonging to 7,,(X), the space of covariant
n-tensors. By definition

n
Viw¥i,..., V) = Dxw(¥i,...,Yn) = Y w(¥i,...,VXYi,..., Y).
i=1
Moreover the Laplacian of a tensor may be defined as

Ayw = Vi V;kw.

Lemma 4.12 Let w be defined as above for the Riemannian submanifold
¥ C R™™. Let be given an orthonormal basis {T1,...,Tn} in a neighborhood
of a fized point p. Then in p we have

(Asw) (11, .y mn) = Ax(w(T1, ..., ™)) = Ay * w.
Proof Set

W(TL,y ooy Tn) = Wi,  (Axw)(71, ..., 7)) = (Axw)i.m.
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Then
(Asw)1..n = Dy, (Viw(ﬁ, e ,Tn)) - Z D, w(r,..., Vin, ey Th) =
=D Dy (w(t1,...,m)) — QZDTk (w(r1,. .. ,Vin, e Th)) +
i,k

+Zw(ﬁ,...,ViTi,...,ViTj,...,Tn)) =a+b+ec (4.20)
Z'7;j7lﬂ

where a = Ay (w(71,...,7,)) because {71} is an orthonormal basis of the
tangent space, b = 0 because <V%T¢,Ti> = %Dm (1;,7%) = 0 and w is alter-
nating. Finally, also ¢ = 0:

Zw (7'1,...,V?kn,...,VEij,...,Tn)) =
i7j7k
= — Z(Vinmﬁ(n, ViTﬂwl...n — Z<V§k7—j7 Viq)wl‘..n =

i,5,k g,k
i#j

= | D> (Varm ) =Y (VET,VET) | wim =0, (421)
ig,k ik
it
The last equality is justified by the fact that for ¢ = j fixed
2
Z<V§k7'i,7'j>2 = | Viﬂ | = <vi7—uvi7—z>

i#]

Summing over ¢ and k we conclude. O

Lemma 4.13 (Codazzi’s equation) Let hi; = (VTiTj) Vo and h® = H -
Vo be the coefficients in local coordinates of the second fundamental form
and of the mean curvature, respectively:

hMX,Y) =h$ XYy, H=h.

Then
ik = D (4.22)

S

where commas denote the covariant derivatives.

Proof The connection of R"™ is flat, meaning that the curvature vanishes,
therefore

?k,k = DTk <vTiTk7 Va> = <VTI¢(VTZ'T]€)7 Va) + <V7—i7—k‘> VTkVCt> =
= <vTi(kaTk)aVa> + <VTk7—k7vTiVa> = Dn <H7 Va)-
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Notation In what follows we shall write

Whegienfiom 7= Wl (i=Da(it 1) (j-1)B(j+1)-n
to denote that « occurs in the i-th place and § in the j-th.

Proposition 4.14 Along the mean curvature flow w satisfies the following
equation:

6 (o3 (e}
(875 — Az;) Wiep = Wl.on Z( ik)Q — Z wl.,.ai..,ﬁj...nhikhfk, (4.23)

a,i,k i.5,k,a,B8
7]

where in the last sum « occupies the i-th place and B the j-th.

Proof Being constant, w is parallel on R®*™, that is Vw = 0. Thus

(ngw) o = ((Vi — V.rk)w) Lo = Zw(ﬁ, ooy Vo i — ngn, ey Th)-

i

Observing that V%Ti =, hive and Wi = V%w(ﬁ, ey Th), We get
Wb = D Wi hi (4.24)
7,0
Similarly

_ . a o B
Wieqiem,k = E Wi Mg + E U—’1~~ﬁ3-~al~-~nhjk-
l

8.
i
_ ) e ) o
W1.n,kk = Zwlmalmn,khik =+ Zwl...az...nhikvk. (4.25)
a,l a,l

By Codazzi’s equation (4.22), we obtain hg) , = h§ and by (4.25) we get:

wl...mkk =
== Wi b + Y wigiean G Y Wi b =
a,i,lk 1#£j a,i
2
= —wien 3 (W52 + Y wigiaionhophS D Wi ahG (4.26)
ik,o i#j ol

To compute %w we fix a time ¢ > 0, a point p € 3; and consider F : Qp —

R™ ™ a parametrization of the mean curvature flow satisfying %—Ij € NX
and such that {01,...,0,}, (we intend 0; := gﬁ) is an orthonormal basis of
T,% which evolves remaining an orthonormal basis, say for all the times in
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(t —e,t+¢). This may always be done with a local reparametrization of
based on the inverse function theorem.
With this choices and with g;; := OF . OF o have that in p

Ozt Ozl
0 0 0
= —gii = —((Vo, )T, 0;) + = (0; H)TY. 4.2
0= 0 i = (Vo H)T.0) + 0 (06 (Vo H)T). (427
In (t —e,t+¢) x {p} we have Zg;; =0, g = \/detg = 1; moreover 20; =
% = (,WH Vo, H thus
o) 0 (1 o)
aw(ﬁ,...,m) =5 (gw(@l,...,an)> aw(al,...,(‘)n) =

:Zw(ah 61 17(V6H) 76i+17"'78n))+

+Z (01, 01, (Vo, H) ' 0, ..., 0n)) . (4.28)

The last sum vanishes because setting i = j in (4.27) we obtain that (Vy, H)”
has no component along d; and the other components are unimportant be-
cause w is alternating. Therefore we have

n — Zwl,,,ai,,,nha’i. (4.29)
7

Combining (4.29) with (4.26) and applying lemma 4.12 the proof follows. O

We recall the singular value decomposition.

Lemma 4.15 Given a linear application L : R™ — R™ there exist orthonor-
mal basis {v;}i=1,..n and {wata=1,.. m of R™ and R™ respectively such that
the matrix \jo associated to L in such basis is diagonal, i.e. Ao = 0 if i # a.

Apply this to Dus(xz) : R — R™ fixing ¢ > 0, x9 € Q to find or-
thonormal basis {v;}i=1,..n and {wa}a=1,.m as in lemma 4.15. To such
basis we associate a basis of the tangent space and a basis of the normal
space to the graph of u(t,-) in (xo,u(t, x0)) :

1

(i + Y Aipwp)
145,02, 2 N
BB A i=1,..n
1
Vo = —F/————— wa — Z )\jo/Uj)
v 1+ZJ Je J a=1,....m

o7

TP =
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Observe that, defined 7 the projection of R"™ on the first n coordinates,
we have

T(va) = — Z Njar(75). (4.30)

Since w(ay,...,an) = w(mw(ai),...,n(a,)), we may use (4.30) to compute
W1 Bioaion = W (= AgjAai + Agidas) (4.31)

Now proposition 4.14 may be written in terms of the singular values of Du:

0
(5 -3e) oS00+ X e rarid) -

ik ij,00,8k
i#]
_ *w( S (h%)? + S (~Ahihihd, + )\j)\ihékh{k) (4.32)
a,ik Zik
i#]

Proposition 4.16 Let «w > ———. Then

V2-0
LN TS 5| A2 (4.33)
ot —” = ’ ‘

where |A]? = D i ]hf‘j|2 is the squared norm of the second fundamental
form.

Proof We shall use the fact that the hypothesis on *w implies ), )\12 <1-¢
and 0 < \A; <1 -4, for instance following (4.19).

1. Assume n < m.

Z( )7 = Z( ?k)2+2( 21&24’2( ;'k)z'

ik aisk ik irjrk
a>n 1#£7

We estimate the right hand side of (4.32), which we simplify because A, is
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diagonal:
D (G =D AR+ Y T NN, >
ik W5,k i,k
i#j i#]
> §|AP + (1—5)2( B (1=06) ) (hhy)*+
= > Al = (L= 8) > Rkl ] = SJAP + > AT (ki) +
i,5,k i3,k i,k
i#j i#]
+(1=0) Y (h5)* = D Nlhigh? | — (1= 0) > Wiy | >
1,5,k i,5,k 1,7,k
i#j i i#3
> GJAP + (1 - 6) 3 (hiy)? — [hd, by (Zh ) =S ANHH, >
> 6AP + 3 (Ihy] — 1) (Zm ) > 5|A[2. (4.34)
1,7,k
i#j

2. The case m < n may be deduced by the case m = n and thus by
the above step observing that in

9 o o
Z( k) — Z Ai}\jhikhzk + Z )‘i)‘jh;‘khgk
ik 5,k ij,k
i#tj i#]
the second and third terms are 0 when ¢ > m or j > m, while in the first
term we may neglect the terms corresponding to ¢ > m or j > m because

they are positive. (|

Theorem 4.17 Assume that the initial data 1) satisfies

8n diam §2 sup |D2¢ | + V2sup |Dy| < V2U/n — 1. (4.35)
Q o0

Then there exists § € (0,1) such that the solutions to the mean curvature
flow (4.8) satisfy
sup [Dul? < 1—6. (4.36)

Qr

that is xw > at the

. . . 1
Proof The hypothesis implies \/m ﬁ’ f
time t = 0. By continuity of *w and compactness of Q we may find § € (0,1)
such that xw > \/T at the time ¢t = 0 and

8n diam Qsup | D*p | + V2sup |Diy| < /(2 — §)L/n —
Q o0

99



LucA MARTINAZZI

e e 1
Thus, by proposition 4.16, as long as the condition *w > 735 holds true,

we have

0
——A > §]AJ%. 4.
(55— 2s) vz dlal (4.37)

where A is the second fundamental form. Now assume that there is a
first moment %y such that for some zg € Q we have xw = \/2176. Then

thanks to the boundary gradient estimates (4.14), and since thanks to (4.19)
SUPQx[0,t0) |Dul®> <1 -6, we get

sup  |Du| < 8ndiam Qsup | D*p| + v2sup |Dy| < /(2 — &)Y/ -1,
8% [0,t0) Q 89

which, due to (4.19), implies that xw > \/% on the boundary. Therefore x
is an interior point where *w attains a minimum smaller then the infimum
on the boundary. This is absurd because the parabolic maximum principle

applies to (4.37). Thus for every time (in [0,7")) it’s true that *w >

2—

O o

and, consequently, |Du|* < 1 — 4.

4.7 Long time existence of the mean curvature
flow

The a priori estimates of supg,. [u| + supg,. [Dul, in codimension 1, yield
also the a priori estimates on the higher order derivatives (proposition 2.16),
thanks to De Giorgi’s theorem. In arbitrary codimension the a priori esti-
mates on the higher order derivatives are in general not available: if we
could obtain a C%* estimate depending only on sup |Du| and, thus, on the
L>-norm of the coefficients ¢/, we could also prove the smoothness of the
Lipschitz solutions of the minimal surface system. On the other hand, this
latter result is false because of the minimal cone exhibited by Lawson and
Osserman, theorem 3.5.

To obtain the higher order estimates we shall use a theorem of B.
White [44] and we shall prove them in the area decreasing case.

The work done to prove long time existence may be divided into the
following steps:

1. we use theorem 4.9 to prove existence for small times;

2. assuming that we have proved existence in [0,ty), we study the pos-
sibility that a singularity appears at the time ¢y and, thanks to the
gradient a priori estimates and the area-decreasing condition, we ob-
tain that the second fundamental forms of the surfaces ¥, t < ty
vanish on a suitable parabolic blow-up;
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3. from the latter step we may apply White’s theorem, obtaining the C*
a priori estimates;

4. the solution converges with its derivatives as t — t;, therefore we may
reapply the short time existence theorem and conclude that there is
existence for alla times.

4.7.1 The parabolic blow-up, the Gaussian density and White’s
theorem

We may consider a mean curvature flow F in R"™™ as a subset of R x
[0,%9), simply associating to

F:Qx[0,tg) — R"™
its trace in the space-time:
M = {(F(x,t),t):x € Q,t €10,t)}. (4.38)

Definition 4.18 (Gaussian density) Let M be a mean curvature flow as
in (4.38). Then the Gaussian density of M in X = (z,t) with radius r is

1 —ly—a|?

e «2 dH"(y),

OM, X, 1) = / :

4r2)2
yeM(t—r2)
where we intend that M(t —1?) = MN{X = (y,8) : s =t — r?}.

We may prove, in analogy with the monotonicity formula for minimal sur-
faces, that the quantity ©(M, X, r) is monotonous with respect to r, so that
its limit exists and we may define

OM,X) = lin%@(M,X, T). (4.39)

Theorem 4.19 (White) For every 0 < o < 1 there ezist ¢ = e(n, m,a) >
0 and C = C(n,m,«a) > 0 such that if M is the mean curvature flow of an
n-dimensional graph in R"™™ and if for a certain open set U € R"T™ x [0, 1)
and every X € U and 0 < r < dist(z, U®) the following holds

OM,X,r) <1+e¢,
then

eyl = €

where u s the function whose graph parametrizes the mean curvature flow
and the Hoélder norm is the parabolic one.
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Remark This theorem, to be compared with Allard’s theorem, which is
the elliptic analogue, says that we get local estimates on the higher order
derivatives if we may control the Gaussian density (which is the analogue of
the density defined in (B.1)). o

To apply this theorem we need the notion of parabolic blow-up. Sim-
ilarly to the blow-up defined in proposition 5.1, the parabolic blow-up is a
dilatation of the space-time performed in such a way that the mean cur-
vature flow system is preserved. To obtain this we need to treat the time
variable differently from the space variable, as done in the introduction to
the parabolic Holder norms.

Definition 4.20 The parabolic blow-up of a space-time R™™ x [0,tg) in
(Yo, to) with parameter X is the bijection

Dy R™™ x [0,19) — R™™ x [=\%tg,0)

defined by
Da(y,t) = (\(y — o), A*(t — to))- (4.40)

Studying the density in a point of a mean curvature flow as defined
in (4.39) is equivalent to studying

li D .
Wi ©(DaM,0,7)

4.7.2 The long time existence theorem

Theorem 4.21 Let 1) € C°(Q) be satisfying (4.35). Then the mean cur-
vature flow, solution to (4.8), exists in C°°(Qoo) N CH(Qoo); moreover there

exists § > 0 such that |Du(z,t)] < 1—0 for every (z,t) € Qoo

Proof We proceed in several steps.

1. Thanks to theorem 4.9 there are € > 0 and a solution u € 0(2531 (Qe)
to the system (4.8).

2. Thanks to the remark following theorem 4.6, the solution found
belongs to C!(£2.) meaning that for every t € (0,¢), u(t,:) € C1(€2). Con-
sequently we may apply the interior and boundary gradient estimates given
by theorem 4.17 and conclude that |Du| <1 — 4.

3. The set of times for which there is a solution is closed: if tg < +00
is the sup of the times for which a solution u exists, then the limits of the
space derivatives and of the time derivative exist as t — t;. To prove this
we study the possibility that a singularity appears in (yo,to), yo € €.

We use the backward heat kernel® in (yg, %), introduced by Huisken
in [18]:

3it’s called backward heat kernel because compared with the standard heat kernel we
have t < to and instead of ¢ — to we have to — t; it is used to study the mean curvature
flow before a certain time.
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PR PR S——— R ]
vo-toth (4r(to —1t))3 Alto—t) /7
By a monotonicity formula, Huisken proves that lim; ., f Puyo,to Al
exists, where py = H™ L 3 and Y is the surface moving by mean curvature.
Moreover the backward heat kernel satisfies the following equation, proved
by M-T. Wang in [40]
d A |FN|? FN.H
@pyo,to = T8%:Pyoto — Pyosto (4(t _ t0)2 t—tp >’

where FN(z,t) is the projection of F(z,t) into Np (2t Recalling that the
mean curvature flow satisfies
d
—dp; = —|H|*d
ke = —|H["dp
and using proposition 4.16 to get

d
%*szgt*w-f—(ﬂAF,

we obtain

d

i (1- *w)pymtodﬂt < /[AEt(l —*Ww) — 5|A|2]pyo,todﬂt+

|FN|2 FN.H
- /(1 - *w) [AZt/Oyo,to + Pyo.to (4(t — to)g + t —to )]dﬂt_

~ [ )Py . (141)

Every integral is intended over the space-time and respect to the mea-
sure p; = H™L Y;. Reordering the terms on the right hand side of the above
inequality we get

/ [AZt(l - *w)pymto - (1- *w)AEtpyo,to]dNt - 5/ ’A‘proﬂfodut"i_

‘FN|2 FN - H 5
- [(1- [ H }d . (4.42
/( W) Py to A(t — to)? + t—to + | H|" | dpe- ( )

The first term vanishes integrating by parts and the third one com-
pletes to squares: (4.41) becomes

d

p (1 = *w)pyo to dpty <

FN 2
S _5/ ’A‘Zpyo,tod“t — /(1 — *w)pyo,to 2(|t0—|t) + H d,ut (443)
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Being *w > 0 and py, ¢, > 0 it’s clear that

/(1 — W) Pyo to At < /Pyoﬁod/“;

being the last integral finite we find that

d
G [0 s <=5 [ |APp s

for some constant C' > 0

For A > 1 we apply a parabolic dilatation Dy in (yo,to) as defined
in (4.40). If M is the trace of the mean curvature flow, we now study
M?* .= Dy(M); we denote the new time parameter by s, so that ¢ = to — s
and the volume form induced after the blow-up is du) : it is the volume
form on the surface

¥ =FMNQ) = Ayt 25 (D).

By means of a change of variable

d 1d c 6
e /(1—*w)po,odﬂi =g | A )pyonedin < 5= 35 /pyo,to|A’2d:ut'

Observe that xw is invariant under the parabolic blow-up (which is a ho-
motethy in the space variables and, thus, doesn’t alter the differentials).
Using the fact that the second fundamental form A rescales as % (because
it’s obtained from the second derivatives) and that py, ; du; is invariant

under parabolic blow-up, we obtain

1
/\Q/f)yo,toA‘szt = /pop’A‘Qd/L?.
Therefore
d ro O 27 A
% (1 - *W)PO,Od,US S p - (5 pao’A‘ dus

Integrating with respect to s from —1 — 7 to —1 for some 7 > 0 we get

1
5/ /ﬂo,olA\QdM?dS <
—1-7

C
< [ slppandiy = [+ 5 (4
Observe that

/(1 — %w)po,odpy = /(1 = *W) Pyo o At + 5
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and, since limtﬂta J (1 —%w)py, todpe exists, we conclude that the right hand

side of (4.44) goes to zero as A — +oo. For every 7 > 0 we may thus choose
a sequence \; — +oo such that

~1
/ /pO,O|A’2dMs)»\j < C(j)
—1-7

with C(j) — 0. But 7 is arbitrary and, up to choose each C(j) smaller, we
CU

may find a sequence 7; such that =< — 0 and a sequence s; € [~1 — 7}, 1]
J
such that .
a N, C
/ /po,o!A\Qdusj < U, (4.45)
—1-7 Tj
To study (4.45) we observe that
Aj2
iy 1 —|Fs; |
poo(Fs;)(Fs!) = exp( z ),
( Sj )( Sj ) 471-(—8]) 4(—5])

>\.
where Fs/’ = )\th0+%.
A<

J
If we consider, for every R > 0, the ball Bg(0) C R™" and, for j
large enough, assume —1 < s; < —%, then

by 1 -r? s
/ poolAPds; = 5e™ / o AP,
2m 3/ NBR(0)
From that follows that for every compact K C R"*™ we have

/EAj . |A|2d,u;\j — 0, j— +oo. (4.46)
s M

We now want to prove that (4.46) and *w being bounded from below
(a priori gradient estimates) imply
. . Aj

jgiﬂw Pyo,todutﬁ% = jggloo poodps; < 1. (4.47)
Assume that the origin is a limit point for E?j , otherwise there is nothing
to prove. Thanks to the a priori gradient estimates, each ¥; is the graph of

a function u; with gradient equiboundedwith respect to ¢t. Set
wj =y 5

J

and perform an elliptic blow-up (see proposition 5.1) of the graph of u; with
parameter \;. The surface that we obtain is the graph of a surface which

we denote by
ﬁj . )\JQ — R™,
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Of course also |Du;| is equibounded and we assumed that

lim %;(0) =0.
i 7,(0)
The hypothesis on the gradients and corollary 2.10 to Ascoli-Arzela’s theo-
rem imply that we may assume %; — U in C% on every compact set for
some 0 < a < 1, Uy : R® — R™ being Lipschitz. It may be proven, as in
[19] the following inequality:

A.
N .8
|Aj| < V75 dug| < (14 |Dujl*)z| Ay,

being A; the second fundamental form on E;\j .
It follows that
Uj — oo, 0 COOAWS2
and the second derivatives of s, vanish. Then E?j — X2 in the sense of

Radon measures in R"*™ and, moreover, 3> is the graph of an affine map.
Therefore

j=+oo

. X
lim po,odits; = /Po,odﬂoo1 =1,

which implies

Jllgknoo pyo’todut0+% - Jginoo Pyo,todﬂt =1
A%
J

Now White’s theorem, theorem 4.19, gives the local estimates in the parabolic
C’fo’f—space. These, thanks to Ascoli-Arzela’s theorem, imply the conver-
gence of a subsequence together with the time derivative and the space
derivatives. On the other hand the limit of any such a subsequence is
uniquely determined, so that wu, <, ut, and u solves the mean curvature
flow (4.8) also in ty.

4. The set of times for which the solution exists is open: set tg > 0
such that the solution exists up to fy meaning that the first order time
derivative and the space derivatives of order less or equal to two have limit
ast — t; . Then the small time existence theorem applies to the limit u(to, -)
and we have a solution in C(Qé;y(QtOJrs) which is a solution also for the time
to (i-e. the solution before ty glues well with the solution in (¢g, %o + €)).

Putting together step 3 and step 4 the long time existence follows. [

4.8 Convergence of the mean curvature flow

The mean curvature flow decreases the area: let H; = AF; be the mean
curvature vector, where F; is the immersion of € in R™™ given by the
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graph of u(—,t). Then from (4.10) used with F instead of F' we get

d

oF 9
—H"(Gy,) = — H - -— =— H|” \/ ,
dtH (g t) Gu, t ot /Q| t| grdx

where we have used
(0,...,0,g% (Du)uy;)" = AgF = H.

The variation of the area in finite time is obtained integrating with respect
to the time:

/Oto /Q H, 2 JGadedt = A(0) — A(to) < A(0),

and so the integral on the left is finite. This implies that there exists a
sequence of times ¢; — oo such that

/ |Hy,)? /g, dx — 0. (4.48)
Q

Theorem 4.22 Consider a sequence of Lipschitz equibounded maps u; :
Q — R™ such that |Duj| < 1 — 0, for some 6 > 0. Assume that the
first variations, defined in (A.13), satisfy Héguj H — 0. Then there exists
a subsequence uj converging uniformly and in the sense of varifolds to a
Lipschitz function u with |Du| < 1 —§ whose graph is minimal in the sense
of varifolds. Moreover

V(gujm 1) - V(gu7 1)

in the sense of varifolds.

For the elementary notions and definitions in the theory of varifolds,
see the appendix.
Proof

1. By the theorem of Ascoli-Arzela there exists a subsequence uj — u
uniformly. We want to prove that the convergence is also in the sense of
varifolds.

By Allard’s compactness theorem, theorem A.22, there is a subsubse-
quence uj» such that Uj» — V in the sense of varifolds, where V' = v(X,0)
is an integer multiplicity rectifiable varifold, while U;» = V(gu],,,, 1) is the
graph of u;» seen as an i.m. rectifiable varifold. We only need to prove that
V' is the varifold induced by the graph of u, i.e. ¥ =G, and § =1 up to a
set H™-negligible. In this case the whole sequence U, would converge to V'
in the sense of varifolds.

2. We prove that V = v(G,,1). Clearly sptU C G,: let indeed
A be an open set non intersecting the graph of w. This latter is closed,
thus for every continuous function compactly supported in A, we have
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dist(spt f,G,) = € > 0. Since the convergence is uniform, we may choose jo
such that for j > jo we have ||u;(z) — u(z)||, < ¢, thus

f(x)dH"(x) — 0.
Gu

Then V(f) = 0 for every f supported in A and by the arbitraryness of A
we have that the support of V is included in G,,.

We now prove that for H"-almost every p € G, we have 6(p) = 1.
Uj» — V in the sense of varifolds implies that

muUjn — myV (4.49)

in the sense of varifolds, where 7 : R"*™ — R is the orthogonal projec-
tion on R™ x {0}. To prove (4.49) we use (A.11):

Tr#U " f —
/ F(r(w), dro§) T, S)dUys — / F(r(w), draS) T, S)dVy —

=74V (f), (4.50)

where G, = G,(Q2 x R™) is the Grassmann bundle on Q x R™, as defined
in A.18.
The limit (4.49) may be rewritten as

H'LQ x {0} — O0H"LQ x {0},

whence 6 = 1.
3. V is minimal because for a given vector field

X € C3(Q x R™; R™™)

we have

U;(div X)| = i| < sup|X|[oUs]| — 0.

And by the varifold convergence, we get
U;(divX) — V(divX) =0,

thus the limit graph is minimal in the sense of varifolds. U

Remark The same proof applies to minimal graphs defined on all of R?»+™
and to sequences defined on set invading R™™™ as in the blow-up case,
proposition 5.1 and following. °
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Chapter 5

Regularity in arbitrary
codimension

To study the regularity of minimal graphs we shall use a blow-up procedure;
we know that the blow-up of the graph of a smooth function converges to
a plane. Allard’s theorem says that, in the case of minimal graphs, the
converse is true: if the blow-up in a point p of a minimal graph converges to
a plane, then the graph is smooth in a neighborhood of p. This reduces the
regularity problem to the classification of the objects arising as blow-ups of
minimal graphs. Since such objects are entire minimal graphs, the result
we need is a Bernstein-type theorem: entire minimal graph, under suitable
assumptions, are planes.

5.1 Blow-ups and blow-downs: minimal cones

Proposition 5.1 (Blow-up) Let u: Q — R™ be a Lipschitz map, |Du| <
K, with G, minimal in the sense of varifolds. Let uy be defined by

un(z) = %(U(A:c) —u(z0)), w0 € Q.

Then there exists a sequence \(i) — 0 such that ux) — v uniformly on
compact sets and in the sense of varifolds, where the graph of v : R — R™
is a cone minimal in the sense of varifolds.

Proof The convergence of a sequence uy(;) to a Lipschitz minimal graph is
an immediate consequence of theorem 4.22. We may assume, without loss
of generality, that zo = 0 and u(0) = 0.

We prove that v(7z) = Tv(x) for every 7 > 0.

‘v(a:) — TV (f) ’ < ’v(x) — TU) (£> ‘ + | Tux (E) — TV (E) ’ = (5.1)

T T T T

= v(z) —un(z)|+ 7 ‘U)\ (%) —v (%) ‘ . (5.2)
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Thanks to the convergence of u), the last two terms go to zero, there-
fore v(rz) = TV(X). O

Proposition 5.2 (Blow-up of a cone) Let u : R” — R™ be a Lipschitz

cone', minimal as varifold, with |Du| < K. Let zo € R" and define

1
uy(x) = X(u(xo + A\x) — u(xp)).
Then there exists a sequence \(i) — 0 such that uy;)y — v, uniformly on
compact sets and in the sense of varifolds, where G, is a minimal cone in
the sense of varifolds. Moreover G, is a product of the form R x C, where
C is a minimal cone of dimension n — 1 in R*Tm~1,

Let £ = (z9,...,x,). The last assertion means that there exists an
orthonormal system of coordinates R”, a function v : R® ! — R™ and o € R
such that

v(xy, ..., xn) = ox1 +0(T) (5.3)
and Gy is a minimal cone.

Proof We may apply proposition 5.1 to v and obtain a Lipschitz map v,
uniform limit of uy, with G, minimal varifold. We want to prove that

v(x 4+ Tx0) = () + TU(T0) = V(T) + TU(T0), VT ER.

Using the convergence of u) to v we get

v(x + T20) = /\hm+ ulzo + A +)\Tm0)) — u(@o) =
—0
— lim u((1 4+ A1)zo + A\x) — u(zo) _
A—0+ A

(14 Ar)u(zo + t2552) — (1 + AM)u(wo) + AMru(zo)
A—0t A
oy (ot ) — ulxo))

X
+ N
A=0 (A+X7)

+ Tu(xo) = v(z) + Tu(xy). (5.4)

Observe that we used that for [A\7| < 1 we have 1+ A7 > 0 and, thus,
u((14+ A7)z + Ax) = (L + A7)u(zo + 1+%ac) because G, is a cone. Choosing

a basis of R" of the form {%, v, ... ,vn} , where vs, ..., v, is a completion

of ‘;”—0‘ to an orthonormal basis, we have that v satisfies (5.3).

'a cone C' C R™™™ with vertex in the origin is a set such that for every A > 0 we have
AC =C.
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To see that the graph of v := v‘ (0} xRn-1 is minimal, consider a vector

field X (Z,y1,. .. ,Ym) in CF(RPIHM R=HM) and a function p : R — Rxg
compactly supported and non identically zero. Let

X(x1,...,zn) = p(x1) X (T).

Since G, is minimal and thanks to Fubini-Tonelli’s theorem we get

0—/ divX = div X (z)v/gu(x)dx =
u R™
_ / aapp(:rl)darl X () gu(@)di+
R O Rn—1
+ /R p(a1)day /R X @) = o / dvi (55)

Gy
In the last inequality we used fR é%pl(q:l)dxl = 0, being the support of p
compact; we also used that /g, depends only on Z thanks to (5.3). We

denoted by div the divergence operator on {0} x R"~! x R™ and, finally,
c= [gp(x1)de;. O

Proposition 5.3 (Blow-downs) Let u : R — R™ be a Lipschitz map,
|Du| < K, with G, minimal as varifold. Let uy be defined by

up(z) = %u()\m)

Then there exists a sequence A(i) — oo such that uyg — v uniformly on

compact sets and in the sense of varifolds, where the graph of v is a cone
minimal in the sense of varifolds.

Proof As for proposition 5.1, with A — oo instead of A — 0. (|

5.2 A Bernstein-type theorem

A Bernstein-type theorem is a rigidity theorem which, under suitable hy-
pothesis, implies that an entire minimal graph is an affine subspace. The
original statement is:

Theorem 5.4 Let u : R?> — R be a C? function satisfying the minimal
surface equation. Then w is affine, i.e. u(x,y) = yo + o1z + o2y, with

01,092 € R.
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It comes from a memoir of Bernstein published in 1927, but several
alternative proofs and several generalizations are now available. De Giorgi
[6] proves that Bernstein’s theorem holds true for 3 dimensional graphs in R*,
while Simons in [38] generalizes Bernstein’s theorem in R™*! for n < 7. This
result is sharp for what concerns the dimensions because in [3] Bombieri, De
Giorgi and Giusti show that there exists a non-affine function v : R® — R
whose graph is minimal.

Some years before Moser had proved in [32] that the minimal graph
of a scalar function whose gradient is bounded is an affine subspace.

In higher codimension, Lawson and Osserman [25] have shown that
the cone over Hopf’s map (3.9) is minimal, theorem 3.5. Moreover such a
cone is the graph of a function with bounded gradient; this is in constrast
with Moser’s result for codimension 1.

The first Bernstein-type theorems in arbitrary codimension were proved
in [16] by Hildebrandt, Jost and Widman who studied the Gauss map of a
minimal graph. With a similar approach, Jost and Y. L. Xin in [21] improve
the result in [16], obtaining the following theorem.

Theorem 5.5 Let u : R®™ — R™ be a smooth function satisfying the mini-
mal surface system (1.19). Let xw = (det(I + Du*Du))~2 and set By > 0

such that
2 ifm>2
50<{ o ifm=1 (5.6)

Then, if xw > %’ u 18 affine.

Comparing this theorem with Moser’s result, we remark that the hy-
pothesis xw > % implies Du < ﬂg — 1, while in codimension 1, though
we require the gradient of u to be bounded, we do not impose a specific
constant to bound it. The theorem we shall prove below, due to Mu-Tao
Wang [42], implies the result of Moser for codimension 1 and, as we shall
show, the result of Jost and Xin in arbitrary codimension. It is a natural
extension of Moser’s theorem because it only requires |Du| to be bounded
and area-decreasing. This last assumption is always met in codimension 1,
thus the hypothesis of Wang’s theorem, in codimension 1, reduces to the

hypothesis of Moser’s theorem.

Theorem 5.6 Let u : R* — R™ be a C? area-decreasing map satisfying
the minimal surface system (4.7). Assume that |Du| < K for some K > 0.
Then u is linear.

Proof Let § > 0 be such that A\;A; <1 —0 for i # j, where the \;s are the
singulare values of Du.
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1. Denote by Ay the Laplacian on ¥ = G,, with respect to the
parametrization z — (x, u(x)).

A — VS xw]?
Ag(ln*w):*w e | *w|

(5.7)

B

The covariant derivative of xw may be computed using the singular value
decomposition of Du and equations (4.30) and (4.24):

(k)i = —*w (D Aaihfh) = = w (D Aihiy). (5-8)
Equation (4.32) may be rewritten as

Ag*w:—*w(z 1242 37 (AN, + AjAihi b )). (5.9)

a,ik 1,5,k
i<j

This is easily seen by swapping ¢ with j and a with 8 when summing over
these indices. Inserting (5.9) and (5.8) into (5.7) yields

Ay (—In*w) =
= s Y (P42 D Al 22)\)\hkhjk+2(2)\h 0 )=
otk Zzijk Zzijk
a,z,k kyi,g

i#j

> *w( S (g2 423 )\i)\jh;khfk) > *w<\A\2—(1—5)|Ay2) > 5| A2 xw.
(5.10)

We observe that, in order to prove that —In*w is a subharmonic function,
we only used the area-decreasing condition |A\;A;| < 1: thus we have shown
that — In *w is subharmonic on any area-decreasing graph.

The boundedness of |Du| implies that *w > K; > 0 for some Kj,
whence In(*w) is bounded from below by In K.

2. We perform a blow-down of the graph of u, and by proposition 5.3
we get an equiLlipschitz sequence

urj(T) = = u(A(j)z)

uniformly converging to an area-decreasing Lipschitz function w. Moreover
the convergence is also in the sense of varifolds and Gz is a minimal cone
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with vertex in the origin. The differential of u is positively homogeneous,
that is
Du(tx) = Du(x), t> 0,z R"\{0}.

Observe that the cone in not necessarily regular in the origin, but we shall
assume that it is so in every other point. The general case is studied in step
3. The homogeneity of Dw implies that on every annulus with center in the
origin *w attains an interior minimum; on the other hand, the maximum
principle applies to (5.9) and thus |A| = 0 in every annulus and so in all of
R™\{0}. The vanishing of the second fundamental form implies that the cone
is a linear subspace, so that @ is linear. We now prove that Du(x) = Du(0)
for every z € R™ and, thus, u is linear. Let 6 and v be as in Allard’s theorem
B.2, jo and p such that for every j > j

H" I—guJ‘ (B(‘T()a P))

p"wn

<1434,

where this is possible because from the varifold convergence we get
H"LGu, (B(zo,p)) _ H"LGu(B(x0,p))
plwn, pPlwn,

Then u; € C’LO‘(F;LP(O)) and they are equibounded in Cl’a(ﬁzp(O)), thanks
to (B.3), where BJ'(x) is the ball in R™ centered in x with radius r. By
Ascoli-Arzeld’s theorem, a subsequence, still denoted by u;, C'-converges in

B(0,7p) to the linear map u. For every x € R™ we have, for j large enough,

ﬁ € B(0,vp) and
2 (563) -7 (56| <=

As € goes to 0, observing that Du; (f) = Du(x), we get that Du is

=1.

constant and, by Lagrange’s mean value til)eorem, we deduce that u is linear.

3. If the blow-up generates a cone which has at least a singularity in
xo # 0, we may perform a blow-up in x¢ and, by proposition 5.2 we obtain
a minimal cone of dimension n — 1 in R**™~1  If such a cone is C? but in
the origin, we apply step 2 to prove that the singularity originating the cone
couldn’t exist, absurd. Otherwise we go on performing blow-ups, until we
get a cone with at most a singularity in the origin. Such a cone must exist
because in dimension one a cone is just a union of two half-lines. Again
thanks to step 2 we obtain an absurd. [l

Remark This theorem implies theorem 5.5 because the hypothesis (5.6)
may be written as

n n 1
L+ M +2 > MN<[Ja+M)=—F5<4-46 >0
i=1 =1

- *w? T
1<i<j<n
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If for every 1 < ¢ < n we have )\;1 <1l-— %, then \;A; <1 — ¢ for some € and
thus u is area-decreasing. If for some i we have )\f} > g we get

> NN <1
1<i<j<n

for some ¢, thus again the area-decreasing condition. .

5.2.1 Remarks to Bernstein’s theorem: the Gauss map

Mu-Tao Wang’s proof of theorem 5.6 is based on inequality (5.10) which says
that — In *w is a function subharmonic on ¥ (with respect to the Riemannian
metric of ¥). We explain this further.

Definition 5.7 (The Gauss map) Given a submanifold of dimension n
¥ C R*™™  its Gauss map

v:¥ — G(n,m)

is the map associating to each x € X the tangent space T3, seen as an
element of the Grassmannian of n-planes in R"T™,

The differentiable and Riemannian structures of G(n,m) have been
studied by Yung-Chow Wong [46] and Jost and Xin [21]. The fundamental
theorem concerning the Gauss map of a minimal surface is due to Ruh and
Vilms [36]:

Theorem 5.8 The Gauss map v of a submanifold ¥ C R"*™ is harmonic
if and only if the mean curvature H of ¥ is parallel, i.e.

V¥H = 0.

In particular, if ¥ is minimal, i.e. H = 0, its Gauss map is harmonic.
Jost and Xin observe that the condition *) > ﬁ%’ determines a region of the
Grassmannian in which

f(L):=1n+/det(I + L*L) (5.11)

is convex? (in (5.11) we identify a plane with the linear map L : R — R™ of
which it’s the graph; we shall only consider the region of the Grassmannian

2convex here means that, given a geodesic v — Z, where E C G(n,m) is the subset of
the Grassmannian containing the graphs of area-decreasing linear maps, we have that

d? ”
ﬁ<—ln\/det(I+L L) O’y> > 0.

This notion of convexity is different from the one used in codimension 1 when we say that
1+ |Dul? is a convex function: in the latter case, indeed, the 1 x n-matrix space where
Du lives is given the flat metric, which is different from the Riemannian metric on the
Grassmannian.
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given by such planes). In [43], Mu-Tao Wang proves that f is convex on
a larger region of the Grassmannian: the graphs of area-decreasing linear
maps. Thus *w = f o~ is subharmonic because it’s the composition of a
harmonic map and a convex function.

It is easily seen that a further extension of such a region of the Grass-
mannian on which f is convex would yield an extension of theorem 5.6 and
of the consequent regularity theorem 5.9.

5.3 Regularity of area-decreasing minimal graphs

The following regularity theorem, due to Mu-Tao Wang [39], is a conse-
quence of Allard’s regularity theorem and of the theorem of Bernstein 5.6.
The hypothesis are similar to the one in codimension 1, since in the latter
case every function is area-decreasing. We also remark that, due to the
counterexample of Lawson and Osserman, theorem 3.5, an hypothesis on
Du is natural.

Theorem 5.9 Let be given a Lipschitz map v : Q — R™ satisfying the
minimal surface system (1.19) and assume that there exists € > 0 such that

)\i>\j§1_€> Z#]?
where the \js are the singular values of Du. Then u € C*°(2;R™).

Proof

1. Let zg € Q. Up to translation, we may and do assume zg =
0 and u(0) = 0. Performing a blow-up in 0, see proposition 5.1, we get
uj := uy(;y — v uniformly and in the sense of varifolds, where G, is a cone
minimal as varifold. Moreover the convergence is uniform and preserves the
area-decreasing condition as well as sup |Du|.

If v is C? but in 0, then v is affine by theorem 5.6. In particular
H"LGy(B1(0)) = wy, where w, = L"(B7(0)). From the varifold conver-
gence (uniform convergence wouldn’t be enough) we get

H"LGu(BA(0)) _ H"LGu, (Bi(0))  H"LG,(Bi(0))

Wy A" Wn, Wn,

=1

Set 0 and « as in Allard’s theorem B.2; let V' = v(G,, 1) and p > 0 such
that B,(0) C @ x R™ and

NV(Bp((]))
wp "

<1-46.

We apply Allard’s regularity theorem, whence u € C%%(B.,,(0)).

2. Now assume that the minimal cone generated by the blow-up in
the above step 1 is not C? in all of R™\{0}. As in the proof of theorem 5.6,
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assume that there exists a singularity in xg # 0. We may generate another
cone in (xg,v(zg)) with another blow-up. Thanks to proposition 5.2, such
a cone factorizes and we obtain an (n — 1)-dimensional cone. If it’s smooth
but at most in the origin, applying step 1 we obtain that v is smooth is x,
absurd.

Then, by induction, we perform blow-ups and find cones with singu-
larities until we find a cone of dimension 1, union of two straight lines. And
this may not be singular, but in the origin.

3. The existence and smoothness of the higher order derivatives is
consequence of Schauder estimates and is contained in the theorem which
follows (which also says that C! solutions are C1®, then smooth). O

Remark Thanks to the second Allard’s theorem B.3, the solutions u of the
Dirichlet problem are smooth up to the boundary if €2 is strictly convex. e

Theorem 5.10 (Morrey [29]) An application u € C1(;R™) which is a
solution to the minimal surface system in divergence form (1.19) is analytic.

Sketch of the proof For the analyticity see [30]. We shall only prove
smoothness.

1. By the difference quotient method, a W12(Q; R™)-weak solution
to the minimal surface system (1.19) is W22,

2. Deriving the minimal surface system we obtain that the first deriva-
tives Dgu satisfy

D (43, (Du(w)) A (D (a))) = 0 (5.12)

in the weak sense, where
O*F

AY(p) = ———(p)
apf B ’
op§ Op;

F(p) :=y/det (I —i—p*p),Vp €M™,

We see p as an m X n-matrix. F' is the area integrand (1.21) and it’s stricly
polyconvex?; its derivatives satisfy the Legendre-Hadamard condition: for

3a function F defined on a space of M™>"-matrices is said polyconvex if there exists
a convex function ¢ : R* — R such that

F(p) = g(Min(p)), VYpe M™"",

where Min : M™ " — R? is the map associating to each matrix the set of its minors.
Thanks to the Cauchy-Binet’s formula [9], [11],

F(p) = |> M2

being M{ the sum of the squares of the minors k x k. The strict polyconvexity (g is stricly
convex) implies the Legendre-Hadamard condition.
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each p € M™*™ there exists A > 0 such that
AL, &g’ = Nl (5.13)

3. Since u € C*(;R™), we have that Agﬁ(Du) is continuous. From
now on let v := Dsu, g € 2, 0 < p < R < dist(zg,02) and let ¥ be the
weak solution of

8?31. (Agﬂ(pu(xo));;(v@))) —0 in Br(zo):

T=uv su OBRr(xo).

(5.14)

Such a solution exists because, being Agﬁ(Du(:co)) constant, system (5.14)
is linear. The classical energy inequalities for T are

Dl? < p"/ Dul? 5.15
[, 1pe<e(g)" [ o (5.15)

and, if we define the mean of a function f;, , := \%ﬁ pr(mO) 7

_ _ pA\"t2 _ _
[ 100 0o 2 e(5)" [ 1Do- Do P (510)
B, Br

Thus v =7 + (v — ¥) satisfies

/ |Duf? <
B

P
n
</Dv]2+/]Dv—Dv|2 <e(2) /|Dv|2+/|Dv—Dv\2 <
B, B,
PN\" 2 — 2.
Sc(—) / |Dv| +c1/ \DT — Du|%  (5.17)
R7  JBg Br

100 = (Do) <

P

g/ |Dv_(m)mo,p|2+/ D@ =) — (DT = v)ag pf? <

P B,

p n+2 . . 2 = 2
< c(—) | DU — (D7) z,p|° + |Dv — Dv|* <
R Br B

P

p n+2 2 _ 2
gc(f> |Dv — (Dv)yy o[> +¢1 | |Do— Do’ (5.18)
R Br ' B

P

Putting together (5.12) and (5.14), omitting the indeces i, j, «,  and
writing A(Du(x)) = A(x) we obtain

D(A(zo)D(v — 7)) = D([A(z0) — A(z)] Dv)
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Since v — v € Wol’Z(BR) we may take this as test function in the above
equation; using ellipticity (5.13) and integrating by parts we get

/ |ID(v —79))? < A(zg)D(v —0)D(v —0) <
Br Bgr
< / [A(zo) — A(x)]|Dv(z)D(v(x) —v(x))dz. (5.19)
Br

Applying ab < ea® + £ with a = |A(z) — A(o)||Dw| and b = |D(v —7)| we
obtain

762 cw 2 U2 .
/BR'D(” )2 < (R)/ Duf?, (5.20)

Br

being ¢ an absolute constant and w(R) := supp,, |A(z) — A(wo)|.
Estimate (5.20) plugged into (5.17) yields

/BP | Do)? gc[(g)”w(}z)ﬂ/]g |Dol?;

R

choosing R in such a way that w(R) < § for some § > 0 and applying an
algebraic lemma 4 we obtain

/ |Dv|? < ep™F, (5.21)
P
being ¢ a constant depending on the oscillation w(R). Estimate (5.21), as
xo ranges in an open set, implies that Dv € LIQO’Z_‘E(Q).E’ Using Poincaré’s
inequality
[ o P < e [ IDop < e
By

B,

‘Lemma Let a positive non decreasing function ® and positive constants A, B, a, 3 be
given with a > 3 an let Ry be such that

o(p) < A[(%)a + 5]@(1%) +BR®, 0<p<R< Ry
then there is a constant ¢ = c¢(a, 3, A, B, §) such that

®(p) < c(a, 3, A, B, ) [<%>B<1>(R) +B5°], 0<p<R<R

SLP* and LP* are the spaces of Morrey and Campanato respectively.

1
LPQ) = {u e LP(Q): sup P / |ulPdz < +oo}
0<p2diam(2 QNB,(xg)

1
LPNQ) = {u e LP(Q): sup S / [ — Uz, p|"dz < +oo}
ED)

0<p<diam Q S)me(zO)

We use the following theorem of Campanato [4]:
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which, given in an open set, implies v € £12£+2_6(Q) =~ 0% (Q) for o = 2—;5,
that is u € C17(Q).

4. Thanks to the preceding step u € C17(Q;R™) and consequently
Agﬂ € C%(Q). We may, thus, estimate the modulus of continuity A(z)
having w(R) < R®. Plugging (5.20) into (5.18) and applying (5.21) we get

/|Dv— Dv)x0p|2<c( /|Dv— Dv)xOpI + cw( )2/|Dv\2§
Br

p

n+2
<e(?) / Do — (Dv)ag o2 + R, (5.22)
®)

Applying the algebraic lemma with 8 = n + 20 — ¢ we conclude that
[ 10— (D) < e
By

thus Dv € Eﬁj”” “(Q) = C%~3(Q); now we know that Dv is locally
bounded and we may set ¢ = 0 in (5.22), concluding that Dv € C%7(Q), i.e.
u € C%7(Q).

5. Being u € C?7(Q), the minimal surface system my be written in
the non-variational form

n
Z gij(Du)Dijuo‘ =0, a=1,...,m.
ij=1
Since g% € C%9(£2), we may derive the system and obtain, again using the
difference quotient method,

Z 9" (Du) D;j(Dsu) Z Dsg"(Du)Dyju =: h(Du). (5.23)
7.7 1 ,] 1

From the classical Schauder estimates we know that, if a”, f € C*(Q),

then the solution of .

>~ (@) Diju() = f(x)
ij=1
is in C*+27(Q).
We prove inductively that the solutions u to the minimal surface sys-
tem are C%7 for every k € N. For k = 1,2 it’s the result of steps 4 and 5.

Theorem 5.11 Let n < A < n+ p; then

LR =C"7(Q), o= ;

while, for A > n +p, the space LP> contains only the constant functions.
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Assume inductively that u € C**(Q). Then ¢¥(Du(z)), h(Du(x)) € Ck~1
and thanks to the Schauder estimates applied to (5.23), Du € C*%(2). The
induction is proved and, thus, u € C*°(Q; R™). O
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Appendix A

Geometry of Varifolds

A.1 Rectifiable subsets of R*™

Most of the definitions and propositions of chapter 1 may be applied to
particular subsets of R not necessarily having a C'-submanifold struc-
ture. What we are seeking for is a class of measurable subsets of R"t™ large
enough to contain the graphs of Lipschitz functions, though containing only
objects on which we may develop the standard notions of differential calcu-
lus.

The necessity to consider objects more general than smooth subman-
ifolds may be appreciated in theorem 4.22. Its proof uses the compactness
theorem of Ascoli and Arzela, giving the uniform convergence of equicontin-
uous and equibounded functions. On the other hand, the uniform limit of
C' functions with equibounded gradients is not necessarily a C' function,
but it is definitely a Lipschitz function.

This considerations suggest the interest of the notion of n-rectifiable
set:

Definition A.1 A Borel subset M C R"™™™ s said to be countably n-
rectifiable if

McNou([ij), (A1)
j=1

where H"(Nog) = 0 and, for j > 1, N; is a C' submanifold of R™*™ of
dimension n.

The connection between rectifiable sets and Lipschitz functions is es-
sentially a consequence of the theorems of Rademacher and Whitney; for
their proofs see [9], [11] and [37].

Theorem A.2 (Rademacher) FEvery Lipschitz function f : R" — R is
L"-almost everywhere differentiable, where L™ is the Lebesgue measure in

83



LucA MARTINAZZI

R™. In particular its gradient is a.e. well defined

of 8]")

ozl’ Oz

vi=(

and L™-a.e. we have

lim f(x) = flzo) = Vf - (z —x0)

= 0.
) |z — x|

Remark Vf is the a.e. limit of measurable functions (the difference quo-
tients) and is thus measurable. Moreover, if f is Lipschitz with Lipschitz
constant K, it’s clear that |V f| < K, so that Vf € L>®(R";R"). o

The following theorem will be referred to as theorem of Whitney be-
cause it is an almost immediate consequence of a celebrated theorem of
Whitney.

Theorem A.3 (Whitney) Let f:R™ — R be a Lipschitz function. Then
for every e > 0 there exists a function h : R" — R of class C' such that

L'({z eR": f(z) # h(z)} U{z e R": Vf(z) # Vh(z)}) <e.

Thanks to Rademacher’s theorem the right term in the union is well defined
up to L£"-null sets.

Proposition A.4 (Characterization of rectifiable sets)

A subset M C R™™™ s countably n-rectifiable if and only if there exists a
sequence of Lipschitz maps Fj : R™ — R"*™ and a set My with H"(My) = 0
such that

M = My U ( Lnj Fj(Aj)), (A.2)
j=1

where A; C R" is measurable for every j.

Proof (=) Every Cl-submanifold N; in R"*™ is locally the image of C''-
maps which we denote by h;j : B" C R" — R"*™. Therefore

N, € E; U ( U hij(B")), H(E;) = 0. (A.3)
i=1
If (A.1) holds, choose h;; as said in such a way that (A.3) holds true. Let
Ajj = gigl(M) and No := |Jj_, E;. Then
M = Ny U ( U h”(A”)>
ij=1
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Since A;; is Borel (because inverse image of a Borel set) and since we may
assume g;; to be Lipschitz, we get (A.2).

(<) Let Fj be as in (A.2). By Whitney’s theorem we may find a
family h;; : R — R™™ of Cl-maps such that

Fi(ay) < Bju (Jhy(®Y), vj=1, (A4)
=1

Indeed we may choose h;; as in the statement of Whitney’s theorem with
€= % If D;; is the set in which h;; or Vh;; are different from F; or VFj
and if D; := M;D;; it’s clear that £"(D) = 0 and, by the area formula,
H™(Fj(D)) = 0. Then set Ej := F(D;) and we have (A.4).
Set Cj; := {x € R" : rank h;;(z) < n}. Then H"(h;;(Cij)) = 0 by
Sard’s lemma. Set
Ny := (UE]> U ( U ng)
j=1 i,j=1
Then H"(Ny) = 0 and
M C Ny U (Nij),

with N;; := h;;(R™"\C;;) countable union of C'-submanifold thanks to the
rank-max theorem (N;; is a C'-submanifold if hi; is injective, otherwise
we use the local injectivity of h;; to write N;; as countable union of C'-
submanifolds and a null set). O

Corollary A.5 The image of a Lipschitz map
F:QCR'—R"™

s a countable n-rectifiable set. In particular the graph of a Lipschitz function
u: Q) — R™ is n-rectifiable.

Since the only rectifiable sets 3 we shall use are the graphs of Lipschitz
function, we may assume w.l.o.g that H"L % is locally finite, that is, for
every compact set K C R"" H"(XNK) < .

Definition A.6 (Tangent plane) Given a countably n-rectifiable set ¥ in
R™ ™ we define the tangent plane to X in p, if it exists, to be the only n-
dimensional subspace P in R"™™ such that

lim / F(y)dH (y) = /P F)dH (), Vf € COR™™),

where My \(y) = A~ Yy —p) for everyy € R" ™. Such plane P will be denoted
by T,X.
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Given Y n-retcifiable in R”*™ for instance a Lipschitz submanifold,
its tangent plane is well defined H"-a.e. It’s clear that if ¥ is of class
C', then the tangent plane just defined is the same as the tangent plane
defined for smooth submanifolds as the set of tangent vectors. Given 3 n-
rectifiable, thanks to proposition A.4, for H"-a.e. p € X there exists Nj(,)
C'-submanifold such that p € Nj(p)- It may be seen that T)M = T, N;,)
for H"-a.e. p € ¥; in particular T} N;(,) doesn’t depend on the choice of the
manifolds N; covering X, nor on the choice of j(p).

For these reasons, given U C R"™™ open and given f € Lip(U), it’s
H"-a.e. well defined in ¥ N U the gradient V>f := Vi f. The latter is
H"L Nj-a.e. well defined thanks to Rademacher’s theorem.

A.2 Rectifiable varifolds

A rectifiable n-varifold is, roughly speaking, an n-rectifiable subset X en-
dowed with a multiplicity function #. The importance of the multiplicity
rests on the necessity of defining a concept of limit in the space of varifolds
under which the ”area” is continuous . Consider the following example:

Ef:{MX(QDU{;}xwﬂ)CR?

Each ¥; is a C°°-submanifold of R?, but the only reasonable limit in the
category of submanifolds is ¥ := {0} x (0,1). Were it so we would have
A(Ej) — 2 > A(X). The limit in the sense of varifolds instead is 2% and its
mass is 2.

Definition A.7 (Rectifiable varifolds) A rectifiable n-varifold with sup-
port in ¥ and multiplicity 0, V = v(X,0), is the Radon measure (Borel
reqular measure finite of compact sets)

V= 0H"LY,

i.€e.
V(A) := / 0(y)dH"(y), VA CR"™™ Borel,
ANE

where ¥ C R™™ s n-rectifiable and 0 is positive and locally integrable on

3.

Remark Equivalently we may see a rectifiable varifold as an equivalence
class of couples (3, 0) under the relation

(21, 91) ~ (22, 92) if H”(El\EQUZQ\Zl) =0 and #; = 05, 'H"—q.o. (A5)

Indeed it’s clear that if (A.5) holds, then v(X1,6;) = v(X2,602); conver-
sly if V' = v(21,601) = v(X2,02) the support ¥ of V' C ¥ N Xy satisfies
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H"(X\X;) = 0 because ¢; > 0 on ¥;. Finally, it’s obvious that 6; = 62
H"—a.e.

In any case we see a varifold as a Radon measure which may be
expressed in the form v (X, 0). o

Remark A rectifiable subset ¥ C R™"™™ such that H"L Y is locally finite is
a rectifiable varifold (in this case we identify, without further comments 3
and H"LY). .

Definition A.8 (Tangent plane and mass) Given a rectifiable varifold
V =v(%,0), the tangent plane of V in p € ¥ is defined as

T,V :=T,Y,

the latter being defined as in A.6 The definition is well posed H™-a.e. and
doesn’t depend on % but for a H™-null set.

The mass of V is its total variation in the sense of measures and is
denoted by M(V'). Clearly

M(V) = V(R™ ™) = /E bdH".

The convergence we are going to define on the space of rectifiable var-
ifolds, different from the convergence in the sense of varifolds which we shall
define for abstract varifolds, is the weak™ convergence induced by the duality
between Radon measures and compactly supported continuous functions:

Definition A.9 (Weak convergence) We shall say that a sequence of
varifolds V; converges weakly to V' (and we shall write V; — V') if

i [ favi= [ gy,
J—00 Rn+m Rn+m

for every f € CO(R™™).

Proposition A.10 The mass is continuous with respect to the weak con-
vergence in a compact set K C R"™ j.e. if V; =V, sptV; C K for every
Jj >0 andsptV C K, then M(V;) — M(V).

Proof Set R > 0 such that K C Bg(0) and ¢ € CO(R"*™) such that ¢ = 1
on Br(0). Then

M) = [ v [ av =),
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A.2.1 First variation of a varifold

The concept of first variation, which we defined for n-dimensional C*'-submanifolds
of R™™ in 1.8, may be easily extended to a rectifiable varifold V = v(X, 9)
thanks to the following definition:

Definition A.11 (Image varifold) Given f : R™™™ — R"™™™ Lipschitz
and proper' and an n-rectifiable varifold V = v(X, ), the image varifold of
V' under f is defined by

feV = v(f(9),0),

where

i)=Y ).

zeXNf~(y)

Thanks to proposition A.4, f(X) is rectifiable and, since f is proper,
we have that OH™L f(X) is locally finite: indeed, given a compact set K, by
the area formula we get

faV(K) = / 0dH" = / JfOdH",
KNf(3) FENS

Jf = /det(dF*dF). The last integral is finite because Jf is bounded,
f~YK) is compact and H" LY is locally finite.

Definition A.12 (First variation) Let ¢ : R"™ x (—1,1) be of class C?
and such that
1. there exists a compact set K C R"™™ such that @i(x) = = for every
¢ K;
2. po(z) = x for every x € R"™,

Then the first variation of a varifold V' with respect to ¢ is the first variation
of the mass of the family of varifolds Vi := () 4V, that is

d
—|  M(V,).
dt lt=0 (V2)
With the same proof of proposition 1.10 we get

Proposition A.13 Consider a family of diffeomorphisms ¢ as in defini-
tion A.12 and an n-rectifiable varifold V = v(X%,0). Let

d
X(a) = 2|
(@) = 2| eula)
be the first variation field of ¢. Then

d

d M(Vt):/dideV:V(divX). (A.6)
dt lt=0 »

Yfor every compact K C R™™™ f~!(K) is compact.
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Definition A.14 (Minimal varifold) We shall say that an n-rectifiable
varifold V.= v(X,0) is minimal if its first variation is zero for every choice
of ¢ in A.12 or, equivalently, if for every vector field X € Cg(R™™;RT™)
we have

/ div® XdV = 0. (A7)
%

In the case of a varifold defined by the graph of a Lipschitz function
u: Q — R™, we want a definition of minimal varifold we fixed boundary. In
general there is not a satisfactory definition for the boundary of a varifold,
but in the case of a graph, we shall give the following definition:

Definition A.15 A wvarifold whose support is the graph of a Lipschitz func-
tion u: Q — R™, V =v(Gy,0) is said to be minimal if

/ div¥ XdV =0

X

for every vector field X € C&(Q x R™; R, Similarly we may say that V
is minimal in @ x R™.

What we are requiring is that the mass of V(G,, 6) is stationary with
respect to variations contained in 2 x R™, thus leaving fixed ”the boundary”
of the graph.

A.2.2 The generalized mean curvature

For a submanifold ¥ smooth and, thus, having a mean curvature, and for a
variation ¢ with field X, we have seen that

d

et - _ . no_ DY n
o t:OA(Et) /EH XdH /Edlv XdH".

A natural generalization of the mean curvature to the class of varifolds may
be obtained by last equality:

Definition A.16 (Generalized mean curvature) Given a varifold V =
v(X%,0), we shall say that V that has generalized mean curvature H if

/H-XdV——/diszdV
> >

for every vector field X € C§(R™™; RvT™),

Thus a varifold is minimal if and only if it has zero generalized mean
curvature.
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A.2.3 The monotonicity formula

Proposition A.17 Let be given a rectifiable n-varifold (H =0)V = v(3,0)
in U C R"™. Then, for every xg € R"™™, the function defined by

V(B
pﬁ(p”,gm)), 0 < p <d(zo,U°)

18 monotone increasing.

Proof Fix p > 0 and define a function v € C*(R) such that
1. 4(t) <0 for every t > 0;
2. (t) =1 for every t < &;
3. v(t) =0 for every t > p.

Consider the vector field
X(z) :=~(r)(z —x0), 7r:=|z— a0

Let « € ¥ be such that T,¥ exists; then the divergence on ¥ of X at x is
well defined:

n+m . n+m B n+m
dive X () = > e - (VXT) =4(r) D e +ry(r) Y

Jj=1 Jj=1 Jil=1

j J ol l
) —xnxt —xy
0 Oejl

r r

where e/ is the (n +m) x (n 4 m)-matrix projecting R"*™ onto 7T,%. The
trace of the projection is ) e/ = n; moreover

n+m l 1

P — i T N
> = — (D) = 1 (D)),
jl=1

being equal to the scalar product between the projection of Dr on T3 and
Dr = #=*0 itself. This implies

div® X (z) = ny(r) +r3(r) (1 = [(Vr) V).

Apply (A.7) to X and get

n/E (r )dV+/ r)dV = / |(Vr)N|2aV. (A.8)

Now consider a family of functions v arising from a rescaling of the
function ® € C'(R) and satisfying

1. ®(t) <0 for every t > 0;
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2. ®(t) =1 for every t < 3;
3. ®(t) =0 for every t > 1.

More precisely, let v(r) := ® (%) for a fixed p > 0. It’s clear that

w0-50) 48 (6(3)

It follows that, defining

)= [@(L)ave s = [ (1) w0 |*av

we obtain . ‘
nl(p) — pl(p) = —J(p),

which may be rewritten multipling by p~"! as

(4)-22

Let ® converge from below to the characteristic function of (—oo, 1] and
obtain

HMHW&m»<W%%M)HMWVW

whence, in the sense of distributions, (A.9) becomes

2
d<wwmw>:d/ (D]
dp pr dp JB,(z0) '

The integrand on the right is positive, whence the monotonicity of the term
on the left. O

A.3 Abstract varifolds

Rectifiable varifolds are Radon measures in R"™™. A compactness theo-
rem for measures assures that a sequence of varifolds with equibounded
masses admits a subsequence converging in the sense of measures. The limit,
though, is a Radon measure whose support is, in general, non rectifiable.
We are, thus, motivated to introduce a stronger notion of convergence and,
eventually, a class of objects larger than the class of rectifiable varifolds.

Definition A.18 Given an open set U C R"™™™, its Grassmannian fiber
bundle of n-planes is

G,(U):=U xG(n,m), 7w:G,(U)—U
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where G(n,m) = % is the Grassmannian of n-planes in R"™™ and

w(x,S) = x for every x € U and every n-plane S. We endow G, (U) with
the product topology induced by U and G, (m).

Definition A.19 An n-varifold in U C R*™™ s a Radon measure V on
the Grassmannian fiber bundle G, (U). Associated to V' there is a measure
wy on U defined by

py(A) =V (r~1(A), VACU.
Finally we define the mass of V,
M(V) := py (U).

Remark To show that the class of abstract varifolds contains the class
of rectifiable varifolds, we observe that to a rectifiable n-varifold v(X,0)
corresponds an abstract varifold V' defined by

V(A) =v(Z,0)(r(ANTY)),

being TY = {(z,T,X) : z € X,} the tangent bundle of ¥ (X, is the set
of point of ¥ where the approximate tangent plane is defined). Clearly
uy = v(X,0) because

v (A) = V(r~H(A) = v(%,0)(n(n(A) NTE)) = v(%,0)(ANX).

We give the space of n-dimensional varifolds in U the weak* topol-
ogy of the Radon measures, so that V,, — V if and only if for every
f € CHGL(U)) we have

/ f(@, S)dVi(z, §) — / (@, S)dV (z, ).
Gn(U) Gn(U)

Remark The convergence just defined, which we call convergence in the
sense of varifolds, is stronger than the convergence defined for rectifiable
varifolds. It requires that, in a certain sense, both the support and the
tangent planes of the varifolds in the sequence converge. °

A.3.1 Image of a varifold and first variation

Definition A.20 Given a Lipschitz map ¢ : U C R"™™ — U and given an
n-varifold V', the imege varifold of V' relative to ¢ is defined by

w4V (A) = /F—l(A) Jo(x,S)dV(x,S), (A.10)
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where F': Gp(U) — G, (U) is given by
F(x,5) := (¢p(x), dpS)

while

Jo(x,8) = \Jdet ((dpq| g)*dipa ).

Remark The image varifold ¢4V may be defined using the duality with
continuous functions on G, (U):

o4 V(f) = / fdouV = / F(o(2), dpaS) Jip(z, S)dV (. 5).

Gn(U) Gn(U)

(A.11)

To pass from (A.10) to (A.11) we may use the characteristic functions of
subsets A C G,,(U) and then use an approximation process. .

We define the first variation of a varifold in a way similar to that
used for rectifiable varifolds: let ¢y be as in definition A.12. Then the first
variation of a varifold V' with respect to ¢y is

V() = 2| M), (A.12)

with X (z) := 2245) (2 0).
With the same computation of propositions 1.9 and following, it may
be proved that

SV(X) = /G o &S X@AV @,9),

being
n
dive X (z) ==Y (7, Vo X),
i=1
for a choice of an orthonormal basis {71,...,7,} of S.

Definition A.21 Given a varifold V in U C R"™  its first variation (not
respect to a vector field) in W C U s

oV || == sup |0V (X)), (A.13)
Xecturntm)
|X|<1,5pt XCW

where |0V (X)| is defined in (A.12).
Remark If V is the abtract varifold induced by a rectifiable varifold v (%, 9),
then ¢4V is the abstract varifold corresponding to pxv(X,0) defined in

A.11. For this reason the first variation of a rectifiable varifold is the same
as the first variation of the corresponding abstract varifold. °

93



LucA MARTINAZZI

A.3.2 Allard’s compactness theorem

Allard’s compactness theorem answers the following question: when does
a sequence of rectifiable integer multiplicity varifolds admit a subsequence
converging in the sense of varifolds (i.e. on the Grassmannian) to an integer
multiplicity rectifiable varifold?

Example Consider the sequence of functions uy, : [0, 1] — R defined by

_{n)

n

where {2} denotes z minus it’s integral part.? The graph of u, is an i.m.
rectifiable 1-varifold in R?, and as n — o0, the limit of v(G,, , 1) as rectifi-
able varifolds is v2H!'L([0, 1] x {0}), whose corresponding abstract varifold
is

V2H'L([0,1] x {0}) x &,

identifying a line in R? with the angle it spans with the x axis. On the other
hand, the limit in the sense of measures on the Grassmannian is:

V2HIL([0,1] x {0}) x ox,

which is not rectifiable. °

It’s not hard to prove that in the preceding example ||0G,,, || — +oc.
This is why Allards compactness theorem doesn’t apply to this example.

Theorem A.22 (Compactness) Let be given a sequence of i.m. rectifi-
able varifolds V; in U whose masses and first variations, as defined in A.21,
are locally equibounded, that is such that for every W CC U

sup (M(Vj ) + 16V5][ (W) < +o00.
j>
Let also U be bounded. Then there erists a subsequence Vi converging in
the sense of varifolds to an i.m. rectifiable varifold and we have

6V (W) < liminf [8V;l|, VW cc U.
Jj—+oo

for instance {7} = 0, 14159265 ...
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Appendix B

Allard’s regularity theorems

B.1 Interior regularity

The following theorem is due to Allard, who published it in 1972 [1]; it
reduces the study of the regularity of a minimal varifold to the study of
its tangent cones and, consequently, to the study of rigidity theorems as
Bernstein’s theorem, in order to prove that the density of a minimal varifold
is close to 1.

Definition B.1 (Density) Given a rectifiable varifold V. = v(X,0), its
density in p, if it exists, is the following limit:

L) e

Remark The density of a minimal varifold is always well defined because,

thanks to the monotonicity formula, la quantity V| BBf(gf) is monotone and,

thus, has limit. °

Theorem B.2 Consider U C R"™™ and let V = v(3,0) be a rectifiable
minimal varifold. Then there exist §, v and ¢ depending on m,n and o €

(0,1) such that if

0 esptV, B,(0) cU
<1 V —q.o.
v ’ B.2
vB,0) ., (5:2)
wpp T ’

then there exists a linear isometry q : R"™™ — R™™ gnd u € Cl’“(ﬁzpm»
with u(0) = 0,
VLB, (0) = OH" L (q(Gu) N By,(0)).

Moreover

1
— sup |u|+ sup |Du|+ p*[Dulsp, ,0) < 5. (B.3)
P By(0) B(0)
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For a proof see the book of Leon Simon [37].

B.2 Boundary regularity

Also this theorem is due, substantially to W. Allard [2]. For more details
see [25], theorem 2.3.

Theorem B.3 Let u be a solution of the Dirichlet problem for the minimal
surface system (1.24) with boundary data ¢ € C>*(Q), 2 < s < 400 and
assume that Q) is strictly convex. Then there exists a neighborhood V' of 0X2
such that uw € C**(V'). If 1 is analytic, then also u is in a neighborhood of

o00.
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