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Bayer Filter

Initial color image in the RGB basis

(i) € 2% = u® = {u(i, N}ijezr v = (uF,u® uB)T
Scalar image u“™ with mosaic effect
A = uR (i, ymR (i, j) + u® (i, )ym® (i, J) + uB (i, )ymB (i, ),

mR, m® mB € {0,1} subsampling functions.

If B denotes the Bayer Filter we have u“™ = B(u°).
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ADMM algorithm for demosaicking deblurring denoising
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Acquisition chain

u® is also degraded by the presence of blur and noise.

We suppose the following form (with abuse of notation) :

H 0 0
H=10 H 0
0 0 H

m H is a matrix representing the standard convolution with some
Gaussian kernel.

m the noise b = N(0, 0?) is supposed to be additive and Gaussian.
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Acquisition process

Observed image

u“ = BH(u) + b

Ill posed Inverse problem

Reconstructing u€ starting from u¢



A decorrelated basis

RGB components strongly correlated

!

Find a suitable representation u9 = (¢, 1, v»)

¢, 11, 1> decorrelated
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After some manipulations

u€ = o + (MR + mC — mB)y +2(mP — mR)y,

ut = 1o (the luminance), u®/M = 1), (the green/magenta chrominance)
and uR/B =4 (the red/blue chrominance) :

o R
ud = | ye/M = _% % _% uC = T(u°)
1 B
UR/B —2 0 7
and
uR 1 -1 -2 ut
u€ = uC — 1 1 0 uG/M _ T_l(ud).
uB 1 -1 2 yR/B
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RENEIS

It is possible to show (Aubert,G.,Blanc-Féraud, Alleyson, Hel-or, Hoyer,
Hyvrinen) :

yG/M ,R/B

Supports of ul, disjoint in the Frequency Fourier domain

The coefficients in the new basis are approximately decorrelated
(p~0)
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The Variational method

Observation equation

u€ — H(u®) — BH(u) — BH(u) + b = uA

u? = T (w?) — HT Y (ud) = BHT Y (u?) — BHT Y(u?) + b = up.

where we have set uy = uc™.
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Minimization problem

In the new basis

arg min | Vut(|y + [[VuS/M||1 + |VuR/E||y + u] BHT 7 (u) = wol3-
u

Going back to u€

Set u¢ = T(u?)

12/25



ADDM method

constrained minimization problem of the form

min J(z) + G(u) subject to Ez+ Fu=b
u,z

where J, G : R? — R and where E and F are matrices.

Augmented Lagrangian

La(z,u,\) = J(z) + G(u) + (\, Fu+ Ez — b) + %HFU + Ez— b2
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Iterations

(Zk+1,uk+1) ::argnﬂnzﬁ,La(zyuvAk)

Theorem 1 (Eckstein, Bertsekas)

Suppose E has full column rank and G(u)+ ||F(u)|? is strictly convex. Let
Ao and ug arbitrary and let o > 0. Suppose we are also given sequences
{uk} and {vic} with >°77 jue < oo and Y77 vk < oo. Assume that

|25+t — argmin, g J(2) + (MK, Ez) + $||Fu* + Ez — b|)?|| < pu

|u L — argmin,cpm G(u) + (A, Fu) + $||Fu+ EzK — b|)2|| < vy
If there exists a saddle point of Lo(z,u, \) then (2K, uk, \K) — (z*, u*, \¥)
which is such a saddle points. If no such saddle point exists, then at least
one of the sequences {u*} or {\} is unbounded.
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Application to our problem

Our problem

argmin [ Vut(|y + [[VuS/M||y + [|VuR/E||y + u] BHT 7 (u?) — w3,
u

ADMM form

min J(z) + G(u9) subject to Ez + Fu? = b.
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"4
A vt 0 0
E=—I, F=| BHT! where V=1| 0 V&M o ,
% | 0 0 VR/B

LO&(Z’ ud’ )‘) = HWHl + /‘HV”% + <p7vud - W> + <q7 Ku® — g — V>
(6% (6
Slv - Ku® + uo||* + Euvud — w2
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ADMM lterations

k
. a kK P
whtt = argm'nHW||1+§||W—V(ud) - =3
w (@]
. «Q k q
A= argminpv+ Sl - K)o - T3
v
k
k+1 e
(u?) = argmin EHVud—Wk‘H—i—p—H%
o Q@
o 9 2
ZIK d__  k+1 q
T R R
k+1
pk+1 _ ,Dk—i-Oz(V(Ud) + _Wk+1)
k+1
g = ¢ a(KW)TT = — v,

with p° =g =0and a > 0
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NSNS
minimization with respect to w and v

Wt = 5, (V) + 2)

Q\»—ﬂ

k
1 = Su (K(u%)" — o + %)

17/"' 17/"
t — ==sign(t t| > ==
swmz{ cemld) > e

@

minimization with respect to u?

(ud)k+1 ( A+ K*K) (v*(Wk+1 . IZ())

0 otherwise.
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Numerics

1 pick a color image as a reference u®, which is a good
approximation of a color image without mosaicking effect. ;

up = BHu® + b;
3 write u¢ = T~(u9) so that
up = BHT Y(u9) + b;

4 Apply the ADMM algorithm to restore u? ;
5 Set set u¢ = T(u9).
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Numerics

1000

1200

1400

1600

200 400 600 8OO 1000 1200 1400 1600 1800 2000 2200

Observed image. Size

20/25



Numerics

Restored image u€ v CPU time a
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Numerics

Observed image. o = 0.5.
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Numerics

Restored image u¢ = T(u9). u = 20.
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Role fo the parameter . o = 0.5.
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I I''Thank you for your attention!!!
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