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\substack{\text { m } \\
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(M, \sigma) \\
\hline
\end{gathered}
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endow $M \times \mathbb{R}$ with metric $\sigma+\mathrm{d} t^{2}, g$ induced metric on $\Sigma($ on $M)$

where $D$, div taken with respect to $\sigma$.
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CONJECTURE (Simon): solutions to (MS) grow polynomially

## QUESTION:

for which manifolds $M$ properties $(\mathscr{B} 1),(\mathscr{B} 2),(\mathscr{B} 3)$ hold?
If $M=\mathbb{H}^{m}$, completely different picture: Plateau's problem at infinity is always solvable!
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( $X$ is a tangent cone at infinity (blowdown))
2) Analogy with the theory of harmonic functions (recall: $\Delta_{g} u=0$ ).
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Problem: need to evaluate $\Delta_{g} r=g^{i j}\left(D^{2} r\right)_{i j}$, but Ric $\geq 0$ only estimates $\sigma^{i j}\left(D^{2} r\right)_{i j}$ !

IDEA: in place of $r$, we use an exhaustion $\varrho$ built via potential theory (stochastic geometry)
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## The proof

Fix $C>\kappa \sqrt{m-1}, \quad z=W e^{-C u}$

- CLAIM: the following set is empty for every $\tau>0$ :

$$
\Omega^{\prime}:=\left\{x \in \Omega: z(x)>\max \left\{1, \limsup _{y \rightarrow \partial \Omega} \frac{W(y)}{e^{\kappa \sqrt{m-1} u(y)}}\right\}+\tau\right\}
$$

Once the claim is shown, thesis follows by letting $\tau \rightarrow 0$, $C \downarrow \kappa \sqrt{m-1}$.

By contradiction: suppose that $\Omega^{\prime} \neq \emptyset$.
Define

$$
\mathscr{L}_{g} \phi=W^{2} \operatorname{div}_{g}\left(W^{-2} \nabla \phi\right) \quad \text { on } \Sigma^{\prime} .
$$

Since $\|\nabla u\|^{2}=\frac{W^{2}-1}{W^{2}}$,

$$
\mathscr{L}_{g} z \geq\left[C^{2}-(m-1) \kappa^{2}\right]\|\nabla u\|^{2} z>C_{\tau} z \quad \text { on } \Sigma^{\prime}
$$

Key information: a graph has area bounds (calibrated):


$$
\begin{aligned}
\left|B_{R}^{S}\right| & \leq\left|\sum \cap C_{R}\right| \\
& \leq 2\left|B_{R}^{\mu}\right|+2 R\left|\partial B_{R}^{\mu}\right| \\
& \leq C_{1} \exp \left\{C_{2} R\right\}
\end{aligned}
$$

LEMMA: in our assumptions, we can include $\overline{\Sigma^{\prime}}$ isometrically a complete manifold $\left(N^{m}, h\right)$ the volume of whose balls satisfies $\left|B_{R}^{h}\right| \leq C_{1} \exp \left\{C_{2} R^{2}\right\}$.
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## AHLFORS-KHAS'MINSKII DUALITY

(M.-Valtorta '13, M.-Pessoa '20):

If $(N, h)$ is stochastically complete, there exists $v \in C^{\infty}(N)$ solving

$$
\left\{\begin{array}{l}
\Delta_{g} v \leq v \\
v \geq 1, \quad v \text { exhaustion }
\end{array}\right.
$$

setting $\varrho=\log v \in C^{\infty}(N)$,

$$
\left\{\begin{array}{l}
\Delta_{g} \varrho+\|\nabla \varrho\|^{2} \leq 1 \\
\varrho \geq 0, \quad \varrho \text { exhaustion on } N
\end{array}\right.
$$
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\varrho \geq 0, \quad \varrho \text { exhaustion on } N
\end{array}\right.
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Let $\delta, \varepsilon^{\prime}, \varepsilon$ be positive, small (specified later), and set

$$
z_{0}=W\left(e^{-C u-\varepsilon \varrho}-\delta\right)<z
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For $\varepsilon, \delta$ small enough, the upper level-set
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\varrho \geq 0, \quad \varrho \text { exhaustion on } N
\end{array}\right.
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Let $\delta, \varepsilon^{\prime}, \varepsilon$ be positive, small (specified later), and set

$$
z_{0}=W\left(e^{-C u-\varepsilon \varrho}-\delta\right)<z
$$

For $\varepsilon, \delta$ small enough, the upper level-set

$$
\Omega_{0}^{\prime}:=\left\{x \in \Omega: z_{0}(x)>\max \left\{1, \limsup _{y \rightarrow \partial \Omega} \frac{W(y)}{e^{\kappa \sqrt{m-1} u(y)}}\right\}+\tau\right\} \subset \Omega^{\prime}
$$

is non-empty and relatively compact.

We compute on the graph $\Sigma_{0}^{\prime}$

$$
\begin{aligned}
\mathscr{L}_{g} z_{0} & \geq\left[\|C \nabla u+\varepsilon \nabla \varrho\|^{2}-(m-1) \kappa^{2}\|\nabla u\|^{2}-\varepsilon \Delta_{g} \varrho\right] z_{0} \\
& \geq\left\{\left[C^{2}\left(1-\varepsilon^{\prime}\right)-(m-1) \kappa^{2}\right]\|\nabla u\|^{2}-\varepsilon\left[\Delta_{g} \varrho+\|\nabla \varrho\|^{2}\right]\right\} z_{0} \\
& >\left\{C_{\tau}-\varepsilon\left[\Delta_{g} \varrho+\|\nabla \varrho\|^{2}\right]\right\} z_{0}
\end{aligned}
$$

if $\varepsilon^{\prime}$ small enough and $\varepsilon \ll \varepsilon^{\prime}$.

We compute on the graph $\Sigma_{0}^{\prime}$

$$
\begin{aligned}
\mathscr{L}_{g} z_{0} & \geq\left[\|C \nabla u+\varepsilon \nabla \varrho\|^{2}-(m-1) \kappa^{2}\|\nabla u\|^{2}-\varepsilon \Delta_{g} \varrho\right] z_{0} \\
& \geq\left\{\left[C^{2}\left(1-\varepsilon^{\prime}\right)-(m-1) \kappa^{2}\right]\|\nabla u\|^{2}-\varepsilon\left[\Delta_{g} \varrho+\|\nabla \varrho\|^{2}\right]\right\} z_{0} \\
& >\left\{C_{\tau}-\varepsilon\left[\Delta_{g} \varrho+\|\nabla \varrho\|^{2}\right]\right\} z_{0}
\end{aligned}
$$

if $\varepsilon^{\prime}$ small enough and $\varepsilon \ll \varepsilon^{\prime}$.
Using $\Delta \varrho+\|\nabla \varrho\|^{2} \leq 1$ and $\varepsilon \ll 1$,

$$
\mathscr{L}_{g} z_{0}>C_{\tau} z_{0}
$$

contradiction at a maximum point of $z_{0}$ on $\Sigma_{0}^{\prime}$.

