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On functional equations of the form

A(x) - A((x)) = »(x)

and Goursat problem for the equation

o
———;’Eg,;) = f(x,y)
B. MESSANO®™

RIASSUNTO — Si studiano le equazioni funzionali del tipo A(z) — A('r(z)) = p(x),
associate, se Fiz 7 = {p}, alla condizione A(p) = 0 e, pii in generale, alla condizione
A(p') = 0 dove p' ¢ un punto di Fiz v. Inoltre, si forniscono condizioni sufficienti per
Uesistenza e l'unicitd della soluzione e della soluzione debole del seguente problema di
Goursat:

a’;z(;;y) =f=y)  (@yelxJ
z(z,a(z)) = p1(z) zel
2(B(y),¥) = p2(y) yeld.

ABSTRACT - We consider the functional equations of the kind A(z) — A('r(:c)) =
(), associated, if Fiz T = {p}, with the condition A(p) = 0 and, in a more general
way, with the condition A(p') =0 where p’ is a point of Fix . Furthermore, sufficient
conditions are given for the eristence and uniqueness of solution and weak solution to
the following Goursat problem:

(*)Lavoro svolto durante la permanenza presso il “Department of Mathematics - Uni-
versity of Reading (U.K.)” come borsista del C.N.R.
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?%l=f(3,y) (z,y)elIxJ
z(z,a(z)) = p1(z) zel
2(B(v),v) = ¢2(v) yeld.
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1 — Introduction

Let I be an interval of IR, 7(z) and ¢(z) be functions belonging,
resp., to I’ and IR’ such that(®):

Fixr={p}, ¢(p)=0.

Let us consider the following functional problem:

A®) - Alr(@)) =p(e) s€l
A(p) =0.

E. GOURSAT in [10] prove (see, section 9) that, if I = [0,d], 7(z) €
CM(I,1I), p(z) € C}(I,IR), p = 0 and, moreover, 7(z) satisfies the following
condition:

A) 7'(z) > 0 Vz €]0,a] and 3c €0, 1[: 7(z) < cz Vz €]0,d],
then there exists a solution of problem (P) belonging to C*(I,IR).

G. FICHERA in [4] demonstrate (see, theorems I, IT and III) that,
if I = [0,a], 7(z) and ¢(z) are C" functions [resp., C** functions (resp.,
real analytic functions)], p = 0 and, moreover, 7(z) satisfies the following
condition:

B) (z) > 0, 7(z) < z Vz €]0,a] and 7'(0) < 1,
then there exists a unique solution of problem (P) belonging to C*(I, R)

[resp., C*(I,IR) (resp., the class of the real analytic functions from I into
R)}.

(P)

(D'Whatever be the function h(z), the symbol Fix h denotes the set of all fixed points
of h(z).
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The Fichera’s results imply that one of Goursat (indeed: A) = B)).
Other Authors have also studied the functional problem (P) (see, for
example, [3, 5, 6, 12]).
In section 2 of this paper we consider the following statements:
i) there ezists n € IN such that 7(z) € C*(I,I), ¢(z) € C*(I,IR) and,
vm € {0,...,n}, the following functions:

d™r(z) d™p(x)
dz™ dz™

are bounded on I,
i') 7(z) € C=(1,I), p(z) € C>(I,R) and, Vn € Ny, the following func-

tions:
d*r(z) d"p(z)

dz» '’ dzn

are bounded on I,
i) 7: I = I, p: I = R are real analytic functions such that, for each
n € Ny, the following functions:

d*r(z) d*o(z)
dzn ' dz»

are bounded on I,

ii) (7%),en converges uniformly on I,
iii) |7'(p)| < 1. _

We prove, see theorem 2.1 [resp., theorem 2.2 (resp., theorem 2.3)},
that: if the statements i) [resp., i) (resp., i”))], ii) and iii) hold, then
the functional problem (P) has a unique solution belonging to C*(I,IR)
[resp., C®(I,R) (resp., the class of the real analytic functions from I into

R)).

In the particular case I = [0, a], obviously:
B) == (ii) and iil)),

so, the above results generalize the theorems of Goursat and Fichera
quoted before.

(M Whatever be n € IN, the symbol 7" denotes the nth iterate of 7(x).
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Still in the case I = [0, a], the following condition (which appear in
A) and B)):
7(z) <0 Vz€0,q],

implics the condition ii) (see [5), p. 239); so the hypothesis:
() >0 Vz€|0,q],

which appears in A) and B) is non-essential (see theorems 2.1, 2.2 and
2.3).
Now, let I and J be intervals of R, y € J, f(z,y) € C°(I x J,R),
@1 (z) € COI,R), ¢2(y) € C°(J,R), a(z) € C°(I,J), Bly) € C°(J, I).
Let us set:
7(z) = B(a(z)) Vzel.

In scction 3 we suppose Fix T # @ and consider the following func-
tional problem:

r(z) a(x)

Alz) - A(r(@)) = p1(2) — pa(ef2)) + / du / fuvydv zel

z vo

(P')
A(pl) =0,

being p’ a point of Fix 7.
We give (see theorem 3.1 and theorem 3.3) two sufficient conditions

for the existence of a solution of problem (P’) and (see theorem 3.2 and

theorem 3.4) a sufficient condition for the existence of a continuous solu-

tion of problem (P’) and two sufficient conditions for the existence and

uniqueness of continuous solution of problem (P’).

[A generalization of the theorems of section 3 is given in the Appendix.)
The results of sections 2 and 3 are used in section 4 to study the

Goursat problem for the partial differential equation of hyperbolic type:

(©) TV foy)  @uelxd,
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i.c., the problem consists in finding solutions z(z,y) of (G) satisfying the
following conditions:

z(z, o(z)) = ¢ (z) zel
z(B(v),y) =paly) yeJ.

(G)

In the classical Goursat problem, which also deal with equations more
general than (G), the intervals I and J are compact and the functions
a(z) and B(y) satisfy the following condition:

j) a(z) and B(y) belong to class C' and there ezists c €]0, 1{ such that:
|r(z)| <eclz] Vzel,

(sec, for example, 1, 2, 3, 6, 8, 9, 10, 11, 15, 16, 17, 18)).

In scction 4 of this paper, first of all we prove (see proposition 4.1)
that: whatever be A(z) € R’ and B(y) € R, the function 2(z,y) =
A(z)+ B(y) + F(z,y) is a solution (resp., weak solution) of problem (G)
(G') if and only if A(x) belongs to C*(I,1R) (resp., C°(I,R)), satisfies the
functional equation:

7(z)  alz)
A(z) — A(1(x)) = p1(z) — p2(a(z)) + / du / fu,v)dv ze€l,

z Yo

and furthermore:

B(y) = pa(y) — F(B(y),y) — A(B(¥)) VyeJ.

Then we give (sec theorem 4.4) a sufficient condition for the existence
of a weak solution of problem (G) (G') which, when Fix 7 is countable,
is also sufficient for uniquencss.

Morcover, in the case in which FixT = {p}, we give (see theorem
4.5) a sufficient condition for existence and uniqueness of weak solution
of problem (G) (G') and we prove (sce theorem 4.6) that: if the following
statements are verified:

i) @1(p) = ga(a(p)) and the functions (), 7'(z), n(z), '(z) are

bounded on I,
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il) (7™*)ren converges uniformly on I,
iii) [P'(p)l < 1,
then there exists a unique solution of problem (G) (G') given by:

2(z,y) = Zw(r (2)) + aly) - Z ((8@))) - F(B@). 1) + Flz.),

k=
being
() afz)
"(z) = ¢i(2) — walo@) + [ du [ f@yo
and

F(z,y) = f du / f(z,y)dv.

Let us conclude this section observing that the condition j) above
considered implies the following two statements:

jj) FixT = {0}, (7*)ken converges uniformly on I to function vanishing
onl,

) 7o) <y

50, if j) is true also the conditions ii) and iii) are satisfied.
2 — Existence and uniqueness of solution for the functional prob-
lem (P)

Throughout this section I is an interval of IR, 7(z) and ¢(z) are
functions belonging, resp., to I’ and R’ such that:

Fixr={p}, «¢p)=

Considered the functional problem (P) quoted in Introduction, let us
prove that:

THEOREM 2.1. If the following statements are verified:
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i) there ezists n € IN such that 7(z) € C*(I,I), ¢(z) € C*(I,R) and,
Vm € {0,...,n}, the following functions:

d™7(z) d™p(z)
dzm '’ dz™

are bounded on I,
ii) (7%)ken converges uniformly on I,
iii) |7'(p)| <1,
then the series of real functions on I:

©

(2.1) E o(T*(z))

k=0

converges on I to a function that is the unique solution of problem (P)
belonging to C*(I,R).

PROOF. Let us note that, being Fixt = {p}, according to ii) and
continuity of 7(z) we have:

(2.2) li{nv'"(.'z:) =p Vzel,

consequently, 7(z) has no periodic point of period two(®.

Then, according to theorem 3.6 of [14], to prove theorem 2.1 it is
enough to show that the series (2.1) converges on I to a function belonging
to C*(I,IR).

Now, from iii), being 7'(x) continuous on p there exist 6 > 0 and
o €]0, 1] such that:

(el and |y-p|<8) = |T'(¥)I<0o;

(3 A point z of I is said periodic point of T(z) of period two §f:

T(z) # z = 1(x).
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conscquently, from ii) and (2.2), there exists v € IN such that:
(2.3) |'r'('rk(:z:))| <o Vk>v Vzel.

On the other hand, it results:
D(plr++(z))=¢ (r+*(@)7 (@) . 7' (). 7'(x) VkeNo,
so, from i) and (2.3), there exists a positive real number ¢ such that:
(2.4) lD(qp('r"*"(:z:)))I <co* VkeN, Vzel.

Thus, it results:

gP@HMMSgw@me+§wk

= Z|D(<p(rk(x)))l + -2

o l-0

v

s0, the series:

00

> D(p(r*()))

k=0
converges uniformly on I.
Then, since:
[ ] x
Y et ®) =) wlp) =0,
k=0 k=0

by applying a standard theorem on the term-by-term differentiation of
infinite scries, it follows that the series (2.1) converges on I to & function
belonging to C!(I,R).

The theorem is so proved in the case in which n = 1.

Now, the proof of theorem 2.1 can be easily completed bearing in
mind the inequality (2.4) and proof of theorem I of [4].

From theorem 2.1 trivially follows that:

THEOREM 2.2. If the following statements hold:
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i') T(z) € C=(I,I), p(z) € C*(I,R) and, ¥n € Ny, the following func-

tions:
d*r(z) d™o(z)
dzn '’ dz

are bounded on I,
ii) (7*)ren converges uniformly on I,
iii) [7'(p)l < 1,
then the series (2.1) converges on I to a function that is the unique solu-
tion of problem (P) belonging to C*°(I,R).

Moreover:

THEOREM 2.3. If the following statements hold:

iy 7: I = I, ¢p: I = R are real analytic functions such that, for each
n € Ny, the following functions:

d"r(z) d"o(z)
dz ’ dzn

are bounded on I,
ii) (7%)ken converges uniformly on I,
iii) |7'(p)| < 1,
then the series (2.1) converges on I to a function that is the unique so-
lution of problem (P) belonging to the class of real analytic functions on

I

PROOF. Theorem 2.2 implies the convergence on I of the series (2.1)
to a function g(z) belonging to C*(I,R).

So, we have only to prove that g(z) is a real analytic function on I.

To this aim we can always suppose p = 0 and observe that ii) implies
that:

¥n>03g=gq(n): [T"*!(z)|<n V=€l Vn2gq.

Then, the same proof of [4], p. 11, theorem III, shows that g(z) is a
real analytic function in cach compact interval J C I. Consequently g(z)
is a real analytic function on I.

The assertion is so proved.
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As we said in Introduction, theorems 2.1, 2.2 and 2.3 generalize, resp.,
theorems I, IT and III of [4].

3 — Existence and uniqueness of solution for the functional prob-
lem (P')
Let I and J be intervals of R, yo € J, f(z,y) € C°(I x J,R), a(z) €

C°(1,J), Bly) € C°(J, 1), p1(z) € C°(L, R), pa(y) € C°(J,R).
In this section, we set:

r(z) = Blafz)) Vzel

and suppose Fix T # 0.
We deal with functional problem (P’) quoted in Introduction.

Let us now consider the following statements which will be used in
the next four theorems:

1) o(z) is bounded on I and f(z,y) is bounded on I x J.
2) There exists i > 0 such that:

lp1(z) — pa(a(2))| S plr(z) —2| Vzel.

3) 7(z) is bounded on I and has no periodic point of period two.
3) 7(z) is bounded on I and (T*)rew converges uniformly on I.

4) Whatever be p € Fix T there ezist a neighbourhood U of p and o €]0, 1]
such that:

|7(z) —p|<olz—p|] VzelU.

Now, set:
() a(z)
(z) = o1 (z) — wa(a(®)) + / du / fuv)d  Vrel,
z vo

let us prove the following

THEOREM 3.1.  Let the statements 1) and 2) be satisfied. If the
series

[ o]

(3.1) ST () - (=)

k=0
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converges on I, then the series:

©0
3.2) Y_m(r(=))
k=0
converges absolutely on I to a function that is solution of problem (P’).

PROOF. Let us start observing that:
P,) If series (3.2) converges on I to a function A(z), then it results:

A(p)=0 VpeFixr.

In fact, bearing in mind 2), for each p € Fix 7 we have:

(p) a(p)
7() = 01(0) = eale@) + [ du [ flu,0)dv=0,

then, being 7F(p) =p Vk € IN, it follows:
A(p) =0.

P,) is so proved.
Let M, and M; be real numbers such that:

[fz <M Y(z,y)elxd, |e(z)| < M, Vzel.

Being:

r*tlz)  a(r*(z)

r(r+(@) = (@) -w(at @)+ [ d [ S,

r%(z) vo
bearing in mind 2), we have:
r(r*(2))| < plr*+ (2) — 7*(2)| + MMl (z) — ()]

(3.3)
= (p + A’Id\’!z)l‘fkﬂ (x) - Tk(w)I .
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Then, since the series (3.1) converges on I, series (3.2) converges
absolutely on I to a function that we denote by A(z).
Being;:

o0

A(r(z)) = Y_w(m*(z)),

k=1
it results:

A(z) — A(7(z)) = =(z).

The theorem is so proved.

THEOREM 3.2. Let the statements 1) and 2) be verified. If series
(3.1) converges uniformly on I, then the series (3.2) converges uniformly
on I to a function A(z) that is a continuous solution of problem (P').

Moreover, if Fix T is countable, then A(z) is the unique solution of
problem (P’) belonging to C°(I,IR).

PRoOF. If series (3.1) converges uniformly on I, according to in-
equality (3.3) contained in proof of theorem 3.1, it follows that series
(3.2) converges uniformly on I to a function A(z).

So, from theorem 3.1, A(z) is a solution of problem (P’) and, since
7(z) and 7(z) are continuous on I, A(z) is continuous on I.

Furthermore, if Fix7 is countable, from theorem 3.6 of [14] follows
that A(z) is the unique continuous solution of problem (P').

The theorem is so proved.

THEOREM 3.3. Let the statements 1), 2), 3), 4) be verified. Then the
series (3.2) converges absolutely on I to a function A(z) that is solution
of problem (P').

PROOF. According to theorem 3.1 it is enough to prove that:
P,) The series (3.1) converges on I.

We shall prove P,) utilizing only the hypotheses 3) and 4).
In accordance with theorem 4.2 of {13] and condition 3) there exists
a function g(z) from I onto Fix r such that:

g(z) = 1i,I‘n 7*(z) Vzel.
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Then, whatever be Z € I, considered the point g(Z) of Fix 7 we have
that:

(3.5) VH(g(z)) I eN:m™@EF)eH VYn>uf.

On the other hand, from 4), relatively to g(z) there exist a neigh-
bourhood U of g(Z) and o €]0, 1 such that:

(3.6) |7(z) —9(Z)| < olz—g(Z)] VzeU.
Then, from (3.5) and (3.6) it follows that:
v €N: [7(r"(2)) - 9(3)| < o|r"(2) - 9(2)] Vn2v.
Consequently:
[7+1(z) — 9(2)| < olr*(2) — 9(2))|

[7+4(2) - 9()| < o*|7* (@) - 9(2)|

....................................

....................................

Then whatever be h € Ny it results:
[P (z) — T (E)| < |[PNE) - g(&)] + |7 (E) - 9(3)
< o**Vr*(3) - 9(3)| + o*|r(2) — 9(3)|
= o*(o +1)|7"(2) - 9(2)|.

Consequently, it is trivial to prove that series (3.1) converges on Z.
Since 7 is a generic point of I, series (3.1) converges on I.
Proposition P,) is so proved.

THEOREM 3.4. Let the statements 1), 2), 3'), 4) be verified. Then
Fix T is a singleton and the series (3.2) converges uniformly on I to a
function A(z) that is the unique solution of problem (P’) belonging to

(I, R).
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PROOF. According to theorem 3.2 it is enough to prove that:
P3) Fix 7 is a singleton and the series (3.1) converges uniformly on I.

We shall prove P;) utilizing only the hypotheses 3') and 4).
From 3'), being 7(z) continuous, it easily follows that there exists a
continuous function g(z) from I onto Fix7 such that:

9(z) = lim *(z) Vzel.
Then, since I is an interval, the set Fix 7 is a singleton or an interval,

so, from 4) it follows that Fix 7 is a singleton.
Said p the unique point of Fix 7, it results:

li,rcnr"(:n) =p Vzel.
Then, from 3') and 4) it easily follows that:
v e N: |7(t"™(z)) —p| < olr™(z)—p| Vn2>v Vzel,
so, we have:
|7t (z)) —p| < o*|7¥(z) —p| VhEN Vrel.
Consequently, bearing in mind the proof of theorem 3.3, it follows

that series (3.1) converges uniformly on I.
Proposition P3) is so proved.

4 - Goursat problem

Let I and J be intervals of R, (o, %) € I x J, f(z,y) € C°(Ix J,R),
alz) € J!, Bly) € I, pa(z) € R', po(y) € R

Considered the equation of hyperbolic type (G) according to (7, 14]
we said solution (resp., weak solution) of (G) a function of the form:

(z,) = A@) + B@) + [ du [ f(w,0)dv,

0
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being A(zx) € C'(I,R) (resp., A(z) € C°(I,R)) and B{y) € C}(J,IR)
(resp., B(y) € C°(J, R)).

This section is devoted to problem of the existence and uniqueness
(resp., existence and existence and uniqueness) of solution (resp., weak
solution) of (G) satisfying the condition (G') where a(z), B(v), vi(z),
¢2(y) belong to class C* (resp., C%).

Set:

Hz)=0(e(®)) Veel, Flz,y)= / du / fluv)dy Vi(z,y) € IxJ,

*0 Yo

let us prove that:

PROPOSITION 4.1. Whatever be the functions A(z) € R’ and
B(y) € R’ the following statements are equivalent:

1) The function z(z,y) = A(z) + B(y) + F(z,y) i3 a solution (resp.,
weak solution) of problem (G) (G').

2) A(z) belongs to C*(I,IR) (resp., C°(I,IR)) and satisfies the functional
equation:

T(z) alz)
A(z) — A(7(z)) = p1(z) — p2(a(z)) + / du / flu,v)dv  ze€l,

z vo

furthermore:
(h) ~ B(y) =p(y) - F(B),y) —A(BL)) VyelJ.
PROOF. 1) = 2). Since z(z,y) is a solution (resp., weak solution)
of problem (G) (G'), we have:
@1)  @i@) = 2(z,0(x)) = A(z) + Ba(z)) + F(z,a(z))
42)  eay) = 2(B(v),y) = A(BW) + B(y) + F(B@).v).
from which, replacing y by a(z) in (4.2), we have:

(4.3) ¢2(a(2)) = A(7()) + Bla(z)) + F(r(z), a(2)) ,
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thus, subtracting (4.3) from (4.1), it follows:

A(z) - A(r(2)) =¢1(3) - 93(a(@)) + F(r(z), (@) - F(z, a(a)
r(z) a(z)
=0, (z) — 2 (a(z)) + / du / flu,v)dv

W
z  afz)
- [du | f(u,v)dv
I+
m(z) alz)
o)~ eale@) + [ du [ fluviiv.

On the other hand, from (4.2) it follows (h).
2) = 1). It is clear that the function:

z(z,y) = A(z) + 2(y) — A(B®)) — F(B(y),y) + F(z,y)

is a solution (resp., weak solution) of (G).
On the other hand, let us note that:

2(z, a(z)) = A(z) + p2(a(z)) — A(7(2)) — F(r(2), a(2)) + F(z, o(2))
7(z) a(z)

= A(z) - Alr(@)) + eafa@) - [ du [ fluvid
= (:L') )
moreover:
2(B(y),y) = ABW)) + p2(y) — A(B(y)) — F(B(),y) + F(B(y),v)
= a(y).

So, the condition (G’) is also satisfied.
The theorem is thus proved.
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Now, supposed Fixr # @ and fixed a point p’ € Fix T, we consider
the functional problem (P’) studied in section 3.
Let us prove that:

PROPOSITION 4.2.  Problem (G) (G’) has a solution (resp., weak
solution) if and only if functional problem (P’) has a solution belonging
to C*(I,IR) (resp., C°(1,R)).

PROOF. Let 2(z,y) = A(z) + B(y) + F(z,y) be solution (resp., weak
solution) of problem (G}(G'). Put A*(z) = A(z) — A(p) and B*(y) =
B(y) + A(p'), we have that: z(z,y) = A*(z) + B*(y) + F(z,y), A*(z) €
CY(I,R) (resp., C°(J,IR)) and A*(p') = 0.

Thus, according to proposition 4.1, it results that A*(z) is a solution
of functional problem (P').

Conversely, let A*(z) be a solution of functional problem (P’) belong-

ing to C*(I,R) (resp., C°(I,R)).
According to proposition 4.1, set B*(y) = w2(y) — F(B(y),y) —
A*(B(y)), we have that:

z(z,y) = A*(z) + B*(y) + F(z,y)

is a solution (resp., weak solution) of problem (G)(G').
The theorem is so proved.

From propositions 4.1 and 4.2, bearing in mind the proof of theorem
4.3 of [14], it can be easily proved that:

PROPOSITION 4.3. The following statements are equivalent:
1) Problem (G) (G’) has a unigue solution (resp., weak solution).

2) Functional problem (P') has a unique solution belonging to CI(I R)
(resp., C°(I,R)).

Now, set:

() a(z)
n(z) = p1(z) — p2(x(z)) + / du / f(u,v)dv Vzel,

T (1]
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let us observe that, according to theorems 3.2, 4.1, 4.2 and 4.3, it is easy
to prove that:

THEOREM 4.4. Let the following statements be verified:
1) a(z) is bounded on I and f(z,y) is bounded on I x J.
2) There exists u > 0 such that:

lp1(z) — pa(a(z))| < plr(z) —z| Vzel.

If series:

S [ 4(a) - (z)|

k=0

converges uniformly on I, then problem (G) (G') has a weak solution
given by:

o0 o0

z(z,y) = Y 7(t*(z)) + aly) - D 7(r*(B®)))

k=0 k=0

- F(B(y),y) + F(z,y).

Moreover, if Fix T is countable, then 2(z,y) is the unique weak solu-
tion of problem (G) (G’).

Next two theorems are referred to case in which:
Fix7 = {p}.
From theorems 3.4, 4.1 and 4.3 it easily follows that:

THEOREM 4.5. Let the following statements be verified:
1) a(z) is bounded on I and f(z,y) is bounded on I x J.
2) There exists pu > 0 such that:

1(@) - pa(a(@)| S plr(z)-2|  Vzel.

3") 7(z) is bounded on I and (7*)ien converges uniformly on I.
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4') There exist a neighbourhood U of p and o €]0, 1] such that:
|7(z) —p|<olz—p| VzeU.

Then problem (G) (G') has a unique weak solution given by:

f )+ aly) - f}_fw(r"(ﬂ(y»)

~ F(B(y),y) + F(z,y).

Now, let us prove that:

THEOREM 4.6. If the following statements hold:

i) p1(p) = w2(a(p)) and the functions 7(z), 7'(z), n(z), 7'(z) are
bounded on I,

ii) (7%)ren converges uniformly on I,

i) |7'(p)] < 1,

then there exists a unique solution of problem (G) (G') given by:

oo oo

z(z,y) =Y _n(r*(z)) + e2(y) — D_ (¥ (6(x)))

k=0 k=0

— F(B(y),y) + F(z,y).

PROOF. According to theorem 2.1 the series:

oo

> ()

k=0

converges to a function that is the unique solution of problem (P'). be-
longing to C'(J,R).
So, from proposition 4.3 there exists a unique solution of problem
(G) (G'); thus, in accordance with theorem 4.1 it follows the assertion.
The theorem is so proved.
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The following two remarks conclude this section:
O,) If 7(z) € C'([0, a], [0, a]) and there exists o €]0, 1[ such that:

T(z) <oz  Vz €)0,q],

then the conditions i), ii) and iii) are satisfied; thus, the theorem on
existence and uniqueness of a solution to problem (G) (G’) proved by
Goursat in section 9 of [10] is generalized by theorem 4.6.

0.) Bearing in mind Lemma 3 of [3] we have that: if the hypotheses of
theorem 3 of {3] are satisfied, then i”), ii) and iii) hold; thus, relative to
the question of existence and uniqueness of solution to problem (G) (G'),
theorem 4.6 generalizes theorem 3 of [3].

5 — Appendix

Throughout this section I is an interval of IR, 7(z) and ¢(z) are
functions belonging, resp., to C°(I,I) and C°(I,R) such that:

Fixr#0 and ¢(p)=0 VpeFixr.
We consider the following functional problem:
Alz) - Alr(@) = pla) ze€l
A(p')=0.

where p’ is a point of Fix .

The problem (P”), which has already been considered in {7, 14], in-
cludes both the problem (P) considered in section 2 and the problem (P’)
considered in section 3.

The main aim of this section is to point out the possibility of ob-
taining theorems relative to problem (P”) which include the ones demon-
strated in section 3 relative to problem (P').

In fact, considered the following statements:

3) 7(z) is bounded on I and has no periodic point of period two.

3") 7(z) is bounded on I and (T%)xen converges uniformly on I.

(P*)
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4) Whatever be p € Fix T there ezist a neighbouhood U of p and o €]0, 1]
such that:
|7(x)—p|<olz-p| Vzel.

5) There erists ¢ > 0 such that:
le(z)| < cjr(z)—z] Vzel,

bearing in mind the proofs of theorems of section 3 it is easily proved
that:

PROPOSITION 5.1. Let the statement 5) be satisfied. If the series:

oo

(5.1) Y | (z) — T*(z))

k=0

converges on I, then the series:

[~

(5.2) > o(r*(z))

k=0
converges absolutely on I to a function that is solution of problem (P").

PROPOSITION 5.2. Let the statement 5) be verified. If series (5.1)
converges uniformly on I, then the series (5.2) converges uniformly on I
to a function A(z) that is a continuous solution of problem (P").

Moreover, if Fixt is countable, then A(z) is the unique solution of
problem (P") belonging to C°(1,R).

PROPOSITION 5.3. Let the statements 3), 4), 5) be verified. Then the
series (5.2) converges absolutely on I to a function A(x) that is solution
of problem (P").

PROPOSITION 5.4. Let the statements 3'), 4), 5) be verified. Then
FixT is a singleton and the series (5.2) converges uniformly on I to a
function A(z) that is the unique solution of problem (P") belonging to

Co(I, R).
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