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Lectures on algebraic stacks

Alberto Canonaco

Abstract. These lectures give a detailed and almost self-contained introduction to algebraic
stacks. A great part of the paper is devoted to preliminary technical topics, both from category
theory (like Grothendieck topologies, fibred categories and stacks) and algebraic geometry (like
faithfully flat descent). All this machinery is finally used to present the definition and some
basic properties first of algebraic spaces and then of algebraic stacks.
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1 Introduction

These notes are based on a Ph.D. course taught at the Università di Roma “La
Sapienza” during the academic year 2002/2003. The aim of the course was to
give an introduction to algebraic stacks by trying to explain all the foundational
material (both from category theory and algebraic geometry) which is at the base
of the subject. It turned out that the about 30 hours of lectures were barely
sufficient to the purpose, as the definition of algebraic stack was given during the
last one! Moreover, many details were necessarily skipped, and these written notes
(a draft of which was already available in 2004) try to fill those gaps, providing a
more organic and neat presentation at the same time. The reader must be warned
that, although a little expanded, this paper essentially covers the same topics of
the original lectures. This means that, beyond the definition, only some of the
first properties of algebraic stacks are treated here. So this is certainly not the
right place for those looking for a comprehensive reference or one that gets to the
point quickly.

Algebraic stacks were introduced in the 1960’s: even if not yet defined, in
practice they were already used in [18]. The term first appeared in [4] to denote
what are now called Deligne-Mumford stacks, and in the more general current
meaning in [1]. Despite their importance in algebraic geometry, in particular for
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moduli problems, for a long time they had a reputation of an esoteric and almost
intractable subject. This was at least in part justified by the fact that knowledge
of (algebraic) stacks requires some familiarity with a number of technical topics
(like Grothendieck topologies, fibred categories, descent theory, . . . ), for which
accessible references were hard to find. In fact, this was still true at the time of
the course, even if very good introductory articles to algebraic stacks (like [5], [6]
and the appendix of [24]) and the important but difficult book [15] were already
available. Indeed, one of the ambitions of these notes was (and still is) to provide
a detailed and reasonably self-contained exposition of the preliminary material
needed to make [15] readable. It must be said that since then, in parallel with a
more widespread use of algebraic stacks, other important references have appeared,
some of which take good care also of the foundational aspects of the theory. Among
them, the following certainly deserve a citation: [25] (which actually does not
even define algebraic stacks), [19], the excellent recent book [20] and, of course,
the encyclopedic ongoing project [22] (already over 6000 pages long). Moreover
it should be mentioned that, with the development of derived algebraic geometry,
other more abstract and general objects entered the scene, like higher1 and derived
stacks, which are not considered here (see, for instance, [23] for a survey on them).

Also as a guide to the reading, it can be useful to describe briefly the contents
of the paper. Section 2 collects, without any proof or reference, what the reader
is assumed to know. It should not represent a problem for those with a basic
knowledge of category theory and algebraic geometry. However, also the expert
is advised to have a look at it, since the notation and results introduced here are
freely used without further mention in the following sections. In the rest of the
paper, every time a full proof is not provided, either a precise reference is given
(this happens for some algebro-geometric results) or it is left to the reader (this is
the case of many categorical statements, requiring a possibly long and boring, but
really not difficult check). Section 3 deals with various aspects of scheme theory
(often not adequately treated in standard references like [11]), which are needed
later mainly for faithfully flat descent. The categorical part of the paper begins
in Section 4, and those who prefer can start reading here without any serious
trouble, as in this part schemes appear only in the examples. First presheaves
on a category (i.e., contravariant functors to the category of sets) are studied.
Then, after introducing (Grothendieck pre)topologies, the focus is restricted to
sheaves, namely presheaves satisfying natural gluing conditions with respect to
a fixed topology. Equivalence relations and their quotients in the category of
sheaves are also analyzed. Beyond being needed later, in particular for algebraic
spaces, this section is pedagogically important because it represents a simplified
model of the contents of the following two sections. Indeed, Section 5 deals with
a natural generalization of the notion of presheaf, which can be defined either
as a fibred category, or, equivalently, as a contravariant (lax) 2-functor to the 2-

1There is a notion of n-stack for every n and even of ∞-stack. Ordinary stacks (as in this
paper) are just 1-stacks in this wider sense.
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category of categories. What was proved for presheaves is then extended to fibred
categories in a conceptually clear way (hopefully), but with inevitable technical
complications coming from the 2-categorical setting. Similar considerations hold
for Section 6, where the theory of sheaves is generalized to the one of stacks (of
categories). In particular, groupoids in the category of sheaves are investigated,
together with their quotients, which are stacks of groupoids. Section 7 returns to
algebraic geometry, presenting the main elements of faithfully flat descent theory:
from now on the base category is taken to be the category of schemes (or some
of its variants) and it is proved that every scheme is a sheaf and quasi-coherent
sheaves form a stack for a suitable faithfully flat topology. These two important
results allow to deduce descent or local properties for many classes of morphisms
of schemes. Section 8 is devoted to algebraic spaces, which, loosely speaking, are
spaces (namely sheaves for the étale topology) which can be approximated by a
scheme via an étale cover. After proving that algebraic spaces can be characterized
as quotient spaces of étale equivalence relations in the category of schemes, the first
steps are taken to illustrate how most aspects of scheme theory can be extended
to algebraic spaces (a more thorough treatment can be found in [14] or [20]). The
notion of algebraic space is actually necessary in order to give the precise definition
of algebraic stack, but, similarly as before, the usefulness of this section is mainly
due to the fact that it anticipates, in a simpler form, many features of the theory of
algebraic stacks. It is also worth pointing out that this section (with the exception
of a couple of minor points) can be read without any prior knowledge of fibred
categories and stacks, provided one is willing to assume without proof some of the
needed statements from descent theory. The only caveat in doing so is that one has
to adopt as working definition of property which “satisfies effective descent” the
characterization of Corollary 6.33 instead of Definition 6.32. Eventually Section 9
introduces algebraic stacks: they are stacks of groupoids (always for the étale
topology) which can be approximated by an algebraic space via a smooth (étale
in the Deligne-Mumford case) cover. In analogy with the previous section, it is
proved that algebraic stacks can be characterized as quotient stacks of smooth
groupoids in the category of algebraic spaces. Then it is briefly explained how
some properties of schemes or algebraic spaces can be extended to algebraic stacks.
Finally, the contents of Appendix A are used in the paper, whereas Appendix B
can be safely ignored by the uninterested reader.

2 Prerequisites

2.1 Category theory

We will systematically ignore all logical problems of category theory, usually solved
(for instance in [2]) with the use of notions like that of universe.

If C is a category, Ob(C) and Mor(C) will denote, respectively, the set of
objects and the set of morphisms of C. If U is an object of C, by abuse of notation



Lectures on algebraic stacks 5

we will usually write U ∈ C instead of U ∈ Ob(C), and idU (or simply id, if there
can be no doubt about U) will be the identity morphism of U . Given U, V ∈ C, the
elements of Mor(C) with source U and target V will be denoted by HomC(U, V ) (or
simply by Hom(U, V )), and its subset consisting of isomorphisms by IsomC(U, V );
we will usually write AutC(U) instead of IsomC(U,U) (notice that it is a group
under composition, the group of automorphisms of U). The composition of two
morphisms f : U → V and g : V → W will be denoted by g ◦ f : U → W . The
symbol f : U

∼−→ V will be used to indicate that f is an isomorphism; we will write
U ∼= V if U and V are isomorphic (i.e., IsomC(U, V ) 6= ∅).

Set, Grp, Ab and Rng will be, respectively, the categories of sets, of groups,
of abelian groups and of rings (always assumed to be commutative with unit, with
morphisms preserving the unit).

Definition 2.1. A morphism f : U → V in a category C is a monomorphism

(respectively an epimorphism) if the map HomC(W,U)
f◦−→ HomC(W,V ) (respec-

tively HomC(V,W )
◦f−→ HomC(U,W )) is injective for every W ∈ C.

We will write f : U ↪→ V (respectively f : U � V ) to mean that f is a
monomorphism (respectively an epimorphism).

Example 2.2. A morphism in Set, Grp or Ab is a monomorphism (respectively
an epimorphism) if and only if it is injective (respectively surjective). Also in Rng
it is true that a morphism is a monomorphism if and only if it is injective, but,
while every surjective morphism of rings is an epimorphism, the converse is not
true (consider, for instance, Z→ Q).

Definition 2.3. A morphism f : U → V in a category is left (respectively right)
invertible if there exists a morphism g : V → U such that g ◦ f = idU (respectively
f ◦ g = idV ).

Remark 2.4. It is easy to see that a morphism is an isomorphism if and only
if it is left and right invertible. It is also clear that every left (respectively right)
invertible morphism is a monomorphism (respectively an epimorphism), but the
converse is not true in general (Z → Q is a monomorphism and an epimorphism
in Rng, but it is neither left nor right invertible).

Given a category C, we will denote by C◦ the opposite category (it has the
same objects as C and, if U, V ∈ C, HomC◦(U, V ) := HomC(V,U); the composi-
tion of morphisms g ◦ f in C◦ is of course given by f ◦ g in C).

Remark 2.5. Many categorical properties admit “dual versions”, obtained by
passing to the opposite category. For instance, a morphism of C is a monomor-
phism if and only if, as a morphism of C◦, it is an epimorphism.

Definition 2.6. Let f1, f2 : U → V be two morphisms with same source and target

in a category C. A morphism g : U ′ → U is a kernel or equalizer of U
f1 //
f2

//V if
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for every W ∈ C the sequence of sets

HomC(W,U ′)
g◦ //HomC(W,U)

f1◦ //
f2◦
//HomC(W,V )

is exact (by definition, this means that the map on the left is injective and that
its image consists precisely of the elements of the middle set which are mapped to
the same element by the two maps on the right).

Remark 2.7. It is clear from the definition that if a kernel g : U ′ → U of U
f1 //
f2

//V

exists, then it is unique up to isomorphism, and it is a monomorphism; we will

write g ∼= ker(U
f1 //
f2

//V ) (or U ′ ∼= ker(U
f1 //
f2

//V ), by abuse of notation).

Given objects {Ui}i∈I in a category C, their product is an object U =
∏
i∈I Ui

together with projection morphisms pri : U → Ui for i ∈ I such that the following
universal property is satisfied: given morphisms fi : V → Ui for i ∈ I, there exists
a unique f : V → U such that pri ◦ f = fi for every i ∈ I; such a morphism
f will be usually denoted by (fi)i∈I . Again, it is clear that if such a product
exists, then it is unique up to isomorphism (every object V ∼= U satisfies the same
universal property, with projections obtained composing the pri with the given
isomorphism). We will say that C has (finite) products if all (finite, i.e. those
indexed by a finite set) products exist in C. The product indexed by the empty
set (if it exists) is a terminal object: by definition, it is an object ∗ such that for
every U ∈ C there is a unique morphism from U to ∗ (which will be denoted by
∗U ). Notice that C has finite products if and only if it has a terminal object and
for every couple of objects U, V ∈ C, their product (denoted, of course, by U ×V )
exists.

Given two morphisms f : U → T and g : V → T in C, their fibred product is an
object U f×g V (often denoted by U ×T V , if there can be no doubt about f and
g), together with projection morphisms pr1 : U f×g V → U and pr2 : U f×g V → V
such that f ◦ pr1 = g ◦ pr2 and the following universal property is satisfied: given
a commutative diagram

W
h //

k
��

U

f

��
V

g
// T

(2.1)

there exists a unique s : W → U f×g V (usually denoted by (h, k)) such that the
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diagram

W

k

��

s ''
h

++U f×g V pr1
//

pr2

��

U

f

��
V

g
// T

is also commutative. In case s is an isomorphism, we will say that the diagram (2.1)
is cartesian; this will be usually expressed with the following standard notation:

W
h //

k
��

U

f

��
V

g
// T.

�

Notice that, if C has a terminal object ∗, then U × V ∼= U ×∗ V ; therefore, a
category with fibred products and terminal object has also finite products.

By passing to C◦, from the notions of kernel or equalizer, (fibred) product,
terminal object and cartesian diagram, one gets the notions of cokernel or coequal-
izer (denoted by coker), (fibred) coproduct (for which the symbol

∐
will be used

in place of
∏

or ×),2 initial object and cocartesian diagram: so, for instance the
diagram (2.1) is cocartesian in C if and only if the corresponding diagram is carte-
sian in C◦ (and this happens if and only if the induced morphism U

∐
W V → T

is an isomorphism).

Example 2.8. The category Set has all (fibred) products and (fibred) coprod-
ucts, as well as kernels and cokernels. For instance, products are the usual ones
(in particular, a terminal object is a set with one element, usually denoted by
{∗}), coproducts are disjoint unions and, given maps f : X → Z and g : Y → Z,
X f×g Y = {(x, y) ∈ X × Y | f(x) = g(y)} (with the obvious projections).

Remark 2.9. (Fibred) products and coproducts and kernels and cokernels are
particular instances of a general notion of limit (the interested reader can see
Section B.1), which includes also the well known case of (direct and inverse) limits
over filtered3 sets, which will be used occasionally and with which the reader is
assumed to have some familiarity.

2Coproducts in an additive category (like Ab) are usually called direct sums and are denoted
by ⊕

3A filtered or (directed) set is a preordered set (X,≤) (by definition, this means that ≤ is a
reflexive and transitive relation on X) with the property that for all x, y ∈ X there exists z ∈ X
such that x ≤ z and y ≤ z.
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If f : U → V is a morphism (in some category) such that U f×f U exists,
then the diagonal morphism (idU , idU ) : U → U f×f U will be usually denoted by
∆f : U → U ×V U .

Similarly, if U is an object such that U × U exists, the diagonal morphism
(idU , idU ) : U → U × U will be denoted by ∆U : U → U × U . Given morphisms
f : U → V and f ′ : U ′ → V ′, we will denote by f × f ′ : U × U ′ → V × V ′ the
morphism (f ◦pr1, f

′◦pr2). The same notation will be used for morphisms between
two fibred products.

Definition 2.10. A property P of morphisms of C is stable under base change
if the following condition is satisfied for every morphism f : U → V of C which
satisfies P: for every morphism g : V ′ → V of C there exists a cartesian diagram

U ′ //

f ′

��

U

f

��
V ′

g
// V

�

and in every such diagram f ′ satisfies P, too.

Remark 2.11. If P is stable under base change and h : Ũ → U is an isomorphism,
then it follows from the definition that f : U → V satisfies P if and only if f ◦ h
does.

Example 2.12. It is easy to see that in a category with fibred products the prop-
erty of being a monomorphism is stable under base change, whereas the property
of being an epimorphism is not, in general.

When P is a property (not stable under base change) of morphisms of C and
f : U → V is a morphism of C such that for every cartesian diagram as in the
above definition the morphism f ′ : U ′ → V ′ satisfies P, we will say that f satisfies
P universally (so for instance, we can speak of universally closed continuous maps).

If C and D are two categories, Fun(C,D) will be the category having as ob-
jects functors from C to D and as morphisms natural transformations of functors.

Definition 2.13. A functor F : C→ D is faithful (respectively full) if the induced
map HomC(U, V ) → HomD(F (U), F (V )) is injective (respectively surjective) for
all U, V ∈ C. If F is faithful and full, it is usually said to be fully faithful. F is
essentially surjective if every object V of D is isomorphic to F (U) for some object
U of C.

Remark 2.14. One could define a functor F : C → D to be essentially injective
if, given objects U and U ′ of C, F (U) ∼= F (U ′) implies U ∼= U ′. Notice, however,
that a fully faithful functor is always essentially injective.

Definition 2.15. A functor F : C → D is an equivalence of categories if there
exists a functor G : D→ C such that G ◦F ∼= idC in Fun(C,C) and F ◦G ∼= idD

in Fun(D,D); such a functor G is called a quasi-inverse of F .
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Using choice axiom it is easy to prove the following important result.

Proposition 2.16. A functor is an equivalence of categories if and only if it is
fully faithful and essentially surjective.

Definition 2.17. A subcategory C′ of a category C is full if HomC′(U, V ) =
HomC(U, V ) for all U, V ∈ C′. C′ is a strictly full subcategory of C if it is full
and every object of C isomorphic to an object of C′ is in C′.

If S is an object of a category C, then C/S will denote the category whose
objects are the morphisms of C having target S and whose morphisms are defined
as follows: if f : U → S and g : V → S are two objects of C/S , then

HomC/S
(f, g) := {h ∈ HomC(U, V ) | g ◦ h = f}

(composition of morphisms is defined as in C); clearly idS is a terminal object of
C/S . More generally, if C′ is a subcategory of C, even if S is not an object of
C′, we can still define the category C′/S (having as objects the morphisms of C

with source an object of C′ and with target S, and as morphisms the morphisms
of C/S which are in C′). Notice that C′/S is a subcategory of C/S , and that it is

full if C′ is a full subcategory of C. There is a natural functor C′/S → C′, which

sends an object of C′/S (which is a morphism of C) to its source and which is the
identity on morphisms; this functor is obviously faithful, and it is an equivalence
if S is a terminal object of C or C′. Observe also that, if C′ has fibred products,
the same is true for C′/S , and C′/S → C′ preserves fibred products.

Definition 2.18. Let F : C → D and G : D → C be two functors. Then F is a
left adjoint of G and G is a right adjoint of F if for every U ∈ C and every V ∈ D
there is a natural bijection HomD(F (U), V ) ∼= HomC(U,G(V )) (i.e., there must be
an isomorphism HomD(F (−),−) ∼= HomC(−, G(−)) of functors C◦ ×D→ Set).

Remark 2.19. It is plain that a (left or right) adjoint of a functor, if it exists,
is unique up to isomorphism. Moreover, if the functor F : C → D is left adjoint
of G : D → C, then for every U ∈ C the images of idF (U) under the natural
isomorphisms HomD(F (U), F (U)) ∼= HomC(U,G(F (U))) define a natural trans-
formation idC → G ◦ F ; similarly, there is an induced natural transformation
F ◦G→ idD.

Every set X naturally determines a category, having as objects the elements
of X and as morphisms only the identities. Conversely, every category with only
the identities as morphisms comes from a set in this way; therefore, by abuse of
notation, we will call such a category a set. Notice that a functor between two
sets is just a usual map of sets.

An equivalence relation on a set X is a subset R of X × X satisfying the
following well known properties: (x, x) ∈ R for every x ∈ X (reflexive); if (x, y) ∈
R, then (y, x) ∈ R (symmetric); if (x, y) ∈ R and (y, z) ∈ R, then (x, z) ∈ R
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(transitive). To an equivalence relation R ⊆ X ×X we can associate a category
[X,R], with Ob([X,R]) := X and Mor([X,R]) := R; more precisely, (x, y) ∈ R is
viewed as a morphism from y to x, and the composition (x, y) ◦ (y, z) is defined to
be (x, z). Notice that the reflexive and transitive properties of the relation imply,
respectively, that every object of [X,R] has an identity and that the composition of
morphisms is well defined, so that [X,R] is indeed a category. Moreover, (since R
is a subset of X×X) there is at most one morphism between two objects of [X,R],
whereas the symmetric property implies that every morphism is an isomorphism.
Conversely, it is easy to see that every category satisfying these two additional
properties is induced by an equivalence relation; again, we will say freely that
such a category is an equivalence relation.

If R ⊆ X × X is an equivalence relation, we will denote by X/R the set of
equivalence classes in X under R. It is clear that the natural functor [X,R]→ X/R
(defined by the natural map X → X/R on objects, and in the unique possible way
on morphisms) is fully faithful and essentially surjective (hence an equivalence
of categories). In fact, it is immediate to see that equivalence relations can be
characterized as follows.

Proposition 2.20. A category is an equivalence relation if and only if it is equiv-
alent to a set.

Definition 2.21. A groupoid is a category in which every morphism is an isomor-
phism.

Of course, every equivalence relation (in particular, every set) is a groupoid.
Moreover, it is clear that a groupoid C is an equivalence relation if and only if
there is at most one (iso)morphism between any two objects of C (which is true
if and only if AutC(U) = {idU} for every U ∈ C).

Remark 2.22. A category equivalent to a groupoid is a groupoid. The analogous
statement is true also for equivalence relations (but not for sets, of course).

A groupoid with only one object is completely described by the group of
automorphisms of the object, and conversely, every group determines a groupoid
with one object having that group as group of automorphisms; notice also that a
functor between two groups (considered as groupoids) is just given by an ordinary
group homomorphism.

Remark 2.23. It is easy to prove that every groupoid is equivalent to a groupoid
C with the property that HomC(U, V ) = ∅ if U 6= V . Therefore, giving a groupoid
up to equivalence amounts to giving a collection of groups (the automorphism
groups of every object in such a groupoid).

Example 2.24. To every action (on the right) % : X × G → X of a group G on
a set X (i.e., % is a map such that %(%(x, g), h) = %(x, gh) and %(x, id) = x for
every x ∈ X and for all g, h ∈ G) we can naturally associate a groupoid C(%)
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with Ob(C(%)) := X and Mor(C(%)) := X × G as follows. (x, g) ∈ X × G is a
morphism with source %(x, g) and target x, and the composition (x, g)◦(%(x, g), h)
is defined to be (x, gh). The axioms of action (together with group axioms for G)
imply that composition is well defined and associative, that every object x ∈ X
has an identity idx = (x, id) and that every morphism (x, g) ∈ X ×G has inverse
(x, g)−1 = (%(x, g), g−1), so that C(%) is indeed a groupoid. Note that % is a
free action (i.e., %(x, g) = x implies g = id) if and only if C(%) is an equivalence
relation, whereas % is transitive (i.e., for all x, y ∈ X there exists g ∈ G such that
%(x, g) = y) if and only if C(%) is equivalent to a group.

2.2 Commutative algebra

If A is a ring, A-Mod will be the category of A-modules (it is an abelian category
with direct sums); we will usually write HomA instead of HomA-Mod. Similarly,
A-Alg will be the category of A-algebras: its objects are morphisms of rings with
source A (by abuse of notation, an A-algebra A→ B will be usually denoted simply
by B) and its morphisms are morphisms of rings commuting with the morphisms
from A. Note that, since Z is an initial object of Rng, Z-Alg can be identified
with Rng.

Given a ring A and morphisms φi : B → Ci (for i = 1, 2) of A-Alg, the tensor
product

C1 ⊗B C2 = C1 φ1
⊗φ2

C2

is in a natural way an A-algebra, which, together with the natural morphisms Ci →
C1 ⊗B C2, gives the fibred coproduct C1

∐
B C2 in A-Alg. Also (fibred) products

exist in A-Alg (they are defined as in Set, with operations componentwise).

Definition 2.25. Let A be a ring. An A-module M is finitely generated or of finite
type (respectively finitely presented or of finite presentation) if there is an exact
sequence in A-Mod of the form An →M → 0 (respectively Am → An →M → 0)
for some n,m ∈ N.

Definition 2.26. A morphism of rings A→ B is of finite type (or B is a finitely
generated A-algebra) if there exist n ∈ N and a surjective morphism of A-algebras
π : A[t1, . . . , tn] � B. A→ B is of finite presentation (or B is a finitely presented
A-algebra) if it is of finite type and π as above can be chosen so that kerπ is a
finitely generated ideal of A[t1, . . . , tn].

Remark 2.27. If A is a noetherian ring, then a finitely generated A-module is
also finitely presented. Similarly, if φ : A→ B is a morphism of finite type of rings
with A noetherian, then by Hilbert’s basis theorem also B is noetherian and φ is
actually of finite presentation.

Definition 2.28. A morphism of rings A→ B is finite if B is a finitely generated
A-module.
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Remark 2.29. It is easy to see that, if A→ B → C are morphisms of finite type
(respectively of finite presentation, respectively finite) and A→ A′ is an arbitrary
morphism of rings, then the induced morphisms A→ C and A′ → B ⊗A A′ are of
finite type (respectively of finite presentation, respectively finite).

If A is a ring and S ⊂ A is a multiplicative system, S−1A will be the corre-
sponding localized ring; similarly, for every M ∈ A-Mod, S−1M ∼= S−1A ⊗A M
will be the corresponding localized S−1A-module. When S = {an |n ∈ N} for
some a ∈ A (respectively S = A\p for some prime ideal p ⊂ A), S−1A and S−1M
will be denoted by Aa and Ma (respectively by Ap and Mp).

Definition 2.30. Let A be a ring. An A-module M is A-flat (or simply flat) if
the functor M ⊗A − : A-Mod→ A-Mod (which is always right exact) is exact.

A morphism of rings A→ B is flat if B is A-flat.

Remark 2.31. If φ : A → B is a morphism of rings, B ⊗A − : A-Mod →
A-Mod factors (up to canonical isomorphism) as the composition of a functor
φ∗ : A-Mod→ B-Mod (often denoted also by B⊗A−) and of the forgetful func-
tor D : B-Mod→ A-Mod (it is easy to see that D is right adjoint of φ∗, namely
for every M ∈ A-Mod and every N ∈ B-Mod there is a natural isomorphism of
B-modules HomB(B⊗AM,N) ∼= HomA(M,N)). Since D is exact and faithful, it
is clear that φ∗ : A-Mod → B-Mod is always right exact, and it is exact if and
only if B is a flat A-module.

Remark 2.32. It is clear that, if A → B → C are flat morphisms and A → A′

is an arbitrary morphism of rings, then the induced morphisms A→ C and A′ →
B ⊗A A′ are flat.

Proposition 2.33. 1. If A is a ring and S ⊂ A is a multiplicative system,
then the natural morphism of rings A→ S−1A is flat.

2. A morphism of rings φ : A → B is flat if and only if the induced morphism
of local rings φq : Aφ−1(q) → Bq is flat for every prime ideal q ⊂ B.

Given B ∈ A-Alg and M ∈ B-Mod, we denote by DerA(B,M) the set
of A-derivations from B to M (i.e., those maps d ∈ HomA(B,M) such that
d(bb′) = bd(b′) + b′d(b) for all b, b′ ∈ B), which is in a natural way a B-module.
If N ∈ B-Mod and d : B → N is an A-derivation, the map ◦d : HomB(N,M) →
DerA(B,M), is a morphism of B-Mod. It can be proved that there exists (nec-
essarily unique up to unique isomorphism) a B-module ΩB/A (called the module
of relative differentials) together with an A-derivation dB/A : B → ΩB/A (called
the universal derivation) such that ◦dB/A : HomB(ΩB/A,M)→ DerA(B,M) is an
isomorphism for every M ∈ B-Mod. Indeed, denoting by µ : B ⊗A B → B the
(surjective) morphism of rings defined by b ⊗ b′ 7→ bb′ and setting J := kerµ, we
can take ΩB/A := J/J2 (note that J/J2 is in a natural way a (B ⊗A B)/J ∼= B-
module) and define dB/A(b) to be the class in J/J2 of 1 ⊗ b − b ⊗ 1 ∈ J . Notice
that ΩB/A is generated (as a B-module) by im dB/A.
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Example 2.34. If A → A′ := A[ti]i∈I is the natural morphism, then ΩA′/A is a
free A′-module with base {dA′/A(ti)}i∈I .

Proposition 2.35. Let A → B be a morphism of rings and let S ⊂ B be a
multiplicative system. Then there is a natural isomorphism of S−1B-modules
ΩS−1B/A

∼= S−1ΩB/A.

Proposition 2.36. Let A → B and A → A′ be morphisms of rings. Setting
B′ := B⊗AA′, there is a natural isomorphism of B′-modules ΩB′/A′ ∼= ΩB/A⊗BB′.

Proposition 2.37. Given morphisms of rings A → B → C there is a naturally
induced exact sequence of C-modules

ΩB/A ⊗B C → ΩC/A → ΩC/B → 0.

If moreover B → C is surjective (so that obviously ΩC/B = 0) with kernel I, then
the above sequence extends on the left to an exact sequence of C-modules

I/I2
dIB/A−−−→ ΩB/A ⊗B C → ΩC/A → 0,

where dIB/A := (dB/A|I)⊗B C.

GRng will be the category whose objects are positively graded rings and
whose morphisms are morphisms of rings preserving degree. If R =

⊕
n≥0Rn ∈

GRng, we will denote by R-GMod the category whose objects are graded R-
modules M =

⊕
n∈ZMn and whose morphisms are morphisms of R-modules

preserving degree. If M ∈ R-GMod and n ∈ Z, M(n) ∈ R-GMod is de-
fined by M(n)m := Mn+m for every m ∈ Z. Given a homogeneous element
r ∈ R+ :=

⊕
n>0Rn, we define R(r) to be the ring (Rr)0 and M(r) to be the

R(r)-module (Mr)0. Similarly, if p ⊂ R is a homogeneous prime ideal, we set
R(p) := (S−1R)0 and M(p) := (S−1M)0 ∈ R(p)-Mod, where S is the multiplica-
tive system of homogeneous elements of R \ p. Finally, if A is a ring, A-GAlg
will be the category of positively graded A-algebras (its objects are morphisms of
GRng with source A = A0 ∈ GRng).

Nakayama’s lemma. Let A be a ring and J ⊂ A the intersection of all maximal
ideals of A. If M is a finitely generated A-module such that JM = M , then M = 0.

For a ring A we will denote by dimA its Krull dimension (the maximal length
of a chain of prime ideals). If A is a noetherian local ring with maximal ideal m
and residue field K = A/m, then dimA ≤ dimK m/m2 < ∞ (note that dimK m/m2

is the minimal number of generators of m by Nakayama’s lemma); A is regular if
dimA = dimK m/m2.

If K is a field, K will denote its algebraic closure.



14 A. Canonaco

2.3 Ringed spaces

If X is a ringed space, |X| (or simply X, if no confusion is possible) will denote
the underlying topological space and OX the structure sheaf of rings. Similarly,
for a morphism of ringed spaces f : X → Y , |f | : |X| → |Y | (or simply f , if no
confusion is possible) will denote the (continuous) map between the underlying
topological spaces and f# : OY → f∗(OX) the morphism of sheaves of rings (on
Y ). For every open subset U of a ringed space X we will always consider U as a
ringed space with structure sheaf OU := OX |U . We will say that a ringed space
X is connected, or irreducible, or quasi-compact if the same is true for |X|,4 and
that a morphism of ringed spaces f is injective, or surjective, or open, or closed if
the same is true for |f |. Moreover, for a ringed space X we will denote by dimX
the dimension of |X| (the maximal length of a chain of irreducible closed subsets
of |X|) and for every x ∈ X we define dimxX to be the minimum of dimU for U
open neighbourhood of x; if f : X → Y is a morphism of ringed spaces, we also
set dimx f := dimx|f |−1(f(x)).

The category of (sheaves of) OX -modules (respectively OX -algebras, respec-
tively positively graded OX -algebras) on a ringed space X will be denoted by
Mod(X) (respectively Alg(X), respectively GAlg(X)). Mod(X) is an abelian
category with direct sums: if Fi (i ∈ I) are OX -modules the direct sum

⊕
i∈I Fi

is the sheaf associated to the presheaf (which is a sheaf if I is finite, but not in
general) defined by U 7→

⊕
i∈I Fi(U) (U ⊆ X open); if F ∈ Mod(X), we will

write FI for
⊕

i∈I F . Given F ,G ∈Mod(X), we will usually write HomX(F ,G)
instead of HomMod(X)(F ,G), whereas HomX(F ,G) will be the sheaf defined for
every U ⊆ X open by HomX(F ,G)(U) := HomU (F|U ,G|U ); F ⊗X G ∈Mod(X)
(or simply F ⊗ G) will denote the sheaf associated to the presheaf defined by
U 7→ F(U)⊗OX(U) G(U).

Definition 2.38. Let X be a ringed space. F ∈Mod(X) is of finite type (respec-
tively of finite presentation) if for every x ∈ X there is an open neighbourhood U
of x and an exact sequence in Mod(U) of the form OnU → F|U → 0 (respectively
OmU → OnU → F|U → 0) for some n,m ∈ N.

Definition 2.39. Let X be a ringed space. F ∈ Mod(X) is quasi-coherent if
for every x ∈ X there is an open neighbourhood U of x and an exact sequence
in Mod(U) of the form OIU → OJU → F|U → 0 for some sets I, J . F is coherent
if it is of finite type and for every U ⊆ X open the kernel of every morphism
OnU → F|U of Mod(U) (with n ∈ N) is of finite type.

We will denote by QCoh(X) (respectively Coh(X)) the full subcategory of
Mod(X) whose objects are quasi-coherent (respectively coherent) OX -modules.
Similarly, QCohAlg(X) (respectively QCohGAlg(X)) will be the full subcat-
egory of Alg(X) (respectively GAlg(X)) whose objects are quasi-coherent as

4Following the French terminology, we say that a topological space T is quasi-compact if every
open cover of T admits a finite subcover (then T is compact if it is quasi-compact and Hausdorff).
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OX -modules (note that R =
⊕

n∈NRn ∈ GAlg(X) is quasi-coherent if and only
if Rn is quasi-coherent for every n ∈ N).

Remark 2.40. An OX -module of finite presentation is also of finite type and
quasi-coherent. Every coherent OX -module is of finite presentation, whereas the
converse is true if and only if OX is coherent: this follows from the fact Coh(X)
is an abelian subcategory of Mod(X) (if α : F → G is a morphism of Coh(X),
then kerα and cokerα are also coherent).

We also recall that an OX -module F is locally free if for every x ∈ X there
is an open neighbourhood U of x such that F|U ∼= OnU for some n ∈ N (then F
is obviously of finite presentation); if the integer n is the same for every x ∈ X,
F is said to be of rank n. A locally free OX -module L of rank 1 is also called
invertible, since in this case there exists another invertible OX -moduleM (namely
M = HomX(L,OX)) such that L ⊗M ∼= OX .

A morphism of ringed spaces f : X → Y induces a (left exact) functor

f∗ : Mod(X)→Mod(Y )

and its left adjoint f∗ : Mod(Y ) → Mod(X), which is right exact and which
preserves tensor products and direct sums. Then it is clear that if F ∈Mod(Y )
is quasi-coherent, (but not coherent, in general) or of finite type, or of finite pre-
sentation, or locally free (of some rank n), then f∗(F) ∈ Mod(X) has the same
property. In particular, f induces a functor f∗ : QCoh(Y ) → QCoh(X), hence
also functors f∗ : QCohAlg(Y ) → QCohAlg(X) and f∗ : QCohGAlg(Y ) →
QCohGAlg(X).

If X is a locally ringed space (i.e., the stalk OX,x is a local ring for every
x ∈ X) we will denote by mx the maximal ideal of OX,x and by κ(x) the residue
field OX,x/mx. LRngSp will be the subcategory of the category of ringed spaces
whose objects are locally ringed spaces and whose morphisms are those morphisms
of ringed spaces f : X → Y such that for every x ∈ X the morphism of local rings
f#
x : OY,f(x) → OX,x is local, which means that (f#

x )−1(mx) = mf(x) (so that there
is an induced extension of fields κ(f(x)) ↪→ κ(x)).

If A is a ring, SpecA is a locally ringed space, where |SpecA| is the set of prime
ideals of A whose closed subsets are those of the form V (I) := {p ∈ SpecA | p ⊇ I}
(for I ⊆ A an ideal) and the structure sheaf OSpecA is such that OSpecA,p

∼= Ap

for every p ∈ SpecA. Every morphism of rings φ : A→ B induces a morphism of
locally ringed spaces Specφ : SpecB → SpecA, so that Spec: Rng◦ → LRngSp
is a functor.

2.4 Schemes

We will denote by AffSch (respectively Sch) the category of affine schemes (re-
spectively of schemes): by definition, they are (strictly) full subcategories of
LRngSp and a locally ringed space X is an affine scheme if and only if there is a
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ring A such that X ∼= SpecA, whereas X is a scheme if and only if every point of X
has an open neighbourhood which is an affine scheme. If A is a ring, the open sub-
sets of SpecA of the formD(a) := SpecA\V (a) (a ∈ A) form a base of the topology
of SpecA; moreover, D(a) ∼= SpecAa (and, denoting by ιa : A → Aa the local-
ization map, the morphism of affine schemes Spec ιa : SpecAa ∼= D(a) → SpecA
is the natural inclusion). It follows that every open subset of a scheme is also a
scheme and that open affine subsets form a base of the topology of every scheme.

Remark 2.41. Every affine scheme is quasi-compact.

Proposition 2.42. The functor Γ: Sch → Rng◦, defined on objects by setting
Γ(X) := OX(X) and on morphisms by

Γ(X
f−→ Y ) := f#(Y ) : OY (Y )→ f∗(OX)(Y ) = OX(X)

is left adjoint of Spec: Rng◦ → Sch (i.e., there is a natural bijection

HomRng(A,OX(X)) ∼= HomSch(X,SpecA)

for every X ∈ Sch and every A ∈ Rng) and Γ ◦ Spec ∼= idRng◦ . In particular,
Spec: Rng◦ → AffSch is an equivalence, with quasi-inverse the restriction of Γ.

If A is a ring, we will usually write AffSch/A instead of AffSch/ SpecA and
Sch/A instead of Sch/ SpecA. Note that the above result implies that SpecZ is a
terminal object of Sch, so that Sch/Z can be identified with Sch (and AffSch/Z
with AffSch). We denote by AnA the affine scheme SpecA[t1, . . . tn].

Proposition 2.43. Let A be a ring. The exact functor A-Mod→Mod(SpecA)

defined on objects by M 7→ M̃ (the associated sheaf M̃ is such that M̃p
∼= Mp

for every p ∈ SpecA) induces an equivalence of categories between A-Mod and
QCoh(SpecA), whose quasi-inverse is the functor defined on objects by F 7→
F(SpecA). The same functors induce equivalences between A-Alg (respectively
A-GAlg) and QCohAlg(SpecA) (respectively QCohGAlg(SpecA)).

Remark 2.44. It follows from the above result that for a scheme X the category
QCoh(X) is abelian and the general definition of quasi-coherent OX -module co-
incides with that of [11] (namely, F ∈ Mod(X) is quasi-coherent if and only if

for every x ∈ X there is an open affine neighbourhood U of x such that F|U ∼= M̃
for some OU (U)-module M). On the other hand, the definition of coherent OX -
module given in [11] (the same as that of quasi-coherent, with the additional
requirement that M be a finitely generated OU (U)-module) is not the right one
in general (for instance, when X = SpecA with A a non noetherian ring), but it
is equivalent to that of quasi-coherent OX -module of finite type.

If X is a scheme, the (left exact) functor Mod(X)→ OX(X)-Mod defined on
objects by F 7→ F(X) is often denoted by H0(X,−) and its right derived functors
by Hi(X,−) (i ∈ N).
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Proposition 2.45. If X is an affine scheme, then Hi(X,F) = 0 for every i > 0
and every F ∈ QCoh(X).

Sch has fibred products (hence also finite products, since it has a terminal
object) and the inclusion functor AffSch ⊂ Sch preserves fibred products (of
course, fibred products in AffSch correspond to tensor products of rings under
the functor Spec). Given morphisms of schemesX → Z and Y → Z, the projection
pr1 : X ×Z Y → X is such that pr−1

1 (U) ∼= U ×Z Y for every open subset U of X.
The natural continuous map |X ×Z Y | → |X| ×|Z| |Y | (the latter denoting fibred
product in the category of topological spaces) is in general not injective, but it
is always surjective. This implies that for morphisms of schemes the property of
being surjective is stable under base change; the same is not true for the property
of being injective (consider for instance morphisms of the form Specφ, where φ
is a separable extension of fields, e.g. R ⊂ C). If f : X → Y is a morphism of
schemes, the fibre of f over a point y ∈ Y is the scheme f−1(y) := X×Y Specκ(y):
in this case the map |f−1(y)| → |X| ×|Y | |Specκ(y)| = |f |−1(y) (the latter being
endowed with the induced topology as a subspace of |X|) is a homeomorphism.

Remark 2.46. It is immediate to see that every monomorphism of schemes
is injective, hence universally injective. On the other hand, a universally in-
jective morphism of schemes is not a monomorphism, in general (just consider
SpecZ[t]/(t2)→ SpecZ).

Definition 2.47. A morphism of schemes f : Y → X is an immersion if im|f | is
a locally closed subspace (i.e., the intersection of a closed and an open subset) of
|X|, |f | induces a homeomorphism between |Y | and im|f | and f#

y : OX,f(y) → OY,y
is surjective for every y ∈ Y . f is a closed (respectively an open) immersion if
moreover im|f | is closed in |X| (respectively if im|f | is open in |X| and f#

y is an
isomorphism for every y ∈ Y ).

Remark 2.48. An immersion of schemes is clearly a monomorphism, but the
converse is not true (e.g., consider SpecQ→ SpecZ).

A (closed, respectively open) subscheme of a scheme X is an equivalence class
of (closed, respectively open) immersions with target X, where two immersions
f : Y ↪→ X and f ′ : Y ′ ↪→ X are equivalent if f ∼= f ′ in Sch/X . If f : Y ↪→ X
is an immersion, by abuse of notation we will also say that f (or simply Y ) is
a subscheme of X, and we will often write Y ⊆ X (or Y ⊂ X is f is not an
isomorphism). It is clear that open subschemes of X are in natural bijection with
open subsets of |X|, and as for closed subschemes we have the following result.

Proposition 2.49. If f : Y ↪→ X is a closed immersion, then f# : OX → f∗(OY )
is surjective and its kernel IY/X (or simply IY ) is a quasi-coherent ideal of OX ,
called the ideal (sheaf) of Y in X. The map (Y ⊆ X) 7→ IY/X gives a bijection
between closed subschemes of X and quasi-coherent ideals of OX .
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Remark 2.50. If X = SpecA (A a ring), then the associated sheaf functor gives
a bijection between ideals of A and quasi-coherent ideals of OSpecA, and the closed
subscheme corresponding to an ideal I ⊂ A is SpecA/I ⊆ SpecA. In particular,
a closed subscheme of an affine scheme is also affine.

Remark 2.51. If Y is a subscheme of X, then Y is a closed subscheme of some
open subscheme U of X, and there is a largest open subscheme U of X with this
property (namely, |U | = |X| \ (|Y | \ |Y |), where |Y | is the closure of |Y | in |X|).

Proposition 2.52. For every morphism of schemes f : X → Y the diagonal mor-
phism ∆f : X → X ×Y X is an immersion.

So for every morphism X → Y we can regard X as a closed subscheme of
an open subscheme W of X ×Y X. Setting J := IX/W , the OW -module J /J 2

is in a natural way an OW /J ∼= OX -module, which is called the sheaf of rela-
tive differentials and is denoted by ΩX/Y : clearly, for every open affine subsets
SpecB ∼= U ⊆ X and SpecA ∼= V ⊆ Y such that f(U) ⊆ V , there is a natural

isomorphism ΩX/Y |U ∼= ΩU/Y ∼= Ω̃B/A (in particular, ΩX/Y ∈ QCoh(X)).

Remark 2.53. If f : X → Y is a morphism of schemes, it is easy to see that
for every x ∈ X there is a natural isomorphism of OX,x-modules (ΩX/Y )x ∼=
ΩOX,x/OY,f(x) .

Proposition 2.54. Let X → Y and Y ′ → Y be morphisms of schemes. Set-
ting X ′ := X ×Y Y ′, there is a natural isomorphism of OX′-modules ΩX′/Y ′ ∼=
pr∗1(ΩX/Y ).

Proposition 2.55. Given morphisms of schemes X
f−→ Y → Z there is a naturally

induced exact sequence in QCoh(X)

f∗(ΩY/Z)→ ΩX/Z → ΩX/Y → 0.

If moreover f is a closed immersion (so that obviously ΩX/Y = 0), then the above
sequence extends on the left to an exact sequence in QCoh(X)

IX/Y /I2
X/Y → f∗(ΩY/Z)→ ΩX/Z → 0.

Morphisms of schemes can be glued: this means that given an open cover
{Ui}i∈I of a scheme X and fi ∈ HomSch(Ui, Y ) such that fi|Ui∩Uj = fj |Ui∩Uj
for all i, j ∈ I, there exists a unique f ∈ HomSch(X,Y ) such that f |Ui = fi
for every i ∈ I. Also schemes can be glued, in the following sense. Assume
that {Xi}i∈I is a collection of schemes and that, for all i, j ∈ I with i 6= j,
Ui,j ⊆ Xi is an open subscheme and fi,j : Uj,i

∼−→ Ui,j is an isomorphism such that
fj,i = f−1

i,j and, if i, j, k ∈ I are distinct, the following cocycle condition is satisfied:
fi,j(Uj,i ∩ Uj,k) = Ui,j ∩ Ui,k and

fi,k|Uk,i∩Uk,j = fi,j |Uj,i∩Uj,k ◦ fj,k|Uk,i∩Uk,j : Uk,i ∩ Uk,j → Ui,j ∩ Ui,k.
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Then there exists (unique up to isomorphism) a scheme X together with an open
cover {Ui}i∈I of X and isomorphisms gi : Ui

∼−→ Xi such that gi(Ui ∩ Uj) = Ui,j
and fi,j = gi|Ui∩Uj ◦ (gj |Ui∩Uj )−1 for all i, j ∈ I. In the particular case in which
all the Ui,j are empty, the scheme X is the coproduct

∐
i∈I Xi (it is also called

the disjoint union of the Xi), whereas when I = {1, 2} (then to give the Ui,j and
the fi,j is equivalent to giving a scheme U and two open immersions U ↪→ Xi) the
scheme X is the fibred coproduct X1

∐
U X2.

Given a positively graded ring R, ProjR is a scheme with |ProjR| the set of
homogeneous prime ideals of R not containing R+ whose closed subsets are those of
the form V+(I) := {p ∈ ProjR | p ⊇ I} (for I ⊆ A a homogeneous ideal) and with
structure sheaf OProjR such that OProjR,p

∼= R(p) for every p ∈ ProjR. The open
subsets of the form D+(r) := ProjR \ V+(r) (where r ∈ R+ is a homogeneous
element) form a base of the topology of ProjR and D+(r) ∼= SpecR(r). The
morphisms of schemes D+(r) → SpecR0 (induced by the natural morphisms of
rings R0 → R(r)) glue to a structure morphism ProjR→ SpecR0; it follows that
every morphism of rings A→ R0 induces a morphism ProjR→ SpecA. For every
ring A the scheme ProjA[t0, . . . , tn] (where each ti has degree 1) is denoted by
PnA. More generally, for every scheme X we set PnX := PnZ ×SpecZ X (obviously
PnSpecA

∼= PnA in Sch/A);5 note that P0
X
∼= X.

If R ∈ GRng, there is a natural exact functor R-GMod → QCoh(ProjR)

defined on objects by M 7→ M̃ (the associated sheaf M̃ is such that M̃p
∼= M(p) for

every p ∈ ProjR and M̃ |D+(r)
∼= M̃(r) under the natural isomorphism D+(r) ∼=

SpecR(r) for every homogeneous r ∈ R+). The sheaves R̃(n) (for n ∈ Z) are
denoted by OProjR(n); they are invertible if R is generated by R1 as R0-algebra.
Every morphism φ : R→ R′ of GRng induces a morphism of schemes

Projφ : P (φ)→ ProjR

(where P (φ) ⊆ ProjR′ is the open subset ProjR′ \ V+(φ(R+))) such that, for
every homogeneous r ∈ R+, (Projφ)−1(D+(r)) = D+(φ(r)) and

(Projφ)|D+(φ(r)) : D+(φ(r))→ D+(r)

is induced by the natural morphism of rings R(r) → R′(φ(r)).

Definition 2.56. A scheme X is locally noetherian if for every x ∈ X there is an
open affine neighbourhood U of x such that the ring OU (U) is noetherian.

A scheme is noetherian if it is locally noetherian and quasi-compact.

Proposition 2.57. If a scheme X is locally noetherian, then for every open affine
subset U ⊆ X the ring OU (U) is noetherian. In particular, a ring A is noetherian
if and only if SpecA is a noetherian scheme.

5Similarly, we define An
X := An

Z ×Spec Z X, and then An
SpecA

∼= An
A in Sch/A.
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Remark 2.58. If a scheme X is (locally) noetherian then |X| is (locally) noethe-
rian (a topological space is noetherian if it satisfies the descending chain condition
for closed subsets, and it is locally noetherian if every point has a noetherian
neighbourhood). It is easy to see that a topological space is noetherian if and
only if it is locally notherian and quasi-compact if and only if every open subset
is quasi-compact.

Remark 2.59. On a locally noetherian scheme X every quasi-coherent OX -
module of finite type is coherent (so, in this case, the three notions “coherent”,
“of finite presentation” and “quasi-coherent of finite type” coincide).

Definition 2.60. A scheme X is reduced if OX,x is a reduced ring (i.e., with no
nilpotent elements) for every x ∈ X (or, equivalently, if OX(U) is a reduced ring
for every U ⊆ X open).

Definition 2.61. A scheme X is normal if OX,x is an integrally closed domain
for every x ∈ X.

Definition 2.62. A locally noetherian scheme X is regular at x ∈ X if the noethe-
rian local ring OX,x is regular. X is regular if it is regular at every point.

Definition 2.63. A morphism of schemes f : X → Y is a local isomorphism at x ∈
X if there exist open neighbourhoods U of x and V of f(x) such that f |U : U

∼−→ V
is an isomorphism. f is a local isomorphism if it is a local isomorphism at every
point of X.

Definition 2.64. A property P of schemes is local if the following holds: given
an open cover {Ui}i∈I of a scheme X, X satisfies P if and only if Ui satisfies P for
every i ∈ I.

Example 2.65. The following properties of schemes are local: locally noetherian,
reduced, normal, regular.

Definition 2.66. A property P of morphisms of schemes is local on the domain
(respectively local on the codomain) if the following holds: given a morphism of
schemes f : X → Y and an open cover {Ui}i∈I of X (respectively {Vi}i∈I of Y ),
f satisfies P if and only if f |Ui (respectively f |f−1(Vi) : f−1(Vi) → Vi) satisfies P
for every i ∈ I.

Example 2.67. It is easy to see that the following properties of morphisms of
schemes are local on the codomain (and stable under composition): universally
injective, surjective, universally open, universally closed, open immersion, closed
immersion, immersion, local isomorphism (all these are also stable under base
change), injective, open, closed. The properties of being open, universally open
and a local isomorphism are also local on the domain.

Remark 2.68. When working in Sch/S (S a scheme) it will be customary to
denote an object X → S simply by X, and consequently properties of schemes
(respectively of morphisms of schemes) will be extended to objects (respectively
morphisms) of Sch/S .
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Definition 2.69. Let K be a field. X ∈ Sch/K is geometrically connected (respec-
tively geometrically irreducible, respectively geometrically reduced) if the scheme
X ×SpecK SpecK is connected (respectively irreducible, respectively reduced).

3 Some properties of morphisms of schemes

3.1 Quasi-compact and (quasi)separated morphisms

Definition 3.1. A morphism of schemes f : X → Y is quasi-compact if f−1(U) is
quasi-compact for every U ⊆ Y open and quasi-compact.

Remark 3.2. If {Ui}i∈I is a base of the topology of Y with each Ui quasi-compact,
then f : X → Y is quasi-compact if and only if f−1(Ui) is quasi-compact for every
i ∈ I: this follows immediately from the fact that a finite union of quasi-compact
subspaces is again quasi-compact.

Example 3.3. Every closed immersion is quasi-compact, whereas an open im-
mersion need not be quasi-compact.

Proposition 3.4. For morphisms of schemes the property of being quasi-compact
is stable under composition and base change and is local on the codomain.

Proof. As for base change, by Remark 3.2 it is enough to prove that X ×Z Y is
quasi-compact if Y and Z are affine and X is quasi-compact. Now, this is clear,
since X can be covered by a finite number of open affine subsets and since the
fibred product of affine schemes is again affine (hence quasi-compact). The rest of
the proof is straightforward.

Lemma 3.5. If f : X → Y is a morphism of schemes with X quasi-compact and
Y affine, then f is quasi-compact. In particular, a scheme X is quasi-compact if
and only if X → SpecZ is quasi-compact.

Proof. Since X can be covered by a finite number of open affine subsets, we can
assume that also X is affine. Now, for a morphism of rings φ : A → B, we have
(Specφ)−1(D(a)) = D(φ(a)) for every a ∈ A, and the conclusion follows from
Remark 3.2

Definition 3.6. A morphism of schemes f : X → Y is separated (respectively
quasi-separated) if ∆f : X → X ×Y X is a closed (respectively quasi-compact)
immersion. A scheme X is (quasi)separated if the morphism X → SpecZ is
(quasi)separated.

Remark 3.7. A separated morphism is quasi-separated.

Example 3.8. A morphism of affine schemes is separated; in particular, an affine
scheme is separated.
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Example 3.9. Every monomorphism (in particular, every immersion, and, more
in particular, every diagonal morphism) of schemes is separated. Indeed, if f : X →
Y is a monomorphism, then ∆f : X → X×Y X is an isomorphism by Lemma A.2.

Proposition 3.10. For morphisms of schemes the properties of being separated
and quasi-separated are stable under composition and base change and are local on
the codomain.

Proof. By Proposition 3.4 and remembering that also the property of being a
closed immersion is stable under composition and base change and is local on
the codomain, the statement about composition and base change follows from
Lemma A.4, whereas the statement about locality on the codomain can be similarly
proved using Lemma A.3 (this last fact will be proved in greater generality in
Lemma 4.50).

Proposition 3.11. Let X
f−→ Y

g−→ Z be morphisms of schemes.

1. If g ◦ f is (quasi)separated, then f is (quasi)separated.

2. If g ◦ f is quasi-compact and g is quasi-separated, then f is quasi-compact.

Proof. Just remember that ∆g is in any case separated, and apply Lemma A.5.

Corollary 3.12. Let f : X → Y be a morphism of schemes. If X is (quasi)sepa-
rated, then f is (quasi)separated, and the viceversa holds if Y is (quasi)separated.

We denote by QSch the full subcategory of Sch whose objects are quasi-
separated schemes.

Remark 3.13. The category QSch has fibred products and the inclusion func-
tor QSch ⊂ Sch preserves them: if f : X → Y and Y ′ → Y are morphisms of
QSch, then X ′ := X ×Y Y ′ ∈ QSch. Indeed, f is quasi-separated by Corol-
lary 3.12, whence the induced morphism f ′ : X ′ → Y ′ is quasi-separated (by
Proposition 3.10), and then X ′ is quasi-separated again by Corollary 3.12. It
is also clear that, if Xi (i ∈ I) are quasi-separated schemes, then

∐
i∈I Xi is

quasi-separated, too.

Proposition 3.14. A scheme X is quasi-separated if and only if for all U, V ⊆ X
open and quasi-compact, U ∩ V is also quasi-compact.

Proof. Clearly U ∩ V = ∆−1
X (U × V ) if U and V are open subsets of X. It is then

enough to note that U × V is quasi-compact if U and V are, and that the open
subsets of the form U × V (with U, V ⊆ X open and quasi-compact) form a base
of the topology of X ×X.

Corollary 3.15. If X is a scheme such that |X| is locally noetherian (in partic-
ular, if X is locally noetherian), then X is quasi-separated.
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Example 3.16. Let Y := SpecK[ti]i∈I (K a field), U := Y \ {(ti)i∈I} and
X := Y

∐
U Y . If I is finite it is well known that X is not separated (but it

is quasi-separated, since it is noetherian). If I is infinite, then X is not even
quasi-separated: indeed, denoting by j1, j2 : Y ↪→ X the natural morphisms,
j1(Y ), j2(Y ) ⊂ X are open and quasi-compact, whereas j1(Y ) ∩ j2(Y ) ∼= U is
not quasi-compact.

Proposition 3.17. Let f : X → Y be a quasi-compact and quasi-separated mor-
phism of schemes. If F ∈ QCoh(X), then f∗(F) ∈ QCoh(Y ).

Proof. Using Proposition 3.14 it is easy to adapt the proof of [11, II, Prop. 5.8]
(otherwise, see [9, 1.7.4]).

3.2 Morphisms (locally) of finite type and presentation

Definition 3.18. A morphism of schemes f : X → Y is of finite type (respec-
tively of finite presentation) at x ∈ X if there exist open affine neighbourhoods
U of x and V of f(x) such that f(U) ⊆ V and the induced morphism of rings
OY (V )→ OX(U) is of finite type (respectively of finite presentation). f : X → Y
is locally of finite type (respectively locally of finite presentation) if it is of finite
type (respectively of finite presentation) at every point of X.

Definition 3.19. A morphism of schemes is of finite type (respectively of finite
presentation) if it is locally of finite type and quasi-compact (respectively locally
of finite presentation, quasi-compact and quasi-separated).

Remark 3.20. If f : X → Y is (locally) of finite type and Y is (locally) noetherian,
then X is also (locally) noetherian and f is (locally) of finite presentation.

Remark 3.21. If f : X → Y is of finite type at x, then dimx f <∞.

Example 3.22. An open immersion (and more generally a local isomorphism) is
obviously locally of finite presentation (hence locally of finite type), but it need
not be of finite type. On the other hand, a closed immersion is of finite type,
but it need not be locally of finite presentation. In any case, we see that every
immersion is locally of finite type.

Example 3.23. Let X and Y be as in Example 3.16 with I infinite. Then the
natural morphismX → Y is locally of finite presentation (it is a local isomorphism)
and quasi-compact (by Lemma 3.5), but not quasi-separated (since Y is quasi-
separated and X is not), hence not of finite presentation.

Proposition 3.24. If a morphism of schemes f : X → Y is locally of finite type
(respectively presentation) and U ⊆ X and V ⊆ Y are open affine subsets such
that f(U) ⊆ V , then the induced morphism of rings OY (V )→ OX(U) is of finite
type (respectively presentation).
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Proof. One can easily reduce to prove that a morphism of rings φ : A → B is of
finite type (respectively presentation) if Specφ : SpecB → SpecA is (locally) of fi-
nite type (respectively presentation), which is done in [7, Prop. 6.3.3] (respectively
[9, Prop. 1.4.6]).

Taking into account Proposition 3.4 and Proposition 3.10, the following result
is then straightforward.

Corollary 3.25. For morphisms of schemes, the properties of being of finite type
and of finite presentation are stable under composition and base change and are
local on the codomain; the same is true for the properties of being locally of finite
type and locally of finite presentation, which are also local on the domain.

Lemma 3.26. If f : X → Y is a morphism locally of finite type of schemes, then
∆f : X → X ×Y X is locally of finite presentation.

Proof. It is enough to see that if A → B is a morphism of finite type of rings,
then J := ker(B ⊗A B � B) is a finitely generated ideal of B ⊗A B. Indeed,
it is easy to prove that, if b1, . . . , bn ∈ B generate B as an A-algebra, then J =
(b1 ⊗ 1− 1⊗ b1, . . . , bn ⊗ 1− 1⊗ bn).

Proposition 3.27. Let X
f−→ Y

g−→ Z be morphisms of schemes.

1. If g ◦ f is of locally of finite type, then f is locally of finite type.

2. If g ◦ f is locally of finite presentation and g is locally of finite type, then f
is locally of finite presentation.

Proof. Since ∆g is in any case locally of finite type (by Example 3.22), it follows
from Lemma 3.26 and Lemma A.5.

Lemma 3.28. If X → Y is a morphism locally of finite type (respectively pre-
sentation) of schemes, then ΩX/Y is an OX-module of finite type (respectively
presentation).

Proof. The question being local, it is enough to prove that, if A→ B is a morphism
of finite type (respectively presentation) of rings, then ΩB/A is a B-module of
finite type (respectively presentation). Since B ∼= A′/I as an A-algebra, where
A′ = A[t1, . . . , tn] for some n ∈ N and I ⊂ A′ is an ideal (respectively a finitely
generated ideal), this follows from the exact sequence

I/I2 → ΩA′/A ⊗A′ B → ΩB/A → 0,

as ΩA′/A ⊗A′ B ∼= Bn and I/I2 is a finitely generated B-module if I is a finitely
generated ideal of A′.

Proposition 3.29. If a morphism of schemes f : X → Y is open, then the mor-
phism Spec f#

x : SpecOX,x → SpecOY,f(x) is surjective for every x ∈ X, and the
viceversa is also true if f is locally of finite presentation.
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Proof. [9, Cor. 1.10.4].

Definition 3.30. A morphism of schemes is proper if it is separated, of finite type
and universally closed.

Example 3.31. Every closed immersion is proper.

Taking into account Proposition 3.10 and Corollary 3.25, it is easy to prove
the following result.

Proposition 3.32. For morphisms of schemes the property of being proper is
stable under composition and base change and is local on the codomain.

3.3 (Very) ample sheaves, (quasi)affine and (quasi)projective mor-
phisms

Definition 3.33. A morphism of schemes f : X → Y is affine (respectively finite)
if there is an open affine cover {Vi}i∈I of Y such that Ui := f−1(Vi) ⊆ X is affine
(respectively Ui is affine and the induced morphism of rings OY (Vi)→ OX(Ui) is
finite) for every i ∈ I.

Remark 3.34. An affine morphism is separated and quasi-compact.

Example 3.35. A closed immersion is a finite morphism.

Proposition 3.36. If a morphism of schemes f : X → Y is affine (respectively
finite) and V ⊆ Y is an open affine subset, then U := f−1(V ) ⊆ X is affine
(respectively U is affine and the induced morphism of rings OY (V ) → OX(U) is
finite).

Proof. [8, Cor. 1.3.2] (respectively [8, Prop. 6.1.4]).

Corollary 3.37. For morphisms of schemes the properties of being affine and
finite are stable under composition and base change and are local on the codomain.

Given a scheme Y and A ∈ QCohAlg(Y ), there is a natural way to define a
scheme SpecA together with a structure morphism f : SpecA → Y such that, for
every open affine subset V ⊆ Y , f−1(V ) ∼= SpecA(V ) and f |f−1(V ) : f−1(V )→ V
is induced by the structure morphism OY (V ) → A(V ). Clearly Spec extends
to a functor Spec : QCohAlg(Y )◦ → Sch/Y , and, denoting by AffY the full
subcategory of Sch/Y whose objects are affine morphisms with target Y (note
that AffY = AffSch/Y if and only if Y is affine), it is easy to prove the following
result.

Proposition 3.38. For every scheme Y the functor Spec induces an equiva-
lence Spec : QCohAlg(Y )◦ → AffY , whose quasi-inverse is defined on objects
by (f : X → Y ) 7→ f∗(OX). Moreover, for every morphism of schemes f : X → Y
and every A ∈ QCohAlg(Y ) there is a natural bijection

HomQCohAlg(Y )(A, f∗(OX)) ∼= HomSch/Y (X,SpecA).
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Given a scheme Y and R ∈ QCohGAlg(Y ), there is also a natural way
to define a scheme Proj R together with a structure morphism pR : Proj R →
Y such that, for every open affine subset V ⊆ Y , p−1

R (V ) ∼= ProjR(V ) and
pR|p−1

R (V ) : p−1
R (V ) → V is induced by the structure morphism OY (V ) → R0(V ).

When R =
⊕

n≥0 Sn(F) is the symmetric algebra over F ∈ QCoh(Y ), the scheme

Proj R is denoted by P(F); note that P(On+1
Y ) ∼= PnY .

Remark 3.39. The structure morphism P(L) → Y is an isomorphism for every
invertible OY -module L: this is clear if L = OY , and then it follows from the
fact that for every R ∈ QCohGAlg(Y ) there is a natural isomorphism Proj R ∼=
Proj R′ of Sch/Y , where R′ is defined by R′n := Rn ⊗ L⊗n for n ∈ N.

Proposition 3.40. pR : Proj R → Y is separated for every Y ∈ Sch and every
R ∈ QCohGAlg(Y ).

Proof. Since the property of being separated is local on the codomain, we can
assume Y is affine. Then (in view of Corollary 3.12) it follows from the fact that
ProjR is separated for every R ∈ GRng ([8, Prop. 2.4.2]).

If R ∈ QCohGAlg(Y ) and M ∈ QCoh(Y ) has a structure of graded R-

module, we can define M̃ ∈ QCoh(Proj R) in such a way that, for every open

affine subset V ⊆ Y , M̃|p−1
R (V )

∼= M̃(V ) (note that M(V ) ∈ R(V )-GMod and

p−1
R (V ) ∼= ProjR(V )). As usual, we set (for n ∈ Z) OProj R(n) := R̃(n); they are

invertible OProj R-modules if R is generated by R1 as R0-algebra (in particular,
the OP(F)(n) are invertible for every F ∈ QCoh(Y )).

A morphism ϕ : R → R′ of QCohGAlg(Y ) induces in a natural way a mor-
phism Proj ϕ : P (ϕ)→ Proj R of Sch/Y , where the open subset P (ϕ) ⊆ Proj R′
is such that P (ϕ) ∩ p−1

R′ (V ) = P (ϕ(V )) ⊆ p−1
R′ (V ) ∼= ProjR′(V ) for every open

affine subset V ⊆ Y .

Proposition 3.41. For every morphism of schemes f : X → Y and every R ∈
QCohGAlg(Y ) there is a natural cartesian diagram

Proj f∗(R)
fR //

pf∗(R)

��

Proj R

pR

��
X

f
// Y.

�

Moreover, for every morphism ϕ : R → R′ of QCohGAlg(Y ) the morphism
Proj f∗(ϕ) of Sch/X is identified with the pullback along f of the morphism Proj ϕ

of Sch/Y : more precisely, this means that P (f∗(ϕ)) = f−1
R′ (P (ϕ)) ⊆ Proj f∗(R′)
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and there is a cartesian diagram

Proj f∗(R′) ⊇ P (f∗(ϕ))
fR′ |P (f∗(ϕ)) //

Proj f∗(ϕ)

��

P (ϕ)

Proj ϕ

��

⊆ Proj R′

Proj f∗(R)
fR

// Proj R.

�

Proof. The first statement is proved in [8, Prop. 3.5.3], and then the second follows
easily from the definitions.

Assume now that f : X → Y is a morphism of schemes, L an invertible OX -
module, R ∈ QCohGAlg(Y ) and ϕ : f∗(R) →

⊕
n≥0 L⊗n =

⊕
n≥0 Sn(L) a

morphism of QCohGAlg(X). Then Proposition 3.41 implies that the morphism
Proj ϕ : P (ϕ)→ Proj f∗(R) of Sch/X (where P (ϕ) ⊆ P(L) ∼= X by Remark 3.39)
corresponds to a morphism denoted again by Proj ϕ : P (ϕ) → Proj R of Sch/Y .
In particular, if R :=

⊕
n≥0 f∗(L⊗n) ∈ QCohGAlg(Y ) (by Proposition 3.17 this

is the case if f is quasi-compact and quasi-separated), we can consider the natural
morphism

ϕf,L : f∗(R) ∼=
⊕
n≥0

f∗ ◦ f∗(L⊗n)→
⊕
n≥0

L⊗n

of QCohGAlg(X) and the induced morphism X ⊇ P (ϕf,L)
Proj ϕf,L−−−−−−→ Proj (R)

of Sch/Y .

Definition 3.42. Let X be a scheme. An invertible OX -module L is ample if X
is quasi-compact and quasi-separated and the following condition is satisfied: for
every quasi-coherent OX -module of finite type F there exists n0 ∈ N such that
F ⊗ L⊗n is generated by global sections for every n ≥ n0.

Remark 3.43. When X is noetherian the above definition coincides with that of
[11], because in this case an OX -module is quasi-coherent of finite type if and only
if it is coherent.

Definition 3.44. Let f : X → Y be a morphism of schemes. An invertible OX -
module L is f -ample (or relatively ample) if there is an open affine cover {Vi}i∈I
of Y such that L|f−1(Vi) is ample for every i ∈ I.

Remark 3.45. If L is f -ample, then f is quasi-compact and quasi-separated
(because both properties are local on the codomain, and taking into account
Lemma 3.5 and Corollary 3.12). The following result implies (remembering Propo-
sition 3.40) that f is also separated.

Proposition 3.46. Let f : X → Y be a quasi-compact morphism of schemes.
Then an invertible OX-module L is f -ample if and only if R :=

⊕
n≥0 f∗(L⊗n) ∈

QCohGAlg(Y ), P (ϕf,L) = X and the natural morphism Proj ϕf,L : X → Proj R
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of Sch/Y is an open immersion (and then it is also dominant, i.e. its image is
dense in Proj R). If moreover Y is affine, then L is f -ample if and only if it is
ample.

Proof. [8, Prop. 4.6.3 and Cor. 4.6.6].

Proposition 3.47. Given a cartesian diagram of schemes

X ′
f ′ //

h

��

Y ′

g

��
X

f
// Y

�

and an f -ample invertible OX-module L, then h∗(L) is f ′-ample.

Proof. [8, Prop. 4.6.13].

Proposition 3.48. Given morphisms of schemes X
f−→ Y

g−→ Z with Z quasi-
compact, an f -ample invertible OX-module L and a g-ample invertible OY -module
M, there exists n0 ∈ N such that L⊗ f∗(M)⊗n is (g ◦ f)-ample for every n ≥ n0.

Proof. [8, Prop. 4.6.13].

Definition 3.49. A scheme is quasi-affine if it is isomorphic to a quasi-compact
open subscheme of an affine scheme.

A morphism of schemes f : X → Y is quasi-affine if there is an open affine
cover {Vi}i∈I of Y such that f−1(Vi) ⊆ X is quasi-affine for every i ∈ I.

Proposition 3.50. For a morphism of schemes f : X → Y the following condi-
tions are equivalent:

1. f is quasi-affine;

2. f = g ◦h with g an affine morphism and h a quasi-compact open immersion;

3. f is quasi-compact, f∗(OX) ∈ QCoh(Y ) and the natural morphism X →
Spec f∗(OX) of Sch/Y (corresponding to idf∗(OX) under the bijection of
Proposition 3.38) is a (dominant) open immersion;

4. OX is f -ample.

Proof. (1) ⇒ (4). It is enough to see that, if Z is a quasi-affine scheme (hence it
is quasi-compact and there is an open immersion i : Z ↪→ Z ′ with Z ′ affine), then
OZ is ample, i.e. that every quasi-coherent OZ-module of finite type is generated
by global sections. More generally, if F ∈ QCoh(Z), then i∗(F) ∈ QCoh(Z ′)
by Proposition 3.17 (i is quasi-compact by Proposition 3.11 and quasi-separated
by Example 3.9). Since on an affine scheme every quasi-coherent sheaf is clearly
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generated by global sections, it follows that F ∼= i∗(i∗(F)) is also generated by
global sections.

(3)⇔ (4). It follows from Proposition 3.46, since Proj ϕf,OX can be identified
with the natural morphism X → Spec f∗(OX).

(3)⇒ (2). By hypothesis f factors as X
h−→ Spec f∗(OX)

g−→ Y with g affine by
Proposition 3.38 and h an open immersion, necessarily quasi-compact by Propo-
sition 3.11.

(2)⇒ (1). Clear, since quasi-compact open immersions and affine morphisms
are stable under base change.

Remark 3.51. A quasi-affine morphism is quasi-compact and separated.

Example 3.52. An immersion is quasi-affine if and only if it is quasi-compact.

Corollary 3.53. For morphisms of schemes the property of being quasi-affine is
stable under composition and base change and is local on the codomain.

Proof. Taking into account that f : X → Y is quasi-affine if and only if OX is f -
ample, stability under base change follows from Proposition 3.47, and then locality

is obvious. As for stability under composition, if X
f−→ Y

g−→ Z are quasi-affine, in
order to prove that g ◦ f is quasi-affine we can clearly assume that Z is affine, in
which case we can apply Proposition 3.48.

Definition 3.54. A morphism of schemes f : X → Y is quasi-finite at x ∈ X if
there exist open neighbourhoods U of x and V of f(x) such that f(U) ⊆ V and
f |U : U → V is of finite type and has discrete fibres. f is locally quasi-finite if it is
quasi-finite at every point of X (or, equivalently, if it is locally of finite type and
has discrete fibres). f is quasi-finite if it is locally quasi-finite and quasi-compact.

Example 3.55. A finite morphism of schemes is quasi-finite.

Remark 3.56. It can be proved ([7, Prop. 6.4.4]) that for a morphism of finite
type X → SpecK (K a field) the following conditions are equivalent: |X| is dis-
crete; |X| is finite; every point of X is closed; X ∼= SpecA for some finite K-algebra
A. It follows that a morphism of schemes is quasi-finite if and only if it is of finite
type and has finite fibres, and that a morphism locally of finite type f : X → Y is
locally quasi-finite if and only if dimx f = 0 for every x ∈ X. It is then also easy
to prove the following result.

Proposition 3.57. For morphisms of schemes the property of being quasi-finite
is stable under composition and base change and is local on the codomain; the
same is true for the property of being locally quasi-finite, which is also local on the
domain.

Proposition 3.58. A quasi-finite and separated morphism of schemes is quasi-
affine. In particular, a monomorphism of finite type of schemes is quasi-affine.
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Proof. The first statement is proved in [9, Prop. 18.12.12]. As for the second, a
monomorphism is separated by Example 3.9 and has discrete fibres because it is
injective, so that a monomorphism of finite type is also quasi-finite.

Definition 3.59. Let f : X → Y be a morphism of schemes. An invertible OX -
module L is f -very ample (or relatively very ample, or simply very ample) if there
exists F ∈ QCoh(Y ) and an immersion i : X ↪→ P(F) of Sch/Y such that L ∼=
i∗(OP(F)(1)).

Remark 3.60. If there exists an f -very ample invertible OX -module, then f is
clearly separated (but in general not quasi-compact).

Proposition 3.61. Let f : X → Y be a quasi-compact morphism of schemes and
L an invertible OX-module. If L is f -very ample, then it is f -ample. If moreover
Y is quasi-compact and f is of finite type, then L is f -ample if and only if there
exists n ∈ N such that L⊗n is f -very ample, if and only if there exists n0 ∈ N such
that L⊗n is f -very ample for every n ≥ n0.

Proof. [8, Prop. 4.6.2 and Prop. 4.6.11].

Definition 3.62. A morphism of schemes f : X → Y is quasi-projective if it is of
finite type and there exists an invertible OX -module which is f -ample.

Remark 3.63. By Proposition 3.61 f : X → Y is quasi-projective if it is of finite
type and there exists an f -very ample invertible OX -module, and the viceversa is
true if Y is quasi-compact. It can also be proved that f is quasi-affine if and only
if it is quasi-compact and OX is f -very ample ([8, Prop. 5.1.6]).

Definition 3.64. A morphism of schemes f : X → Y is projective if there exists a
quasi-coherent OY -module of finite type F and a closed immersion i : X ↪→ P(F)
of Sch/Y .

Remark 3.65. In the above notation, if f is projective then i∗(OP(F)(1)) is f -very
ample.

Proposition 3.66. If a morphism of schemes X → Y is projective, then it is
quasi-projective and proper, and the viceversa is true if Y is quasi-compact and
quasi-separated.

Proof. [8, Thm. 5.5.3] and [9, Prop. 1.7.19].

Remark 3.67. It can be proved that if Y is such that there exists an ample
invertible OY -module, then a morphism X → Y is quasi-projective (respectively
projective) if and only if there exists a quasi-compact (respectively closed) immer-
sion X ↪→ PnY of Sch/Y for some n ∈ N ([8, Cor. 5.3.3 and rem. 5.5.4]). Therefore
in this case the definition of projective morphism coincides with that of [11], and
the same is true for quasi-projective if moreover Y is noetherian (in which case
every immersion X ↪→ PnY is quasi-compact).
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Proposition 3.68. For morphisms of schemes the properties of being quasi-
projective and projective are stable under base change.

Proof. Since the properties of being of finite type and a closed immersion are stable
under base change, it follows from Proposition 3.47 and Proposition 3.41.

Remark 3.69. It is not true in general that the property of being (quasi)projective
is stable under composition. However, it is easy to prove (using Proposition 3.48

and Proposition 3.66) that given a pair of morphisms X
f−→ Y

g−→ Z with f and g
quasi-projective (respectively projective) and Z quasi-compact (respectively quasi-
compact and quasi-separated), then g ◦ f is also quasi-projective (respectively
projective). On the other hand, the property of being (quasi)projective is not
local on the codomain, even if one restricts to schemes of finite type over a field.

Example 3.70. Let K be a field and let f : X̃ → X be a morphism of Sch/K as
in [11, B, ex. 3.4.1] (the hypothesis K = C is not needed). Then X → SpecK is
projective and there exist x1, x2 ∈ X (denoted by P and Q in [11]) such that the
restriction f |f−1(X\{xi}) : f−1(X \ {xi})→ X \ {xi} is projective for i = 1, 2, but
f (which is then clearly proper) is not projective (hence not even quasi-projective,
by Proposition 3.66), because X̃ → SpecK is not projective.

3.4 (Faithfully) flat morphisms

Definition 3.71. A morphism of schemes f : X → Y is said to be flat at x ∈ X
if f#

x : OY,f(x) → OX,x is a flat morphism of rings. f is flat if it is flat at every
point of X.

Remark 3.72. A morphism of rings φ : A→ B is flat if and only if the morphism
of schemes Specφ : SpecB → SpecA is flat.

Proposition 3.73. For morphisms of schemes the property of being flat is sta-
ble under composition and base change and is local on the domain and on the
codomain.

Proof. Straightforward.

Proposition 3.74. Given a cartesian diagram in Sch

X ′
f ′ //

h

��

Y ′

g

��
X

f
// Y

�

such that g is flat and f is quasi-compact and quasi-separated, then for every
F ∈ QCoh(X) the natural morphism g∗ ◦ f∗(F)→ f ′∗ ◦ h∗(F) is an isomorphism
(of QCoh(Y ′), by Proposition 3.17).
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Proof. [9, Lemme 2.3.1].

Definition 3.75. Let A be a ring. An A-module M is faithfully flat if the functor
M ⊗A − : A-Mod→ A-Mod is exact (i.e., M is a flat A-module) and faithful. A
morphism of rings A→ B is faithfully flat if B is a faithfully flat A-module.

Remark 3.76. It is clear that a morphism of rings φ : A→ B is faithfully flat if
and only if φ∗ : A-Mod→ B-Mod is exact and faithful.

Lemma 3.77. For an A-module M the following conditions are equivalent:

1. M is faithfully flat;

2. a sequence of A-modules N ′
f−→ N

g−→ N ′′ is exact if and only if

M ⊗A N ′
id⊗f−−−→M ⊗A N

id⊗g−−−→M ⊗A N ′′

is exact;

3. M is flat and if 0 6= N is an A-module, then M ⊗A N 6= 0.

Proof. (1) ⇒ (3). Given an A-module N 6= 0, obviously idN 6= 0: N → N ;
therefore, idM⊗AN = idM ⊗ idN 6= 0 : M ⊗AN →M ⊗AN , so that M ⊗AN 6= 0.

(3)⇒ (2). Given a sequence of A-modules N ′
f−→ N

g−→ N ′′ such that

M ⊗A N ′
id⊗f−−−→M ⊗A N

id⊗g−−−→M ⊗A N ′′

is exact, we have to show that N ′
f−→ N

g−→ N ′′ is exact, too. As M ⊗A − is exact,
we have

M ⊗A im(g ◦ f) ∼= im(idM ⊗ (g ◦ f)) = im((idM ⊗ g) ◦ (idM ⊗ f)) = 0.

The hypothesis then implies im(g ◦ f) = 0, i.e. g ◦ f = 0. Similarly,

M ⊗A (ker g/ im f) ∼= ker(idM ⊗ g)/ im(idM ⊗ f) = 0,

whence ker g/ im f = 0.
(2) ⇒ (1). M is clearly flat, and, since M ⊗A − is an additive functor, it

is enough to prove that if f : N ′ → N is a morphism of A-modules such that

idM ⊗ f = 0, then f = 0. Now, the sequence N ′
f−→ N

id−→ N is exact because the
sequence

M ⊗A N ′
id⊗f=0−−−−−→M ⊗A N

id−→M ⊗A N

is exact, and this implies that f = 0.

Proposition 3.78. Let φ : A→ B be a flat morphism of rings. Then the following
conditions are equivalent:
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1. φ is faithfully flat;

2. Specφ : SpecB → SpecA is surjective;

3. for every maximal ideal m ⊂ A, φ(m)B 6= B.

Proof. (1)⇒ (2). Given p ∈ SpecA, the fibre of Specφ over p is not empty because
(Specφ)−1(p) ∼= Spec(B ⊗A κ(p)) and B ⊗A κ(p) 6= 0 by Lemma 3.77.

(2) ⇒ (3). Given a maximal ideal m ⊂ A, there exists q ∈ SpecB such that
φ−1(q) = m, whence φ(m)B ⊆ q 6= B.

(3) ⇒ (1). Again by Lemma 3.77, we have to prove that, if 0 6= N is an A-
module, then B ⊗A N 6= 0. Choosing 0 6= x ∈ N and setting N ′ := (x) ⊆ N , the
natural map B ⊗A N ′ → B ⊗A N is injective (because φ is flat); therefore it is
enough to show that B ⊗A N ′ 6= 0. Now, N ′ ∼= A/I for some ideal I ( A, so that
I ⊆ m for some maximal ideal m of A. Then B ⊗A N ′ ∼= B/φ(I)B 6= 0 because
φ(I)B ⊆ φ(m)B 6= B by hypothesis.

Corollary 3.79. Let φ : A → B be a flat morphism of local rings. Then φ is
faithfully flat if and only if it is local.

Remark 3.80. It is easy to see that a faithfully flat morphism of rings φ : A→ B
is injective. Indeed, B ⊗A kerφ = 0 (for every b ∈ B and every a ∈ kerφ we
have b ⊗ a = φ(a)b ⊗ 1 = 0), whence kerφ = 0 by Lemma 3.77. We will see in
Proposition 7.1 that a stronger result actually holds.

Proposition 3.81. If f : X → Y is a flat morphism locally of finite presentation
of schemes, then f is open.

Proof. For every x ∈ X the local morphism of local rings f#
x : OY,f(x) → OX,x

is faithfully flat by Corollary 3.79, hence Spec f#
x : SpecOX,x → SpecOY,f(x) is

surjective by Proposition 3.78. Then f is open by Proposition 3.29.

Example 3.82. The morphism SpecQ→ SpecZ is flat but not open (it is clearly
not locally of finite presentation).

Definition 3.83. A morphism of schemes is faithfully flat if it is flat and surjective.

Remark 3.84. By Proposition 3.78 a morphism of rings φ : A → B is faithfully
flat if and only if the morphism of schemes Specφ : SpecB → SpecA is faithfully
flat.

Remark 3.85. It is not difficult to see that a morphism of schemes f : X → Y
is (faithfully) flat if and only if f∗ : Mod(Y ) → Mod(X) (or f∗ : QCoh(Y ) →
QCoh(X)) is exact (and faithful).
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3.5 Formally unramified, formally smooth and formally étale mor-
phisms

Definition 3.86. A morphism of schemes X → Y is formally unramified (respec-
tively formally smooth, respectively formally étale) if for every affine scheme W ,
every closed subscheme W ′ ⊆W defined by a nilpotent6 ideal I ⊂ OW and every
morphism W → Y , the natural map HomY (W,X) → HomY (W ′, X) is injective
(respectively surjective, respectively bijective).

More explicitly, a morphism of schemes f : X → Y is formally unramified
(respectively formally smooth, respectively formally étale) if and only if for every
ι : W ′ ↪→W as in the definition and for every morphisms k′ : W ′ → X and h : W →
Y such that f ◦ k′ = h ◦ ι, there exists at most one (respectively there exists,
respectively there exists unique) k : W → X

X
f // Y

W ′

k′

OO

� �

ι
// W

h

OO
k

aa

(3.1)

such that f ◦ k = h and k ◦ ι = k′.

Definition 3.87. A morphism of rings φ : A→ B is formally unramified (respec-
tively formally smooth, respectively formally étale) if the morphism of schemes
Specφ : SpecB → SpecA is formally unramified (respectively formally smooth,
respectively formally étale).

Remark 3.88. Obviously a morphism (of schemes or of rings) is formally étale if
and only if it is formally unramified and formally smooth.

Remark 3.89. If W ′ ⊆W are as in Definition 3.86, then |W ′| = |W | (because I
is nilpotent) and, if there exists k such that (3.1) commutes, then |k| = |k′|. Since
moreover W is affine, say W = SpecC, and I is quasi-coherent, we have I = Ĩ for
some (nilpotent) ideal I of C, so that W ′ = SpecC/I is also affine and the closed
immersion W ′ ↪→W is induced by C � C/I. In particular, we see that definition
Definition 3.87 can be reformulated inside the category of rings.

Remark 3.90. An easy induction argument shows that we would get an equivalent
definition if in Definition 3.86 we required I2 = 0 instead of I nilpotent. We will
freely use this fact in the following.

Example 3.91. A monomorphism (in particular, an immersion) of schemes is for-
mally unramified: indeed, in a diagram like (3.1), by definition of monomorphism
there exists at most one k : W → X such that f ◦ k = h. It is clear that an open
immersion is also formally étale. On the other hand, a closed immersion is not
formally smooth, in general.

6This means that In = 0 for some n ∈ N.
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Example 3.92. Obviously the natural morphism A→ A[ti]i∈I is formally smooth
for every ring A and for every set I, whereas it is formally unramified if and only
if I = ∅.

Example 3.93. If A is a ring and S ⊂ A is a multiplicative system, then the
natural morphism A→ S−1A is formally étale: this follows immediately from the
universal property of localization, together with the fact that, if I is a nilpotent
ideal of a ring C, then an element of C is invertible if and only if its image in C/I
is invertible.

Lemma 3.94. If a morphism of schemes f : X → Y is formally unramified (re-
spectively formally étale) then for every scheme Z, for every closed subscheme
Z ′ ⊆ Z defined by a locally nilpotent7 ideal I ⊂ OZ and for every morphism
h : Z → Y , the natural map HomY (Z,X) → HomY (Z ′, X) is injective (respec-
tively bijective).

Proof. Given a commutative square

X
f // Y

Z ′

k′

OO

� � // Z

h

OO
k

``

we have to show that there exists at most one (respectively there exists unique)
k : Z → X such that the whole diagram is commutative. Let {Wi}i∈I be an
open affine cover of Z such that Ii := I|Wi is nilpotent for every i ∈ I. Then
W ′i := Z ′ ×Z Wi ⊆ Wi is the closed subscheme defined by Ii. Therefore, by
definition, for every i ∈ I there exists at most one (respectively there exists unique)
ki : Wi → X such that ki|W ′i = k′|W ′i and f ◦ ki = h|Wi

. It is then clear that there
exists at most one k making the diagram commute. If moreover f is formally étale,
then for all i, j ∈ I we have ki|Wi∩Wj = kj |Wi∩Wj (because, again by definition,
ki|W = kj |W for every open affine subset W of Wi ∩Wj), so that k exists because
morphisms of schemes can be glued.

Proposition 3.95. For morphisms of schemes the properties of being formally
unramified, formally smooth and formally étale are stable under composition and
base change.

Proof. Given f : X → Y and g : Y → Z formally unramified (respectively for-
mally smooth), we have to show that given W ′ ⊆ W as in Definition 3.86 and a

7This means that for every z ∈ Z there exists an open neighbourhood U of z such that I|U
is nilpotent. If Z is quasi-compact (in particular, if Z is affine) then I is nilpotent if and only if
it is locally nilpotent.
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commutative square

X
g◦f // Z

W ′

k′

OO

� � // W

h

OO
k

aa

there exists at most one (respectively there exists) k : W → X such that the whole
diagram is commutative. Now, given k, k̃ : W → X such that the above diagram
is commutative, we have f ◦ k = f ◦ k̃ if g is formally unramified, whence k = k̃
if also f is formally unramified. On the other hand, if g is formally smooth, there
exists k̄ : W → Y such that g ◦ k̄ = h and k̄|W ′ = f ◦ k′. Therefore, if also f is
formally smooth, there exists k : W → X such that f ◦k = k̄ (whence g◦f ◦k = h)
and k|W ′ = k′.

As for base change, if X ′ → Y ′ is obtained by a base change Y ′ → Y
from X → Y , then, for every morphism T → Y ′, there is a natural bijection
HomY ′(T,X

′) ∼= HomY (T,X). It follows that, given W ′ ⊆W as in Definition 3.86
and a morphism W → Y ′, the natural map HomY ′(W,X

′) → HomY ′(W
′, X ′) is

injective (respectively surjective) if and only if the natural map HomY (W,X) →
HomY (W ′, X) is injective (respectively surjective).

Proposition 3.96. For morphisms of schemes, the properties of being formally
unramified and formally étale are local on the domain and on the codomain.

Proof. Taking into account that the property of being formally unramified (re-
spectively formally étale) is stable under composition and base change and that
open immersions are formally étale, the only non trivial thing to prove is the fol-
lowing: if {Ui}i∈I is an open cover of X and f : X → Y is a morphism of schemes
such that fi := f |Ui is formally unramified (respectively formally étale) for every
i ∈ I, then f is formally unramified (respectively formally étale), too. Given a
commutative square like (3.1), we have to prove that there exists at most one
(respectively there exists unique) k making the diagram commute. For every i ∈ I
let W ′i := k′

−1
(Ui) ⊆ W ′ and let Wi ⊆ W be the open subscheme defined by

|Wi| = |W ′i |, so that there is a commutative diagram

Ui
fi // Y

W ′i

k′i

OO

� � // Wi

hi

OO

where k′i and hi denote the restrictions of k′ and h. By Lemma 3.94 there exists at
most one (respectively there exists unique) ki : Wi → Ui such that ki|W ′i = k′i and
fi ◦ ki = hi, and then the uniqueness (respectively the existence and uniqueness)
of k follows.
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Remark 3.97. It seems to be an open problem whether Proposition 3.96 is true
also for formally smooth (see [17, 4.15], where the term quasi-smooth is used in
place of formally smooth): in [9] this is stated, but with an incorrect proof. Notice,
however, that if f : X → Y is formally smooth and U ⊆ X and V ⊆ Y are open
subschemes such that f(U) ⊆ V , then f |U : U → V is formally smooth, too.

Proposition 3.98. Let X
f−→ Y

g−→ Z be morphisms of schemes.

1. If g ◦ f is formally unramified, then f is formally unramified, too.

2. If g ◦ f is formally smooth and g is formally unramified, then f is formally
smooth.

Proof. By Lemma A.5 (and remembering that ∆g is in any case formally unram-
ified by Example 3.91), it is enough to show that ∆g is formally smooth (hence
formally étale) if g is formally unramified. So we have to prove that, given W ′ ⊆W
as in Definition 3.86 and a commutative square

Y
∆g // Y ×Z Y

W ′

k′

OO

� � // W

h

OO
k

dd

there exists (unique) k such that the whole diagram is commutative. Indeed, the
fact that g is formally unramified implies that pr1 ◦h = pr2 ◦h : W → Y , and then
we can take k := pr1 ◦ h.

Corollary 3.99. Let X
f−→ Y

g−→ Z be morphisms of schemes with g formally
étale. Then f is formally unramified (respectively formally smooth, respectively
formally étale) if and only if g ◦ f is formally unramified (respectively formally
smooth, respectively formally étale).

Lemma 3.100. A morphism of rings φ : A → B is formally unramified if and
only if ΩB/A = 0.

Proof. Assume first that ΩB/A = 0. Then in a commutative diagram of rings

A
φ //

ρ

��

B

ψ′

��

ψ̃

�� ψvv
C // // C/I

(where I ⊂ C is an ideal such that I2 = 0) necessarily ψ̃ = ψ, since (by
Lemma A.25) ψ̃ − ψ ∈ DerA(B, I) ∼= HomB(ΩB/A, I) = 0. By definition, this
proves that φ is formally unramified.
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Assume conversely that φ is formally unramified. Again by Lemma A.25 there
is a commutative diagram of rings (where B ⊕ ΩB/A is a ring with multiplication
(b, ω)(b′, ω′) := (bb′, bω′ + b′ω))

A
φ //

(φ,0)

��

B

id

��

(id,dB/A)

zz (id,0)tt
B ⊕ ΩB/A // B.

The hypothesis on φ implies that dB/A = 0, whence ΩB/A = 0.

Corollary 3.101. A morphism of schemes f : X → Y is formally unramified if
and only if ΩX/Y = 0.

Proof. It follows immediately from Proposition 3.96 and the fact that, if U ⊆ X
and V ⊆ Y are open subschemes such that f(U) ⊆ V , then ΩX/Y |U ∼= ΩU/V .

Lemma 3.102. Let A→ A′ be a morphism of rings and I ⊂ A′ an ideal. If A→
A′/I is formally smooth, then dIA′/A : I/I2 → ΩA′/A ⊗A′ (A′/I) is left invertible,

and the viceversa is also true if A→ A′ is formally smooth.

Proof. By Lemma A.26 dIA′/A is left invertible if and only if there is a morphism

of A-algebras φ : A′/I → A′/I2 such that π ◦ φ = idA′/I. Now, such a φ exists
by definition if A → A′/I is formally smooth (note that A′/I ∼= (A′/I2)/(I/I2)
and obviously I/I2 ⊂ A′/I2 is a nilpotent ideal). Conversely, assuming that such
a φ exists and that A → A′ is formally smooth, we have to prove that given a
commutative square

A //

��

A′/I

��

ψ

}}
B // // B/J

(where J ⊂ B is an ideal such that J2 = 0), there is a morphism ψ such that
the diagram remains commutative. Since A → A′ is formally smooth, there is a
morphism of A-algebras ψ′ : A′ → B such that A′ � A′/I→ B/J factors through
ψ′. Then clearly ψ′(I) ⊆ J, so that ψ′ induces a morphism ψ̃ : A′/I2 → B/J2 = B,
and it is immediate to see ψ := ψ̃ ◦ φ has the required property.

Corollary 3.103. If A→ B is a formally smooth morphism of rings, then ΩB/A
is a projective B-module.

Proof. Clearly B ∼= A′/I as A-algebras, where A′ = A[ti]i∈I for some set I and I ⊂
A′ is an ideal. Then dIA′/A is left invertible, which implies that coker dIA′/A

∼= ΩB/A

is an direct summand of ΩA′/A⊗A′B ∼= BI (hence it is a projective B-module).
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3.6 Unramified, smooth and étale morphisms

Definition 3.104. A morphism of schemes is unramified if it is formally unram-
ified and locally of finite type; it is smooth (respectively étale) if it is formally
smooth (respectively formally étale) and locally of finite presentation.

Remark 3.105. In [9] a morphism of schemes is defined to be unramified if it is
formally unramified and locally of finite presentation.

Definition 3.106. A morphism of rings φ : A → B is unramified (respectively
smooth, respectively étale) if the morphism of schemes Specφ : SpecB → SpecA
is unramified (respectively smooth, respectively étale).

Remark 3.107. Obviously a morphism (of schemes or of rings) is étale if and
only if it is unramified and smooth.

Remark 3.108. It follows from Example 3.22 and Example 3.91 that an immer-
sion of schemes is unramified and that an open immersion is étale (whereas a
closed immersion is not smooth in general).

Proposition 3.109. For morphisms of schemes, the properties of being unrami-
fied, smooth and étale are stable under composition and base change and are local
on the domain and on the codomain.

Proof. By Proposition 3.95, Proposition 3.96 and Corollary 3.25 it remains to show
that the property of being smooth is local. So (remembering that open immersions
are smooth) we can assume that {Ui}i∈I is an open cover of X and f : X → Y
is a morphism such that fi := f |Ui is smooth for every i ∈ I, and we have to
prove that f is formally smooth, i.e. that given a commutative square like (3.1),
there exists k making the diagram commute. Let P be the sheaf on |W ′| = |W |
defined in the following way: for every U ⊆W open P(U) is the set of morphisms
kU : U → X such that

X
f // Y

U ′

k′|U′

OO

� � // U

kU

``

h|U

OO

commutes (where U ′ := U ×W W ′ ⊆W ′). Using Lemma A.25 it is not difficult to
prove that P is in a natural way a pseudo-torsor (see Definition A.28) under the
(additive) sheaf of groups H := HomW ′(k

′∗ΩX/Y , I). fi being formally smooth
means that P(U) 6= ∅ if U is affine and k′(U ′) ⊆ Ui, so that P is actually a
H-torsor. As k′

∗
ΩX/Y is an OW ′-module of finite presentation by Lemma 3.28,

it follows from Lemma A.30 that H is quasi-coherent, whence H1(W ′,H) = 0.
Therefore P is trivial by Proposition A.29; in particular, it has global sections, i.e.
there exists k : W → X such that (3.1) commutes.
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Definition 3.110. A morphism of schemes f : X → Y is unramified (respectively
smooth, respectively étale) at x ∈ X if there exists an open neighbourhood U of x
such that f |U is unramified (respectively smooth, respectively étale).

Remark 3.111. By Proposition 3.109 f : X → Y is unramified (respectively
smooth, respectively étale) if and only if it is unramified (respectively smooth,
respectively étale) at every point of X. It is also clear from the definition that in
any case the set of points where f is unramified (respectively smooth, respectively
étale) is open in X.

Remark 3.112. If a morphism of schemes f : X → Y is smooth, then ΩX/Y is a
locally free OX -module. Indeed, if f is smooth at x ∈ X, then ΩX/Y is of finite
presentation in a neighbourhood of x by Lemma 3.28, so that (ΩX/Y )x is a finitely
generated projective OX,x-module by Corollary 3.103 (for modules the property
of being projective is clearly stable under localization), hence (ΩX/Y )x ∼= OnX,x for
some n ∈ N (it follows easily from Nakayama’s lemma that a finitely generated
projective module over a local ring is free). Therefore by Corollary A.31 there is
an open neighbourhood U of x such that ΩU/Y ∼= OnU .

Proposition 3.113. Let X
f−→ Y

g−→ Z be morphisms of schemes.

1. If g ◦ f is unramified, then f is unramified, too.

2. If g ◦ f is smooth and g is unramified, then f is smooth.

Proof. It follows from Proposition 3.27 and Proposition 3.98.

Corollary 3.114. Let X
f−→ Y

g−→ Z be morphisms of schemes with g étale.
Then f is unramified (respectively smooth, respectively étale) if and only if g ◦ f
is unramified (respectively smooth, respectively étale).

We are going to see that unramified, smooth and étale morphisms could be
defined in several alternative (equivalent) ways.

Proposition 3.115. Let f : X → Y be a morphism of schemes. Assuming f is
of finite type at x ∈ X, and setting y := f(x) ∈ Y , the following conditions are
equivalent:

1. f is unramified at x;

2. f#
x : OY,y → OX,x is a formally unramified morphism of rings;

3. (Jacobian criterion) if SpecB ∼= U ⊆ X and SpecA ∼= V ⊆ Y are open
affine neighbourhoods of x and y such that f(U) ⊆ V and B ∼= A′/I as A-
algebra (where A′ := A[t1, . . . , tn] for some n ∈ N and I ⊂ A′ is an ideal),
then, denoting by p′ ∈ SpecA′ the prime ideal corresponding to x, there exist

P1, . . . Pn ∈ I such that det
(
∂Pj
∂ti

)
1≤i,j≤n

/∈ p′;
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4. (ΩX/Y )x = 0;

5. ∆f : X → X ×Y X is a local isomorphism at x;

6. the induced morphism f−1(y)→ Specκ(y) is unramified at x.

Proof. (1) ⇔ (4). It follows from Corollary 3.101, taking into account that, if
(ΩX/Y )x = 0, there exists an open neighbourhood U of x such that ΩX/Y |U ∼=
ΩU/Y = 0 (because, by Lemma 3.28, ΩX/Y is an OX -module of finite type in a
neighbourhood of x).

(2)⇔ (4). Since (ΩX/Y )x ∼= ΩOX,x/OY,y , this follows from Lemma 3.100.
(3)⇔ (4). [21, V, Thm. 5].
(4)⇔ (5). As ∆f is an immersion, X can be identified with a closed subscheme

of W (defined by some ideal sheaf I ⊂ OW ), where W is an open subscheme of
X ×Y X. Since ΩX/Y ∼= I/I2|X , we have (ΩX/Y )x ∼= I(x,x)/I2

(x,x). Now, if ∆f

is a local isomorphism at x, I(x,x) = 0, so that (ΩX/Y )x = 0. Conversely, if
(ΩX/Y )x = 0, then, taking into account that I is an OW -module of finite type in
a neighbourhood of x (see the proof of Lemma 3.26), I(x,x) = 0 by Nakayama’s
lemma (obviously I(x,x) ⊆ m(x,x)), whence I|V = 0 for some open neighbourhood
V of (x, x) in W , which proves that ∆f is a local isomorphism at x.

(1)⇒ (6). It follows from Proposition 3.109.
(6)⇒ (4). Denoting by i : f−1(y) ↪→ X the natural morphism, we have

(Ωf−1(y)/ Specκ(y))x ∼= (i∗ΩX/Y )x
∼= (ΩX/Y )x ⊗OX,x Of−1(y),x

∼= (ΩX/Y )x/my(ΩX/Y )x.

On the other hand, we know that (Ωf−1(y)/ Specκ(y))x = 0 by the already proved
equivalence between (1) and (4). Therefore (ΩX/Y )x = 0 by Nakayama’s lemma
(we have already noted that (ΩX/Y )x is a finitely generated OX,x-module).

Corollary 3.116. A morphism locally of finite type of schemes f : X → Y is
unramified if and only if ΩX/Y = 0, if and only if ∆f : X → X ×Y X is an open
immersion.

Remark 3.117. By Proposition 3.115, in order to see if a morphism of schemes
is unramified, it is enough to look at the fibres, hence one can reduce to consider
morphisms locally of finite type to SpecK (K a field). It can be proved (see [21,
III, Prop. 11]) that a morphism of finite type of rings K→ A is unramified if and
only if A is isomorphic (as K-algebra) to a finite product of finite separable field
extensions of K. It follows easily that, if a morphism of schemes f : X → Y is of
finite type at x ∈ X, then f is unramified at x if and only if myOX,x = mx and the
natural map (induced by f#

x ) κ(y) = OY,y/my → Of−1(y),x
∼= OX,x/myOX,x = κ(x)

is a finite separable extension of fields (which is the definition of [11]). This fact
clearly implies that, if f is unramified at x, then it is quasi-finite at x (hence every
unramified morphism of schemes is locally quasi-finite).
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Definition 3.118. Let K be a field. A morphism of schemes f : X → SpecK (or
X, by abuse of notation) is geometrically regular at x ∈ X if X ×SpecK SpecK is
regular at every point lying over x. f is geometrically regular if it is geometrically
regular at every point of X.

Lemma 3.119. Let f : X → SpecK (K a field) be a morphism of schemes. If f
is of finite type at x ∈ X, then f is smooth at x if and only if it is geometrically
regular at x. If moreover K is perfect, then this is the case if and only if X is
regular at x.

Proof. The second statement is proved in [17, Prop. 7.6], and then the first follows
from [17, Prop. 4.6].

Proposition 3.120. Let f : X → Y be a morphism of schemes. Assuming f is of
finite presentation at x ∈ X, and setting y := f(x) ∈ Y , the following conditions
are equivalent:

1. f is smooth at x;

2. f#
x : OY,y → OX,x is a formally smooth morphism of rings;

3. (Jacobian criterion) if SpecB ∼= U ⊆ X and SpecA ∼= V ⊆ Y are open affine
neighbourhoods of x and y such that f(U) ⊆ V and B ∼= A′/I as A-algebra
(where A′ := A[t1, . . . , tn] for some n ∈ N and I ⊂ A′ is a finitely generated
ideal), then, denoting by p′ ∈ SpecA′ the prime ideal corresponding to x,
there exist m ≤ n (and then m = n− dimx f), P1, . . . , Pm ∈ I and 1 ≤ l1 <
· · · < lm ≤ n such that (P1, . . . , Pm)p′ = Ip′ and det

(
∂Pj
∂tli

)
1≤i,j≤m

/∈ p′;

4. f is flat at x and the induced morphism f−1(y)→ Specκ(y) is smooth at x;

5. f is flat at x and f−1(y)→ Specκ(y) is geometrically regular at x;

6. f is flat at x and (ΩX/Y )x is a free OX,x-module of rank dimx f .

Proof. (1) ⇔ (2) ⇔ (3). Let q ∈ SpecB and p ∈ SpecA be the prime ideals
corresponding to x and y, so that p (respectively p′) is the inverse image of q in
A (respectively in A′). Now, f#

x , which can be identified with the natural mor-
phism Ap → Bq, is formally smooth if and only if A → Bq is formally smooth
(as A → Ap is formally étale by Example 3.93, this follows from Corollary 3.99),
and similarly one can show that f is smooth at x if and only if there exists
b ∈ B \ q such that A → Bb is formally smooth. Since A → A′p′ is formally
smooth (by Example 3.92 and Example 3.93), it follows from Lemma 3.102 that

A→ Bq = A′p′/Ip′ is formally smooth if and only if d
Ip′

A′
p′/A

, which can be identified

with the natural morphism of Bq-modules (dIA′/A)q : (I/I2)q → (ΩA′/A ⊗A′ B)q,
is left invertible; in the same way, one sees that A → Bb is formally smooth if
and only if (dIA′/A)b : (I/I2)b → (ΩA′/A ⊗A′ B)b is left invertible. Therefore, by
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Lemma A.27 applied to the morphism of B-modules dIA′/A : I/I2 → ΩA′/A ⊗A′ B
(note that I/I2 is finitely generated because I is, and ΩA′/A⊗A′B ∼= Bn is projec-
tive), we obtain that (1) and (2) are both equivalent to the following: there exist
P̄1, . . . , P̄m ∈ I/I2 and ϕ̄1, . . . ϕ̄m ∈ (ΩA′/A ⊗A′ B)∨ such that (P̄1, . . . , P̄m)q =

(I/I2)q and det
(
ϕ̄i(d

I
A′/A(P̄j))

)
1≤i,j≤m /∈ q. By Nakayama’s lemma this last con-

dition is equivalent to the existence of P1, . . . , Pm ∈ I and ϕ1, . . . ϕm ∈ Ω∨A′/A such

that (P1, . . . , Pm)p′ = Ip′ and det
(
ϕi(dA′/A(Pj))

)
1≤i,j≤m /∈ p′. Then the conclu-

sion follows from the fact that Ω∨A′/A is a free A′-module with base given by the

elements defined by dA′/A(P ) 7→ ∂P
∂ti

(for i = 1, . . . , n). It is also clear that m− n
coincides with the rank of the free (by Remark 3.112) OX,x-module (ΩX/Y )x, so
that the equivalence between (1) and (6) will imply that m = n− dimx f .

(3) ⇒ (4). Since smoothness is stable under base change, it remains to prove
that f is flat at x, i.e. (in the above notation) that the morphism of rings Ap → Bq

is flat. For i = 1, . . .m, let P ′i (respectively P̄i) be the image of Pi in Ip′ ⊆ A′p′
(respectively in C := A′p′ ⊗Ap

κ(p) ∼= A′p′/pA
′
p′) and denote by m ∼= p′p′/pA

′
p′ the

maximal ideal of C. Then we claim that the images of P̄1, . . . P̄m in m/m2 are
linearly independent (over C/m ∼= κ(p′)). Indeed, assume on the contrary they are
not: then there exist R1, . . . , Rm ∈ A′p′ not all in p′p′ such that

∑m
j=1 P̄jR̄j ∈ m2 (R̄j

denoting the image of Rj in C), or, equivalently, such that
∑m
j=1 P

′
jRj ∈ p′

2
p′+pA′p′ .

Now, we can find Q1, . . . , Qm ∈ A′ not all in p′ such that Rj = Qj/S for some

S ∈ A′ \ p′ and for every j = 1, . . . ,m, and then we have
∑m
j=1 PjQj ∈ p′

2
+ pA′.

Therefore for every i = 1, . . . , n

p′ 3 ∂

∂ti

m∑
j=1

PjQj =

m∑
j=1

Pj
∂Qj
∂ti

+

m∑
j=1

Qj
∂Pj
∂ti

,

whence
∑m
j=1Qj

∂Pj
∂ti
∈ p′ (since each Pj ∈ I ⊆ p′). As p′ is prime, it is easy to

see that this last fact contradicts the hypotheses that det
(
∂Pj
∂tli

)
1≤i,j≤m

/∈ p′ and

that not all the Qj are in p′; so the claim is proved. Since C is a regular local ring
(it is isomorphic to a localization at a prime ideal of κ(p)[t1, . . . , tn]), it follows
that (P̄1, . . . P̄m) is a regular sequence in C (see e.g. [12, Thm. 169]). Then Ap →
A′p′/(P

′
1, . . . , P

′
m) = A′p′/Ip′ = Bq is flat by [9, Thm. 11.3.8] (equivalence between

b) and c), applied to the flat morphism of finite presentation SpecA′ → SpecA

with F = OSpecA′ and gi = P̃i).
(4) ⇒ (3). Keeping the above notation, we set Ā′ := A′ ⊗A κ(p) (which is

isomorphic to κ(p)[t1, . . . , tn]), B̄ := B ⊗A κ(p), Ī := ker(Ā′ � B̄) (note that
there is a natural surjective map I ⊗A κ(p) � Ī) and we denote by p̄′ ∈ Spec Ā′

and q̄ ∈ Spec B̄ the images of p′ and q. Applying −⊗Ap
κ(p) to the exact sequence

0→ Ip′ → A′p′ → Bq → 0 we obtain the exact sequence

0→ Ip′/pIp′ ∼= Īp̄′ → A′p′/pA
′
p′
∼= Ā′p̄′ → Bq/pBq

∼= B̄q̄ → 0
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(Tor
Ap

1 (Bq, κ(p)) = 0 because Ap → Bq is flat). As κ(p) → B̄q̄ is formally
smooth, by the already proved equivalence between (2) and (3) there exist m ≤ n,
P̄1, . . . P̄m ∈ Ī and 1 ≤ l1 < · · · < lm ≤ n such that (P̄1, . . . P̄m)p̄′ = Īp̄′ and

det
(
∂P̄j
∂tli

)
1≤i,j≤m

/∈ p̄′. We can assume without loss of generality that each P̄j is

the image of some Pj ∈ I, and then (P1, . . . , Pm)p′ = Ip′ by Nakayama’s lemma

and det
(
∂Pj
∂tli

)
1≤i,j≤m

/∈ p′.

(4)⇔ (5). By Lemma 3.119.
(1)⇔ (6). See [17, Thm. 8.4].

Corollary 3.121. A morphism locally of finite presentation of schemes f : X → Y
is smooth if and only if it is flat and has smooth (or geometrically regular) fibres,
if and only if it is flat and ΩX/Y is a locally free OX-module whose rank at every
point x ∈ X is dimx f .

Remark 3.122. If f : X → Y is a smooth morphism of schemes such that
dimx f = n for some n ∈ N and for every x ∈ X (this is certainly the case if
X is connected, since dimx f coincides with the rank of (ΩX/Y )x, which is a lo-
cally constant function on X), then f is said to be smooth of relative dimension
n. For smooth morphisms the relative dimension is stable under base change and
is additive under composition.

Remark 3.123. It can be proved (see [17, page 92]) that for morphisms (au-
tomatically of finite presentation) between schemes of finite type over a field
the definition of smoothness is equivalent to that of [11]: namely, with this hy-
pothesis f : X → Y is smooth of relative dimension n if and only if it is flat,
dimX ′ = dimY ′ + n for every irreducible components X ′ ⊆ X and Y ′ ⊆ Y with
f(X ′) ⊆ Y ′, and dimκ(x)(ΩX/Y ⊗OX κ(x)) = n for every x ∈ X.

Remark 3.124. Every smooth morphism of schemes is open by Proposition 3.81.

Proposition 3.125. Let f : X → Y be a morphism of schemes. Assuming f is of
finite presentation at x ∈ X, and setting y := f(x) ∈ Y , the following conditions
are equivalent:

1. f is étale at x;

2. f#
x : OY,y → OX,x is a formally étale morphism of rings;

3. (Jacobian criterion) if SpecB ∼= U ⊆ X and SpecA ∼= V ⊆ Y are open
affine neighbourhoods of x and y such that f(U) ⊆ V and B ∼= A′/I as
A-algebra (where A′ := A[t1, . . . , tn] for some n ∈ N and I ⊂ A′ is a
finitely generated ideal), then, denoting by p′ ∈ SpecA′ the prime ideal cor-
responding to x, there exist P1, . . . , Pn ∈ I such that (P1, . . . , Pn)p′ = Ip′

and det
(
∂Pj
∂ti

)
1≤i,j≤n

/∈ p′;
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4. f is smooth at x and dimx f = 0;

5. f is smooth and quasi-finite at x;

6. f is flat and unramified at x.

Proof. (1) ⇔ (2) ⇔ (3) ⇔ (4) ⇒ (6). It follows from Proposition 3.115 and
Proposition 3.120.

(4)⇔ (5). It follows from Remark 3.56.
(6)⇒ (1). By Proposition 3.120 it is enough to show that f−1(y)→ Specκ(y)

is geometrically regular at x, hence we have to prove the following: if K → A is
an unramified morphism of rings, where K is an algebraically closed field, then
Ap is regular for every p ∈ SpecA. Now, by Remark 3.117, A is isomorphic (as
K-algebra) to the product of a finite number of copies of K, so that Ap

∼= K is
obviously regular for every p ∈ SpecA.

Corollary 3.126. A morphism locally of finite presentation of schemes f : X → Y
is étale if and only if it is smooth and locally quasi-finite (or of relative dimension
0), if and only if it is flat and unramified.

Example 3.127. Let A be a ring, P ∈ A[t] and B := A[t]/(P ). If b ∈ B is such
that the image of dP

dt in Bb is invertible, then the natural morphism A → Bb is
étale by the Jacobian criterion. When P is a monic polynomial, a morphism of
this form is called étale standard. It can be proved (see [21, V, Thm. 1]) that every
étale morphism of schemes f : X → Y is locally standard, in the sense that for
every x ∈ X there are open affine neighbourhoods U of x and V of f(x) such that
f(U) ⊆ V and the induced morphism of rings OV (V )→ OU (U) is étale standard.

Proposition 3.128. A morphism of schemes f : X → Y is unramified if and only
if there exists an open cover {Ui}i∈I of X such that f |Ui = gi ◦ hi, where gi is an
étale morphism and hi is a closed immersion for every i ∈ I.

Proof. [21, V, Thm. 1].

Proposition 3.129. A morphism of schemes X → Y is smooth if and only if
there exist an open cover {Ui}i∈I of X and for every i ∈ I an étale morphism
Ui → AniY (for some ni ∈ N) in Sch/Y .

Proof. The other implication being clear, we have to show that every smooth
morphism satisfies the stated condition. Since the question is local both on the
domain (by definition) and on the codomain (because open immersions are étale),
we can assume that A → B = A′/I (where A′ := A[t1, . . . , tn] and I ⊂ A′ is a
finitely generated ideal) is a smooth morphism of rings, and we have to prove that,
given q ∈ SpecB, there exists b ∈ B \ q such that A → Bb is the composition of
a polynomial extension A → Ã and of an étale morphism Ã → Bb. Denoting by
p′ ∈ SpecA′ the inverse image of q, by the Jacobian criterion there exist m ≤ n,
P1, . . . Pm ∈ I and 1 ≤ l1 < · · · < lm ≤ n such that (P1, . . . , Pm)p′ = Ip′ and
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D := det
(
∂Pj
∂tli

)
1≤i,j≤m

/∈ p′. As I is finitely generated, it follows that there

exists P ∈ A′ \ p′ such that (P1, . . . , Pm)P = IP and the image of D in A′P
is invertible. Let Ã := A[ti]i∈{1,...,n}\{l1,...,lm}, denote by b ∈ B the image of
P , and set Pm+1 := tlm+1P − 1 (where tlm+1 is a new variable): then Bb ∼=
Ã[tl1 , . . . , tlm+1

]/(P1, . . . , Pm+1) and det
(
∂Pj
∂tli

)
1≤i,j≤m+1

= PD is such that its

image in Bb is invertible, whence Ã→ Bb is étale again by the Jacobian criterion.

Corollary 3.130. Given a smooth and surjective morphism of schemes f : X →
Y , there exists a morphism g : X ′ → X such that f ◦ g : X ′ → Y is étale and
surjective.

Proof. First we claim that we can find an open cover {Ui}i∈I of X and for every
i ∈ I an étale morphism hi : Ui → AniY (for some ni ∈ N) in Sch/Y , with the
additional property that there exists a morphism si : Y → AniY in Sch/Y such that
si(f(Ui)) ⊆ hi(Ui). Indeed, for every x ∈ X by Proposition 3.129 there is an open
neighbourhood U of x and an étale morphism h : U → AnY (for some n ∈ N) in
Sch/Y . Since h(U) ⊆ AnY and f(U) ⊆ Y are open (by Remark 3.124), we can find
a morphism s : Y → AnY in Sch/Y and an open neighbourhood f(x) ∈ V ⊆ f(U)
such that s(V ) ⊆ h(U). Then U ′ := U ∩ f−1(V ) is such that s(f(U ′)) ⊆ h(U ′),
and the claim follows.

Now, consider for every i ∈ I the cartesian diagram

U ′i
gi //

h′i

��

Ui

hi

��
Y

si
// AniY

�

and let g : X ′ :=
∐
i∈I U

′
i → X be the morphism induced by the morphisms

U ′i
gi−→ Ui ⊆ X. Then (denoting by pi : AniY → Y the structure morphism)

(f ◦ g)|U ′i = f |Ui ◦ gi = pi ◦ hi ◦ gi = pi ◦ si ◦ h′i = h′i

is étale for every i ∈ I, so that f ◦ g is étale. Moreover, for every y ∈ Y let
i ∈ I and x ∈ Ui be such that y = f(x): by hypothesis there exists x̃ ∈ Ui such
that si(y) = hi(x̃), whence there exists x′ ∈ U ′i ⊆ X ′ such that gi(x

′) = x̃ and
h′i(x

′) = (f ◦ g)(x′) = y, which shows that f ◦ g is surjective.

4 Presheaves, sheaves and equivalence relations

4.1 The category of presheaves

Definition 4.1. A presheaf (of sets) on a category C is a functor C◦ → Set. A
morphism of presheaves on C is just a natural transformation of such functors.
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The category of presheaves on C will be denoted by Ĉ := Fun(C◦,Set).

The following example explains why this notion of presheaf is a generalization
of the usual notion of presheaf on a topological space.

Example 4.2. If X is a topological space, let Open(X) be the category having
as objects the open subsets of X and as morphisms the inclusions: more precisely
HomOpen(X)(U, V ) is empty if U * V , otherwise it contains just one element, the

natural inclusion U ⊆ V . Then it is immediate to see that ̂Open(X) is the usual
category of presheaves (of sets) on X.

In the following, given a presheaf F ∈ Ĉ, a morphism f : U → V in C and
η ∈ F (V ), if F is clear from the context, F (f)(η) ∈ F (U) will be usually denoted
by f∗(η), or even by η|U if there can be no doubt about f .

Every object of C can be naturally viewed as a presheaf: indeed, to each U ∈ C
we can associate hU := HomC(−, U) ∈ Ĉ. Moreover, every morphism f : U → V

of C induces a morphism hf : hU → hV of Ĉ, i.e. a natural transformation of
functors HomC(−, U)→ HomC(−, V ), defined by

hf (W ) : hU (W ) = HomC(W,U)→ HomC(W,V ) = hV (W )

g 7→ f ◦ g

for every W ∈ C. It is immediate to see that this defines a functor h: C → Ĉ.
We are going to see that h identifies C with a full subcategory of Ĉ: this is a
consequence of the following fundamental result, whose proof is straightforward.

Proposition 4.3 (Yoneda’s lemma). For every U ∈ C and every F ∈ Ĉ there is
a natural bijection (of sets) F (U) ∼= HomĈ(hU , F ). Explicitly, the map

ΦF,U : HomĈ(hU , F )→ F (U)

α 7→ α(U)(idU )

is bijective and its inverse is the map

ΨF,U : F (U)→ HomĈ(hU , F )

ξ 7→ ξ̃

where, for every W ∈ C, ξ̃(W ) : hU (W ) = HomC(W,U) → F (W ) is defined by
f 7→ F (f)(ξ).

Corollary 4.4. The functor h: C→ Ĉ is fully faithful.

Proof. Just notice that if in Proposition 4.3 we take F = hV for some V ∈ C,
then the bijective map ΨhV ,U : hV (U) = HomC(U, V )→ HomĈ(hU ,hV ) coincides
with the natural map defined by h.
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Definition 4.5. A presheaf F ∈ Ĉ is representable if it is isomorphic to hU for
some U ∈ C.

Corollary 4.6. F ∈ Ĉ is representable if and only if there exist U ∈ C and
ξ ∈ F (U) which is a “universal object” for F in the following sense: for all V ∈ C
and η ∈ F (V ), there exists a unique f : V → U in C such that η = f∗(ξ).

Proof. If F is representable, there is an isomorphism α : hU
∼−→ F in Ĉ, and it

is easy to see that ΦF,U (α) = α(U)(idU ) ∈ F (U) is a universal object for F .
Conversely, if ξ ∈ F (U) is a universal object for F , it is clear by definition that
ΨF,U (ξ) ∈ HomĈ(hU , F ) is an isomorphism.

Remark 4.7. By Corollary 4.4 the functor h gives an equivalence of categories
between C and the strictly full subcategory of Ĉ whose objects are representable
presheaves. In the following we will usually identify these two categories, thus
writing, for instance, U instead of hU . Moreover, we will avoid the explicit mention
of the isomorphisms provided by Yoneda’s lemma: every ξ ∈ F (U) will be regarded

also as a morphism ξ : U → F in Ĉ. In particular, for all U, V ∈ C we will often
write, accordingly, V (U) instead of HomC(U, V ) = HomĈ(U, V ).

Proposition 4.8. For every category C, the category of presheaves Ĉ has ker-
nels, cokernels, (fibred) products and (fibred) coproducts, and all of them can be
computed “componentwise”. This means that, for instance in the case of fibred
products, given morphisms αi : Fi → F (for i = 1, 2) of Ĉ, G := F1 α1×α2 F2 is
defined as follows: G(U) := F1(U) α1(U)×α2(U) F2(U) (fibred product in Set) for
every object U of C and G(f) := F1(f) × F2(f) for every morphism f of C; the
projections G→ Fi are of course given by the projections G(U)→ Fi(U).

Moreover, if C has kernels or (fibred) products, then h: C → Ĉ preserves
them.

Proof. Straightforward from the definitions.

Definition 4.9. A morphism α : F → G of Ĉ is representable if for every V ∈ C
and every η ∈ G(V ) the presheaf F α×η V is representable.

Remark 4.10. C has fibred products if and only if every morphism of C (regarded

as a morphism of Ĉ) is representable.

Using Lemma A.1 it is easy to prove the following result.

Proposition 4.11. For morphisms of Ĉ the property of being representable is
stable under composition and base change.

Definition 4.12. Let P be a property of morphisms of C which is stable under
base change. We will say that a representable morphism α : F → G of Ĉ satisfies
P if for every V ∈ C and every η ∈ G(V ) the induced morphism F α×η V → V
(which is a morphism of representable presheaves, hence can be identified with a
morphism of C by Yoneda’s lemma) satisfies P.
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Remark 4.13. In the hypotheses of the above definition, it is clear that a mor-
phism of C satisfies P in C if and only if it satisfies P as representable morphism of
presheaves. Moreover, it follows from Proposition 4.11 and Lemma A.1 that, for
representable morphisms of Ĉ, the property P remains stable under base change
(and also under composition, if P is stable under composition for morphisms of
C).

Proposition 4.14. Let C be a category with fibred products and finite products.
Given F ∈ Ĉ, the diagonal morphism ∆F : F → F × F of Ĉ is representable if
and only if for every U ∈ C and every ξ ∈ F (U) the morphism ξ : U → F of Ĉ
is representable. In this case, moreover, ∆F satisfies a property P of morphisms
of C which is stable under base change if for all U ∈ C and all ξ1, ξ2 ∈ F (U) the
natural morphism of representable presheaves U ξ1×ξ2 U → U × U satisfies P.

Proof. Assume first that ∆F is representable. We have to show that for all U, V ∈
C, all ξ ∈ F (U) and all η ∈ F (V ) the presheaf U ξ×η V is representable. Since
U × V ∈ C by hypothesis, this follows from the cartesian diagram

U ξ×η V

��

// F

∆F

��
U × V

ξ×η
// F × F.

�

Conversely, assuming that every morphism from a representable presheaf to F
is representable, we have to prove that for all U ∈ C and all ξ1, ξ2 ∈ F (U) the
presheaf F ∆F

×(ξ1,ξ2) U is representable. Now, it follows from the hypotheses that
in the commutative diagram with cartesian squares

G

��

// U ξ1×ξ2 U

��

// F

∆F

��
U

∆U

// U × U

�

ξ1×ξ2
// F × F

�

all terms of the square on the left are representable. It is then enough to notice
that, since (ξ1 × ξ2) ◦∆U = (ξ1, ξ2), F ∆F

×(ξ1,ξ2) U ∼= G by Lemma A.1. The last
statement is then also clear.

Proposition 4.15. Let C be a category and α : F → G a morphism of Ĉ.
Then α is a monomorphism (respectively an epimorphism) if and only if the map
α(U) : F (U)→ G(U) is injective (respectively surjective) for every U ∈ C. In par-
ticular, a morphism of C is a monomorphism in C if and only if it is a monomor-
phism in Ĉ.

Proof. If α is a monomorphism, then for every U ∈ C the map HomĈ(U,F )
α◦−−→

HomĈ(U,G), which can be identified with α(U) by Yoneda’s lemma, is injective by
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definition. If α is an epimorphism, then, since the natural morphisms j1, j2 : G→
G
∐
F G are such that j1 ◦ α = j2 ◦ α, we have j1 = j2. This means that j1(U) =

j2(U) : G(U) → G(U)
∐
F (U)G(U), whence α(U) is surjective for every U ∈ C.

The converse implications are straightforward to check.

Remark 4.16. Obviously a morphism of C which is an epimorphism in Ĉ is also
an epimorphism in C, but the converse is not true in general (for instance, Z→ Q
is an epimorphism in Rng but not in R̂ng).

Corollary 4.17. A morphism of Ĉ is an isomorphism if and only if it is a
monomorphism and an epimorphism.

Definition 4.18. If α : F → G is a morphism of Ĉ, the image of α is the sub-
presheaf imα of G defined for every U ∈ C by (imα)(U) := imα(U) ⊆ G(U).

Remark 4.19. Every morphism α : F → G in Ĉ factors as the composition of an
epimorphism and a monomorphism through the natural morphisms F � imα ↪→
G (such a factorization is clearly unique up to isomorphism). In particular, α is
a monomorphism (respectively an epimorphism) if and only if F � imα is an
isomorphism (respectively imα = G).

Given a category C and a presheaf H ∈ Ĉ, every object α : F → H of Ĉ/H

naturally determines a presheaf Gα ∈ Ĉ/H defined on objects by

Gα(ξ : U → H) := α(U)−1(ξ) ⊆ F (U)

(and on morphisms, obviously, by Gα(f) := F (f)). Conversely, to every presheaf

G ∈ Ĉ/H we can associate an object αG : FG → H of Ĉ/H as follows: FG is defined
on objects by

FG(U) := {(ξ, g) | ξ ∈ H(U), g ∈ G(ξ)}

and on morphisms by

FG(f : V → U) : FG(U)→ FG(V )

(ξ, g) 7→ (ξ ◦ f,G(f)(g))

whereas αG(U) : FG(U)→ H(U) is clearly given by (ξ, g) 7→ ξ. It is then straight-
forward to prove the following result.

Lemma 4.20. With the above notation, the assignments α 7→ Gα and G 7→
αG extend to functors Ĉ/H → Ĉ/H and Ĉ/H → Ĉ/H , which are quasi-inverse
equivalences of categories.
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4.2 Grothendieck pretopologies, sites and sheaves on a site

Given a category C and U ∈ C, we will denote by Tar(U) the set of all families
{fi : Ui → U}i∈I (where I is an arbitrary set, possibly empty) of morphisms of C
with target U . For later use, we give the following definition.

Definition 4.21. Given U = {fi : Ui → U}i∈I and U ′ = {f ′j : U ′j → U}j∈J in
Tar(U), we will say that U ′ is a refinement of U (and we will write U ≤ U ′) if
for every j ∈ J there is a morphism gj : U ′j → Ui(j) (for some i(j) ∈ I) such that
f ′j = fi(j) ◦ gj (in other words, if every morphism of U ′ factors through one of U).

Definition 4.22. A (Grothendieck) pretopology τ on a category C consists of
the datum, for each object U of C, of a subset Cov(U) = Covτ (U) ⊆ Tar(U)
(whose elements are called coverings or covering families of U for τ), such that
the following axioms are satisfied.

PT0 If {fi : Ui → U}i∈I ∈ Cov(U) and g : V → U is a morphism of C, then the
fibred product V g×fi Ui exists for every i ∈ I.

PT1 If U = {fi : Ui → U}i∈I ∈ Cov(U) and g : V → U is a morphism of C,
then g∗U := {pri : V g×fi Ui → V }i∈I ∈ Cov(V ) (where pri is the natural
projection).

PT2 If {fi : Ui → U}i∈I ∈ Cov(U) and {fij : Uij → Ui}j∈Ji ∈ Cov(Ui) for every
i ∈ I, then {fi ◦ fij : Uij → U}i∈I,j∈Ji ∈ Cov(U).

PT3 If f : V → U is an isomorphism of C, then {f} ∈ Cov(U).

If f : V → U is a morphism of C such that {f} ∈ Cov(U), we will say that
f is a covering morphism (for τ). Note that for morphisms of C the property of
being covering is stable under base change.

Definition 4.23. A site is a couple (C, τ), where τ is a pretopology on the cate-
gory C.

Remark 4.24. Of course, as the name pretopology suggests, there is also a no-
tion of (Grothendieck) topology, which we are not going to define here, since its
use is not necessary for our purposes. The interested reader can find the basic
facts about topologies and relations between topologies and pretopologies in Sec-
tion B.2. Here it is enough to point out the following facts. Every pretopology
generates a topology, but different pretopologies can generate the same topology
(in general, not every topology is generated by some pretopology; this happens,
however, if the category has fibred products). The correct definition of site is that
it is a couple formed by a category and a topology on it. Usually what is really
relevant is the topology and not the particular pretopology which generates it: for
instance, sheaves (which are the objects one is mainly interested in when dealing
with (pre)topologies) can be defined in terms of a pretopology τ , but they actually
depend only the topology generated by τ . The classical names which we will give
to some pretopologies should be reserved to the topologies generated by them.
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Remark 4.25. If (C, τ) is a site, then for every U ∈ C the preordered set
(Cov(U),≤) is filtered. Indeed, if U = {Ui → U}i∈I ,U ′ = {U ′j → U}j∈J ∈
Cov(U), then by PT1 {Ui ×U U ′j → Ui}j∈J ∈ Cov(Ui) for every i ∈ I, whence
{Ui×U U ′j → U}i∈I,j∈J ∈ Cov(U) by PT2, and clearly it is a common refinement
of U and U ′.
Example 4.26. On every category C one can consider the pretopology such that
the covering families of U ∈ C are exactly those formed by a single morphism,
which is an isomorphism (with target U); this pretopology is called chaotic. On
the other hand, if C has fibre products, one can define a pretopology by setting
Cov(U) := Tar(U) for every U ∈ C; this pretopology is called discrete.

Example 4.27. If X is a topological space, on the category Open(X) we can
consider the standard pretopology std, which is defined as follows: given Ui ⊆ U
(i ∈ I) open subsets of X, {Ui ⊆ U}i∈I ∈ Covstd(U) if and only if U =

⋃
i∈I Ui

(i.e., if and only if the Ui are an open cover of U in the usual sense). Indeed, it
is immediate to check that std satisfies the axioms of pretopology, if one observes
that in Open(X) fibred products exist, and they are given by Ui×U Uj = Ui∩Uj .
Example 4.28. There is also a “global” version of the previous example. Namely,
on the category Top of topological spaces the standard pretopology std is defined
as follows: {fi : Ui → U}i∈I ∈ Covstd(U) if and only if U =

⋃
i∈I im fi and

fi is an open immersion for every i ∈ I. The fact that open immersions are
stable under composition and base change immediately implies that std is indeed
a pretopology. With the same definition, the standard pretopology can be put
also on other categories, like the category of differentiable manifolds Diff (notice
that in this case PT0 is satisfied, even if arbitrary fibred products do not exist
in Diff) or the category of schemes Sch (in this case the standard pretopology is
called Zariski, see Example 4.29 below).

Example 4.29. On Sch several pretopologies can be defined: for instance, Zar
(Zariski), ét (étale), sm (smooth) and fppf (faithfully flat and locally of finite
presentation). If τ is one of them, then, by definition, {fi : Ui → U}i∈I ∈ Covτ (U)
if and only if |U | =

⋃
i∈I im|fi| and moreover for every i ∈ I the following holds: fi

is an open immersion if τ = Zar; fi is étale if τ = ét; fi is smooth if τ = sm; fi is flat
and locally of finite presentation if τ = fppf.8 Again, it is easy to check the axioms,
using the fact that each of the above properties (including the “surjectivity” of
the family) is stable under composition and base change.

Definition 4.30. Let (C, τ) be a site. A presheaf F ∈ Ĉ is separated (for τ) if
for every covering {fi : Ui → U}i∈I ∈ Covτ (U) the natural map

f̃ := (F (fi))i∈I : F (U)→
∏
i∈I

F (Ui)

8We do not require that each fi is faithfully flat (i.e., flat and surjective). The name fppf
comes from the fact that the whole family {fi}i∈I must be “surjective”.
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is injective. F is a sheaf (for τ) if moreover, for every covering as above, the
sequence

F (U)
f̃ // ∏

i∈I F (Ui)
p̃r1 //
p̃r2

//
∏
j,k∈I F (Uj ×U Uk)

is exact, where p̃r1 and p̃r2 are the natural maps induced by the projections

prj,k1 : Uj×UUk → Uj and prj,k2 : Uj×UUk → Uk (more precisely, p̃rl := (F (prj,kl )◦
πj,kl )j,k∈I , where πj,k1 :

∏
i∈I F (Ui) → F (Uj) and πj,k2 :

∏
i∈I F (Ui) → F (Uk) are

the natural projections).

Remark 4.31. Let U = {fi : Ui → U}i∈I ∈ Cov(U) and let F ∈ Ĉ. Then, in
the notation of the above definition, it is clear that in any case p̃r1 ◦ f̃ = p̃r2 ◦ f̃
(because fj ◦ prj,k1 = fk ◦ prj,k2 ). Therefore, if we define

F (U) := ker(
∏
i∈I F (Ui)

p̃r1 //
p̃r2

//
∏
j,k∈I F (Uj ×U Uk))

(so that F (U) = {ξ ∈
∏
i∈I F (Ui) | p̃r1(ξ) = p̃r2(ξ)}), we see that f̃ always factors

through a map which we will denote by

λFU : F (U)→ F (U)

(or simply by λU ). Then F is separated (respectively a sheaf) if and only if λFU is
injective (respectively bijective) for every covering U . We will often use this fact
in the following.

For later use, we also fix here some more general notation. Given U =
{fi : Ui → U}i∈I and U ′ = {f ′j : U ′j → U}j∈J in Cov(U) with U ≤ U ′, for ev-

ery F ∈ Ĉ there is a natural induced map λU ′,U = λFU ′,U : F (U)→ F (U ′). Indeed,
if gj : U ′j → Ui(j) (j ∈ J) are such that f ′j = fi(j) ◦ gj , it is clear that the map

(F (gj) ◦ pri(j))j∈J :
∏
i∈I

F (Ui)→
∏
j∈J

F (U ′j)

restricts to a map λU ′,U ({gj}) : F (U)→ F (U ′). It is also easy to see that λU ′,U :=
λU ′,U ({gj}) is well defined: if g′j : U ′j → Ui′(j) (j ∈ J) are other morphisms such
that f ′j = fi′(j) ◦ g′j , then the commutative diagram

U ′j
gj //

g′j

��

Ui(j)

fi(j)

��
Ui′(j)

fi′(j)

// U
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implies that there exists a unique hj : U ′j → Ui(j),i′(j) := Ui(j) ×U Ui′(j) such that
gj = pr ◦ hj and g′j = pr′ ◦ hj (where pr : Ui(j),i′(j) → Ui(j) and pr′ : Ui(j),i′(j) →
Ui′(j) are the projections). Therefore, given ξ = (ξi)i∈I ∈ F (U) ⊆

∏
i∈I F (Ui), we

have

g∗j (ξi(j)) = h∗j (ξi(j)|Ui(j),i′(j)) = h∗j (ξi′(j)|Ui(j),i′(j)) = g′j
∗
(ξi′(j))

for every j ∈ J , and this precisely says that λU ′,U ({gj})(ξ) = λU ′,U ({g′j})(ξ).
Observe that the sets F (U) together with the maps λU ′,U form a direct system
(λU ′′,U = λU ′′,U ′ ◦ λU ′,U if U ≤ U ′ ≤ U ′′ in Cov(U) and λU,U = idF (U)) and that,
under the natural identification F (U) ∼= F ({idU}), λU,{idU} coincides with λU .

Therefore, if F is a sheaf, all the maps λFU ′,U (and not only the λFU ) are bijective.
Similarly, for separated presheaves we have the following generalization.

Lemma 4.32. If F is a separated presheaf, then for all U ∈ C and all U ,U ′ ∈
Cov(U) with U ≤ U ′, the natural map λFU ′,U : F (U)→ F (U ′) is injective.

Proof. If U = {Ui → U}i∈I and U ′ = {U ′j → U}j∈J , then U ≤ U ′ ≤ U ′′, where
U ′′ := {Ui ×U U ′j → U}i∈I,j∈J ∈ Cov(U). It is then enough to show that the map
λU ′′,U = λU ′′,U ′ ◦ λU ′,U : F (U)→ F (U ′′) is injective. Given

ξ = (ξi)i∈I , η = (ηi)i∈I ∈ F (U) ⊆
∏
i∈I

F (Ui)

such that λU ′′,U (ξ) = λU ′′,U (η), for every i ∈ I we have ξi|Ui×UU ′j = ηi|Ui×UU ′j for

all j ∈ J , which implies ξi = ηi (because {Ui×U U ′j → Ui}j∈J ∈ Cov(Ui) and F is
separated), whence ξ = η.

Corollary 4.33. Assume that (for every U ∈ C) Cov′(U) ⊆ Cov(U) is a subset

such that for every U ∈ Cov(U) there exists U ′ ∈ Cov′(U) with U ≤ U ′. If F ∈ Ĉ
is such that λFU ′ is injective (respectively bijective) for every U ∈ C and for every
U ′ ∈ Cov′(U), then F is separated (respectively a sheaf).

Proof. Given U ∈ Cov(U), let U ′ ∈ Cov′(U) be such that U ≤ U ′. Since λU ′ =
λU ′,U ◦ λU is injective, λU is injective, too (so that F is separated). Then, by
Lemma 4.32, λU ′,U is also injective, and this clearly implies that λU is bijective if
λU ′ is bijective.

Finally, we note that every morphism f : U → V of C induces, for every
V ∈ Cov(V ), a natural map F (f,V) : F (V) → F (f∗V). Such maps are clearly
compatible with the direct systems described before (if V ≤ V ′ ∈ Cov(V ), then
λf∗V′,f∗V ◦ F (f,V) = F (f,V ′) ◦ λV′,V).

If (C, τ) is a site, we will denote by (C, τ)∼ (respectively (C, τ)≈), or simply

by C∼ (respectively C≈), the full subcategory of Ĉ whose objects are the sheaves
(respectively the separated presheaves) for τ ; clearly C∼ and C≈ are strictly full

subcategories of Ĉ.
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Example 4.34. On C with the chaotic pretopology every presheaf is a sheaf, so
that C∼ = Ĉ. Therefore, every statement which is valid for an arbitrary category
of sheaves, holds in particular for the categories of presheaves. On the other
hand, if C has fibred products, the only sheaf (up to isomorphism) for the discrete

pretopology is the terminal object ∗ ∈ Ĉ (defined for every U ∈ C by ∗(U) = {∗}):
to see this, just consider the empty covering of every U ∈ C.

Example 4.35. If X is a topological space, (Open(X), std)∼ is the usual category
of sheaves (of sets) on X.

Example 4.36. On the category of schemes we have clearly

(Sch, fppf)∼ ⊆ (Sch, sm)∼ ⊆ (Sch, ét)∼ ⊆ (Sch,Zar)∼.

We claim that actually (Sch, sm)∼ = (Sch, ét)∼: given a scheme U and U =
{fi : Ui → U}i∈I ∈ Covsm(U), let f :

∐
i∈I Ui → U be the morphisms induced by

the fi. As f is smooth and surjective, by Corollary 3.130 there exists a morphism
g : U ′ →

∐
i∈I Ui such that f ◦ g : U ′ → U is étale and surjective. Therefore

{(f ◦ g)|g−1(Ui) : g−1(Ui)→ U}i∈I ∈ Covét(U) is a refinement of U , and the claim
follows from Corollary 4.33. We will see later that the other two inclusions are
strict.

Definition 4.37. A pretopology on a category C is subcanonical if C ⊆ C∼ (i.e.,
if every representable presheaf is a sheaf).

Example 4.38. The discrete pretopology on a (non empty) category with fibred
products is not subcanonical, unless the category is equivalent to {∗}.

In practice, all “interesting” pretopologies are subcanonical.

Example 4.39. If X is a topological space, the pretopology std on Open(X) is
subcanonical: this amounts to the trivial fact that if V and Ui (i ∈ I) are open
subsets of X such that Ui ⊆ V for every i ∈ I, then

⋃
i∈I Ui ⊆ V .

Example 4.40. It is a non trivial fact (which we will prove later) that the fppf
(hence also sm, ét and Zar) pretopology on Sch is subcanonical. Actually it is
easy to prove that Zar is subcanonical: it amounts to the fact that morphisms of
schemes can be glued.

Proposition 4.41. Let F : C′ → C be a functor with the following property: if
V → U and W → U are morphisms of C′ such that F (V ) ×F (U) F (W ) exists in
C, then V ×UW exists in C′ and F (V ×UW ) ∼= F (V )×F (U) F (W ). If τ is a pre-
topology on C, then there is a naturally induced pretopology F ∗(τ) on C′, defined

in the following way: for every U ∈ C′, {fi : Ui → U}i∈I is in CovF
∗(τ)(U) if

and only if {F (fi) : F (Ui)→ F (U)}i∈I is in Covτ (F (U)). It has the property that

the natural functor ◦F : Ĉ→ Ĉ′ restricts to functors ◦F : (C, τ)≈ → (C′, F ∗(τ))≈

and ◦F : (C, τ)∼ → (C′, F ∗(τ))∼.
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Proof. Immediate from the definitions.

We will apply the above result mainly when F is the inclusion C′ ⊆ C of a
full subcategory (with the property that, if V → U and W → U are morphisms of
C′ such that V ×U W exists in C, then V ×U W is isomorphic to an object of C′)
or the forgetful functor C′/S → C′ (where S is an object of C′ or, more generally,

of C). In these cases the induced pretopology F ∗(τ) will be again denoted by τ .
So, for instance, if τ is a pretopology on Sch, then τ will denote also the induced
pretopology on QSch, AffSch, Sch/S , QSch/S and AffSch/S (S a scheme).

Proposition 4.42. Let (C, τ) be a site and H ∈ (C, τ)∼. Then the functors
of Lemma 4.20 restrict to quasi-inverse equivalences of categories (C, τ)∼/H →
(C/H , τ)∼ and (C/H , τ)∼ → (C, τ)∼/H .

Proof. Given a morphism α : F → H in Ĉ, and denoting by Gα ∈ Ĉ/H the
corresponding presheaf, we have to prove that F ∈ C∼ if and only if Gα ∈ (C/H)∼.

Assume first that F is a sheaf: given an object ξ : U → H of C/H and a
covering {Ui → U}i∈I ∈ Cov(U), we have to show that the natural sequence

Gα(ξ) //∏
i∈I Gα(ξi)

////
∏
j,k∈I Gα(ξj,k)

(where ξi : Ui → H and ξj,k : Uj ×U Uk → H are the compositions of ξ with the
natural morphisms Ui → U and Uj ×U Uk → U) is exact. Now, this sequence is
by definition a subsequence of the natural sequence

F (U) //∏
i∈I F (Ui)

////
∏
j,k∈I F (Uj ×U Uk),

which is exact because F is a sheaf. Therefore it is enough to prove the following:
if η ∈ F (U) is such that η|Ui ∈ Gα(ξi) ⊆ F (Ui) for every i ∈ I, then η ∈ Gα(ξ).
Indeed, since η|Ui ∈ Gα(ξi), we have (α ◦ η)|Ui = α ◦ η|Ui = ξi = ξ|Ui (for every
i ∈ I), which implies α ◦ η = ξ (because H is separated), and this precisely says
that η ∈ Gα(ξ).

Assume conversely that Gα is a sheaf: we have to prove that given a covering
{Ui → U}i∈I ∈ Cov(U) and ηi ∈ F (Ui) (for every i ∈ I) such that ηi|Ui×UUj =
ηj |Ui×UUj for all i, j ∈ I, there exists unique η ∈ F (U) such that η|Ui = ηi for
every i ∈ I. Setting ξi := α ◦ ηi ∈ H(Ui), we have ξi|Ui×UUj = ξj |Ui×UUj for
all i, j ∈ I, whence there exists a unique ξ ∈ H(U) such that ξ|Ui = ξi for every
i ∈ I (because H is a sheaf). Since, by definition, ηi ∈ Gα(ξi) and Gα is a sheaf,
there exists a unique η ∈ Gα(ξ) such that η|Ui = ηi for every i ∈ I. To conclude,
if η′ ∈ F (U) is another element such that η′|Ui = ηi for every i ∈ I, we have
(α ◦ η′)|Ui = ξi for every i ∈ I, which implies that η′ ∈ Gα(ξ), and so η′ = η.

Corollary 4.43. If τ is a subcanonical pretopology on C, then for every S ∈ C
the induced pretopology τ on C/S is subcanonical, too.
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Proposition 4.44. Let C′ ⊆ C be the inclusion of a full subcategory with the
property that, if V → U and W → U are morphisms of C′ such that V ×UW exists
in C, then V ×UW is isomorphic to an object of C′, and let τ be a pretopology on
C which satisfies the following property: for every U ∈ C there exists a covering
{Ui → U}i∈I ∈ Cov(U) such that Ui ∈ C′ for every i ∈ I. Then the natural
restriction functor (C, τ)∼ → (C′, τ)∼ is an equivalence of categories.

Proof. For every U ∈ C we denote by Cov′(U) the subset of Cov(U) given by
those coverings {Ui → U}i∈I such that Ui ∈ C′ for every i ∈ I. Notice that the
hypothesis on C′ (together with the axioms of pretopology) implies that for every
U ∈ C every covering in Cov(U) admits a refinement in Cov′(U); it follows that
(Cov′(U),≤) is a filtered set.

C∼ → C′∼ is faithful: given α, β : F → G in C∼ such that α|C′ = β|C′ (i.e.,
α(U ′) = β(U ′) for every U ′ ∈ C′), we have to prove that α(U) = β(U) for every
U ∈ C. Let {Ui → U}i∈I ∈ Cov′(U): then for every ξ ∈ F (U) and every i ∈ I we
have

α(U)(ξ)|Ui = α(Ui)(ξ|Ui) = β(Ui)(ξ|Ui) = β(U)(ξ)|Ui ∈ G(Ui).

As G is a separated presheaf, this implies α(U)(ξ) = β(U)(ξ).
In order to prove that C∼ → C′∼ is full, we have to show that for all F,G ∈ C∼

and all α′ : F |C′ → G|C′ in C′∼, there exists α : F → G in C∼ such that α|C′ = α′.
As before, given U ∈ C, let U = {Ui → U}i∈I ∈ Cov′(U). If ξ ∈ F (U), for all
i, j ∈ I we have α′(Ui)(ξ|Ui)|Ui×UUj = α′(Uj)(ξ|Uj )|Ui×UUj (this follows from the
fact that G is separated and that, if {Vk → Ui×U Uj}k∈K ∈ Cov′(Ui×U Uj), then
the restrictions of these two elements to each Vk coincide). Therefore, since G is
a sheaf, there exists a unique η ∈ G(U) such that η|Ui = α′(Ui)(ξ|Ui) for every
i ∈ I. It is not difficult to prove (using the fact that (Cov′(U),≤) is a filtered set)
that η does not depend on the choice of U ∈ Cov′(U). It follows that, if we define
α(U)(ξ) := η, α is a morphism of sheaves, which clearly satisfies α|C′ = α′.

It remains to prove that C∼ → C′∼ is essentially surjective, i.e. that, given
F ′ ∈ C′∼, there exists F ∈ C∼ such that F |C′ ∼= F ′.

Given U = {fi : Ui → U}i∈I ∈ Cov′(U), for all i, j ∈ I we can choose Vi,j =
{Vi,j,k → Ui×U Uj}k∈Ki,j ∈ Cov′(Ui×U Uj), and one can check (using the fact F ′

is separated and that each (Cov′(Ui ×U Uj),≤) is a filtered set) that

F ′(U) := ker(
∏
i∈I F

′(Ui)
// //
∏
i,j∈I

∏
k∈Ki,j F

′(Vi,j,k))

is well defined as a subset of
∏
i∈I F

′(Ui) (it does not depend on the choices of the
Vi,j). If U ′ = {f ′j : U ′j → U}j∈J ∈ Cov′(U) is a refinement of U , say gj : U ′j → Ui(j)
are such that f ′j = fi(j) ◦ gj for every j ∈ J , the natural map

(F ′(gj) ◦ pri(j))j∈J :
∏
i∈I

F ′(Ui)→
∏
j∈J

F ′(U ′j)

restricts to a map λU ′,U : F ′(U)→ F ′(U ′), which can be proved to be independent
of the choices of the gj and bijective (because F ′ is a sheaf). Clearly the sets
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F ′(U) together with the maps λU ′,U form a direct system, so that we can then
define F (U) := lim

−→
F ′(U) (the natural map µU : F ′(U) → F (U) is obviously an

isomorphism for every U ∈ Cov′(U)). If f : U → V is a morphism in C, it is
easy to see that, given V ∈ Cov′(V ) and U ∈ Cov′(U) such that f∗V ≤ U , there
is a naturally induced map F ′(f,V,U) : F ′(V) → F ′(U) such that F̃ ′(f,V) :=
µU ◦ F ′(f,V,U) : F ′(V)→ F (U) is well defined (it does not depend on the choice
of U). Since F̃ ′(f,V) = F̃ ′(f,V ′) ◦ λV′,V if V ≤ V ′, we can define

F (f) := lim
−→

F̃ ′(f,V) : lim
−→

F ′(V) = F (V )→ F (U),

the limit being taken over the filtered set (Cov(V ),≤). Finally, one can check that
with this definition F is really a sheaf, which clearly satisfies F |C′ ∼= F ′.

Corollary 4.45. Let S be a scheme and let τ be one of the pretopologies Zar, ét,
sm or fppf on Sch/S. Then the natural functors (Sch/S , τ)∼ → (QSch/S , τ)∼ →
(AffSch/S , τ)∼ are equivalences of categories.

Definition 4.46. Let (C, τ) be a site. A property P of objects of C is local for τ
if, given U ∈ C and {Ui → U}i∈I ∈ Cov(U), U satisfies P if and only if Ui satisfies
P for every i ∈ I.

Definition 4.47. Let (C, τ) be a site. A property P of morphisms of C is local
on the domain (respectively local on the codomain) for τ if the following holds:
given U ∈ C and {fi : Ui → U}i∈I ∈ Cov(U), a morphism g : U → V (respectively
V → U) satisfies P if and only if g ◦ fi (respectively the projection morphism
V ×U Ui → Ui) satisfies P for every i ∈ I.

Example 4.48. If (C, τ) = (Sch,Zar), the above definitions coincide with the
usual ones.

Remark 4.49. If Cov′(U) ⊆ Cov(U) is a subset (for every U ∈ C) such that
for every U ∈ Cov(U) there exists U ′ ∈ Cov′(U) with U ≤ U ′, then it is easy
to see that a property of morphisms of C which is stable under base change is
local on the codomain if it satisfies the condition of the definition for all coverings
of Cov′(U). It follows as in Example 4.36 that a property of morphisms of Sch
which is stable under base change and local on the codomain for ét is local on the
codomain also for sm (but the same is not true for properties local on the domain,
or for local properties of objects).

Lemma 4.50. Assume that C has fibred products and let P and P′ be properties
of morphisms of C such that f ∈ Mor(C) satisfies P′ if and only if ∆f satisfies P.
If P is local on the codomain for some pretopology τ , then also P′ is local on the
codomain for τ .

Proof. Given {Ui → U}i∈I ∈ Cov(U) and a morphism f : V → U , and denoting
by fi : Vi := V ×U Ui → Ui the projection morphisms, we have to prove that ∆f
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satisfies P if and only if ∆fi satisfies P for every i ∈ I. Now, by Lemma A.3, for
every i ∈ I there is a commutative diagram with cartesian squares

Vi

��

∆fi // Vi ×Ui Vi //

��

Ui

��
V

∆f

// V ×U V

�

// U

�

and it is then enough to note that {Vi×Ui Vi → V ×U V }i∈I ∈ Cov(V ×U V ) (this
is true by the axioms of pretopology).

4.3 Sheaf associated to a presheaf

Let (C, τ) be a site. To every presheaf F ∈ Ĉ we can associate a separated presheaf
F s = F sτ ∈ C≈ = (C, τ)≈ as follows: for every U ∈ C

F s(U) := F (U)/ ≈,

where ξ ≈ ξ′ if and only if there is U ∈ Cov(U) such that λU (ξ) = λU (ξ′) ∈ F (U)
(the fact that Cov(U) is a filtered set immediately implies that ≈ is an equivalence
relation), whereas for every morphism f : U → V in C, F s(f) : F s(V ) → F s(U)
is the map induced by F (f). F s is obviously a presheaf, and it should be clear by
construction that it is separated (it is called the separated presheaf associated to F ).
Notice also that the projections F (U) � F s(U) define a natural transformation
σF : F → F s . It is then easy to prove the following result.

Proposition 4.51. The mapping F 7→ F s extends to a functor

−s = −sτ : Ĉ→ C≈,

which is left adjoint of the inclusion functor C≈ ⊆ Ĉ: more explicitly, for every
F ∈ Ĉ and every G ∈ C≈ the natural map

HomC≈(F s , G) = HomĈ(F s , G)
◦σF−−→ HomĈ(F,G)

is bijective. Moreover, for every F ∈ Ĉ the natural transformation σF : F → F s

is an epimorphism in Ĉ, and it is an isomorphism if and only if F ∈ C≈.

In a similar way, to every F ∈ Ĉ we can associate a sheaf F a = F aτ ∈ C∼ =
(C, τ)∼. On each object U ∈ C it is defined by F a(U) := lim

−→
F s(U), the limit

being taken over the filtered set (Cov(U),≤); more explicitly,

F a(U) := {(U , ξ) | U ∈ Cov(U), ξ ∈ F s(U)}/ ∼,

where (U , ξ) ∼ (U ′, ξ′) if and only if there is U ′′ ∈ Cov(U) such that U ,U ′ ≤ U ′′
and λF

s

U ′′,U (ξ) = λF
s

U ′′,U ′(ξ
′) ∈ F s(U ′′). Notice that, by Lemma 4.32, for every
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U ∈ Cov(U) the natural map µU : F s(U) → F a(U) is injective (in particular,
F s(U) ↪→ F a(U)), and, if U = {Ui → U}i∈I , U ′ = {U ′j → U}j∈J ∈ Cov(U) and
ξ = (ξi)i∈I ∈ F (U), ξ′ = (ξ′j)j∈J ∈ F (U ′), then (U , ξ) ∼ (U ′, ξ′) if and only if
ξi|Ui×UU ′j = ξ′j |Ui×UU ′j for all i ∈ I and j ∈ J . If f : U → V is a morphism of C,

F a(f) := lim
−→

(µf∗V ◦ F s(f,V)) : lim
−→

F s(V) = F a(V )→ F a(U),

the limit being taken over the filtered set (Cov(V ),≤). Then it is easy to see
that F a (which is obviously a presheaf) is actually a sheaf (it is called the sheaf
associated to F ); by construction it is also evident that F a = (F s)a . As before, the
natural maps F (U) � F s(U) ↪→ F a(U) define a natural transformation ρF : F →
F a (which is therefore the composition of the epimorphism σF : F → F s and of the
monomorphism ρF s : F s → (F s)a = F a). It is not difficult to prove the following
result.

Proposition 4.52. The mapping F 7→ F a extends to a functor −a = −aτ : Ĉ→
C∼, which is left adjoint of the inclusion functor C∼ ⊆ Ĉ: more explicitly, for all
F ∈ Ĉ and G ∈ C∼ the natural map

HomC∼(F a , G) = HomĈ(F a , G)
◦ρF−−→ HomĈ(F,G)

is bijective. Moreover, for every F ∈ Ĉ the natural transformation ρF : F → F a

is monomorphism in Ĉ if and only if F ∈ C≈, and it is an isomorphism if and
only if F ∈ C∼.

Remark 4.53. The associated sheaf can also be defined in a slightly different
(but of course equivalent) way. Namely, given F ∈ Ĉ, one can define L(F ) ∈ Ĉ
by L(F )(U) := lim

−→
F (U) for every U ∈ C (and in the obvious way on morphisms);

there is also a natural morphism εF : F → L(F ) in Ĉ. Then it is clear that, if
F is separated, L(F ) is a sheaf, naturally isomorphic to F a ; moreover, one can
prove that in any case L(F ) is separated, that there is a natural isomorphism
F a ∼= L(L(F )) and that, with this identification, ρF : F → F a coincides with
εL(F ) ◦ εF : F → L(L(F )).

Proposition 4.54. For every site (C, τ) the categories C≈ and C∼ have ker-
nels, cokernels, (fibred) products and (fibred) coproducts. Moreover, the inclusion

functors C≈ ⊆ Ĉ and C∼ ⊆ Ĉ preserve kernels and (fibred) products, whereas

−s : Ĉ→ C≈ and −a : Ĉ→ C∼ preserve cokernels and (fibred) coproducts.

Proof. The statements about cokernels and (fibred) coproducts follow easily from
the universal property of associated sheaf. As for fibred products (the case of
products and kernels is similar) it is enough to prove that, given morphisms

αi : Fi → F (for i = 1, 2) of C≈, G := F1 α1×α2 F2 ∈ Ĉ is also separated
(this is straightforward), and it is a sheaf if F1, F2 ∈ C∼. Therefore, given
U ∈ C and U = {Ui → U}i∈I ∈ Cov(U), we have to prove that the natural
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map λGU : G(U) → G(U) is bijective. So, let ξ = (ξi)i∈I ∈ G(U) ⊆
∏
i∈I G(Ui),

and assume that ξi = (ξ1
i , ξ

2
i ) with ξji ∈ Fj(Ui). Since ξ ∈ G(U), we have that

ξj := (ξji )i∈I ∈ Fj(U) for i = 1, 2, whence there exists a unique ηj ∈ Fj(U) such

that λ
Fj
U (ηj) = ξj (because Fj is a sheaf). To conclude, it is enough to note

that η := (η1, η2) ∈ G(U) ⊆ F1(U) × F2(U) (so that η is the unique solution of
λGU (η) = ξ), i.e. that α1(U)(η1) = α2(U)(η2) ∈ F (U) (this follows from the fact
that F is separated).

Corollary 4.55. Given Fk ∈ C∼ (k ∈ K), the sheaf (
∐
k∈K Fk)a (together with

the natural morphisms Fh →
∐
k∈K Fk → (

∐
k∈K Fk)a for h ∈ K) gives the

coproduct of the Fk in C∼. Similar statements hold for fibred coproducts and
cokernels.

Remembering the definition of sheaf associated to a (separated) presheaf, it is
immediate to prove the following result.

Lemma 4.56. Let α : F ↪→ G be a monomorphism of Ĉ. If G is separated, then
F is separated, too. If G is a sheaf, then the induced morphism α′ : F a → G (such
that α′ ◦ ρF = α) is also a monomorphism.

In particular, if α : F → G is a morphism of C∼, the natural morphism
(imα)a → G is a monomorphism of Ĉ, so that (imα)a can be identified with

a subsheaf of G, which we will denote by ĩmα and call the image of α in C∼.
Note that, given U ∈ C and ξ ∈ G(U), ξ ∈ (ĩmα)(U) if and only if there exists
{Ui → U}i∈I ∈ Cov(U) such that ξ|Ui ∈ (imα)(Ui) for every i ∈ I.

Proposition 4.57. A morphism α : F → G of C∼ is a monomorphism in C∼ if
and only if it is a monomorphism in Ĉ, and it is an epimorphism in C∼ if and
only if ĩmα = G.

Proof. If α is a monomorphism in C∼ (the other implication is obvious), we have to

show that HomĈ(H,F )
α◦−−→ HomĈ(H,G) is injective for every H ∈ Ĉ. By Propo-

sition 4.52 this map can be identified with HomC∼(Ha , F )
α◦−−→ HomC∼(Ha , G),

which is injective by hypothesis.
Assume now that α is an epimorphism in C∼. Let H := G

∐
ĩmα

G (fibred

coproduct in Ĉ) and denote by j1, j2 : G ↪→ H the natural morphisms (which
satisfy j1 ◦α = j2 ◦α). Since ρH ◦ j1 ◦α = ρH ◦ j2 ◦α ∈ HomC∼(F,Ha), it follows
that ρH ◦ j1 = ρH ◦ j2. As ρH is a monomorphism (because H is separated, as it

is immediate to check), this implies that j1 = j2, whence ĩmα = G. Conversely,

if ĩmα = G, then, given β1, β2 : G → H such that β1 ◦ α = β2 ◦ α, we have in
particular β1|imα = β2|imα, and therefore (by the universal property of associated
sheaf) β1 = β1|ĩmα

= β2|ĩmα
= β2.

Corollary 4.58. A morphism of C∼ is an isomorphism if and only if it is a
monomorphism and an epimorphism.
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Proof. If α : F → G is a monomorphism and an epimorphism in C∼, then it is a
monomorphism also in Ĉ, so that (by Remark 4.19) F

∼−→ imα. Thus imα is a

sheaf and imα = ĩmα = G, which proves that α is also an epimorphism in Ĉ, and
the conclusion follows from Corollary 4.17.

Remark 4.59. Every morphism α : F → G of C∼ factors as the composition of
the epimorphism (of C∼) F � imα ↪→ ĩmα and of the monomorphism ĩmα ↪→ G.
It is easy to see that such a factorization is unique up to isomorphism.

Corollary 4.60. If α : F → G is a representable covering morphism of C∼, then
α is an epimorphism.

Proof. Given V ∈ C and η ∈ G(V ), by hypothesis there is a cartesian diagram

U
f //

ξ

��

V

η

��
F

α
// G

�

such that {f} ∈ Cov(V ). Then η|U = η ◦ f = α ◦ ξ ∈ (imα)(U), which implies

that η ∈ (ĩmα)(V ), so that ĩmα = G.

4.4 Presheaves and sheaves with values in a category

So far we have dealt only with presheaves and sheaves of sets; of course, one can
consider also (pre)sheaves of groups, rings, modules, . . . (in general, of objects of
an arbitrary category, instead of Set). As for presheaves, it is natural to give the
following definition.

Definition 4.61. A presheaf on a category C with values in a category D is a
functor C◦ → D. A morphism of presheaves on C with values in D is just a
natural transformation of such functors.

Therefore, the category of presheaves on C with values in D is Fun(C◦,D).

Definition 4.62. Let C and D be two categories. A presheaf F ∈ Fun(C◦,D)
is separated (respectively a sheaf) for a pretopology τ on C if for every U ∈ D the

presheaf of sets HomD(U,F (−)) ∈ Ĉ is separated (respectively a sheaf) for τ .

As usual, we will regard separated presheaves and sheaves as (strictly) full
subcategories of Fun(C◦,D).

Remark 4.63. Of course, one has to check that the above definition coincides
with the old one in the case D = Set. This follows from the fact that each functor
HomSet(U,−) preserves kernels, products and monomorphisms (as it is easy to
see) and that HomSet({∗},−) ∼= idSet.
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Remark 4.64. In many common cases, when D is a category like Grp, Ab,
Rng, A-Mod (A a ring), there is a natural forgetful functor D : D → Set and
a presheaf F ∈ Fun(C◦,D) is separated (respectively a sheaf) if and only if

D ◦F ∈ Ĉ is separated (respectively a sheaf). Indeed, if F is separated or a sheaf,
the same is true for D◦F because there exists X ∈ D such that HomD(X,−) ∼= D
(X = Z for Grp and Ab, X = Z[x] for Rng and X = A for A-Mod). The
converse implication follows from the fact that, again, each functor HomD(U,−)
preserves kernels, products and monomorphisms and that a morphism f : U → V

is a monomorphism (respectively a kernel of V
g1 //
g2
// W ) in D if and only if D(f)

is a monomorphism (respectively a kernel of D(V )
D(g1) //
D(g2)

// D(W ) ) in Set.

We are going to see that (pre)sheaves of groups9 admit alternative (equivalent)
descriptions. First, we give a more general definition.

Definition 4.65. Let C be a category. A group in C is given by an object G of
C together with a group structure on G(U) for every object U of C, such that
the map G(f) : G(V ) → G(U) is a homomorphism of groups for every morphism
f : U → V of C.

In other words, a group in C is given by an object G of C together with an
isomorphism (in Ĉ)G ∼= D◦F for some F ∈ Fun(C◦,Grp) (whereD : Grp→ Set
is the forgetful functor).

Now, it is easy to see that the datum of a sheaf of groups on C is equivalent
to the datum of a group in C∼ (and similarly for (separated) presheaves). In fact,
if F : C◦ → Grp is a sheaf of groups (so that G := D ◦ F ∈ C∼ by Remark 4.64),
then G can be given a structure of group in C∼ as follows: for every H ∈ C∼

the set HomC∼(H,G) is in a natural way a group with multiplication α · β de-
fined for every U ∈ C by (α · β)(U) := α(U)β(U) (the latter is multiplication
in HomSet(H(U), G(U)), which is a group because G(U) = F (U) is a group).
Conversely, if G is a group in C∼, then the presheaf F : C◦ → Grp defined for
every U ∈ C by F (U) := G(U) with the natural group structure (notice that
G(U) = HomĈ(U,G) ∼= HomC∼(Ua , G), which is a group by definition of group
in C∼) is a sheaf of groups (since D ◦ F = G).

The following result shows that, if C has finite products (which is always true
for the categories of presheaves and of sheaves), the definition of group in C can
be reformulated in a more intrinsic way.

Proposition 4.66. Let C be a category with finite products, and denote by ∗ a
terminal object of C. Then to give a group in C is equivalent to giving morphisms
e : ∗ → G (“identity”), i : G → G (“inverse”) and m : G × G → G (“multiplica-
tion”) of C such that the following diagrams commute:

9We treat here only the case of groups, but similar considerations can be done for other
algebraic structures, like rings, modules, . . .
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1. G×G

m

��
G

(id,e◦∗G)
;;

id
// G G

(e◦∗G,id)
cc

id
oo

;

2. G

��

(id,i) // G×G

m

��

G

��

(i,id)oo

∗
e
// G ∗

e
oo

;

3. G×G×G idG×m//

m×idG
��

G×G

m

��
G×G

m
// G

.

Proof. Given e, i and m such that the diagrams commute, it is clear that for every
U ∈ C the set G(U) is a group with multiplication given by

G(U)×G(U) ∼= (G×G)(U)
m(U)−−−→ G(U)

(the identity is e(U)(∗(U)) ∈ G(U) and the inverse is i(U) : G(U) → G(U)) and
that in this way G(f) is homomorphism of groups for every f ∈ Mor(C).

Conversely, if G is a group in C, then, denoting (for every U ∈ C) by
m(U) : (G × G)(U) ∼= G(U) × G(U) → G(U) the multiplication, the maps m(U)
clearly define a natural transformation (hence a morphism of C, by Yoneda’s
lemma) m : G×G→ G. Moreover, associativity of the multiplication maps (and,
again, Yoneda’s lemma) implies the commutativity of the last diagram. Similarly,
from the existence of identity and inverse one sees that there exists e : ∗ → G and
i : G→ G such that the other diagrams commute.

Remark 4.67. The above result shows, in particular, that a group in Set (re-
spectively in Diff , respectively in Sch) is a group in the usual sense (respectively
a Lie group, respectively a group scheme).

Definition 4.68. Let G be a group in a category C. An action (on the right) in
C of G on an object U of C is given by actions %(W ) : U(W )×G(W )→ U(W ) of
the group G(W ) on the set U(W ) (for every W ∈ C) such that for every morphism
f : W →W ′ of C the diagram

U(W ′)×G(W ′)
%(W ′) //

U(f)×G(f)

��

U(W ′)

U(f)

��
U(W )×G(W )

%(W )
// U(W )
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commutes. The action % is free if %(W ) is a free action for every W ∈ C.

With the same technique of Proposition 4.66 it is easy to prove the following
result.

Proposition 4.69. Let C be a category with finite products and let G be a group
in C. Then to give an action of G on an object U of C is equivalent to giving a
morphism % : U ×G → U of C such that the following diagrams commute (where
the maps e and m are as in Proposition 4.66):

1. U

id ��

(id,e◦∗U ) // U ×G

%
{{

U

;

2. U ×G×G
%×idG //

idU×m
��

U ×G

%

��
U ×G

%
// U

.

In particular, an action in Set is just an action in the usual sense.
Moreover, an action % : U×G→ U in C is free if and only if (pr1, %) : U×G→

U × U is a monomorphism of C.

4.5 Equivalence relations

Definition 4.70. Let C be a category. An equivalence relation in C is given by

two morphisms R
δ1 //
δ2

//U of C such that for every W ∈ C the induced map of

sets
(δ1(W ), δ2(W )) : R(W )→ U(W )× U(W )

is an equivalence relation in the usual sense (in particular, it must be injective).

As in the case of groups, equivalence relations in C can be described in an
alternative way, at least when C has finite products and fibred products: this
is shown in the following result, whose proof is again similar to that of Proposi-
tion 4.66.

Proposition 4.71. Let δ1, δ2 : R → U be morphisms in a category C such that

U × U and R δ2×δ1 R exist. Then R
δ1 //
δ2

//U is an equivalence relation in C if

and only if δ := (δ1, δ2) : R → U × U is a monomorphism of C and there exist
morphisms e : U → R, i : R → R and m : R δ2×δ1 R → R of C such that the
following diagrams commute:
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1. (reflexivity) R
δ // U × U

U

e

cc

∆U

OO ;

2. (symmetry) U R
δ1oo δ2 //

i

��

U

R

δ2

__

δ1

?? ;

3. (transitivity) R δ2×δ1 R

m

))

δ1×δ2 // U × U

R

δ

OO .

In particular, an equivalence relation in Set is just an equivalence relation in the
usual sense.

In case U × U exists, an equivalence relation R
δ1 //
δ2

//U will be often denoted

by (δ1, δ2) : R ↪→ U × U .

Example 4.72. Assume that C has finite products and let % : U × G → U be
a free action in C. Then it is easy to see that (pr1, %) : U × G → U × U is an
equivalence relation in C.

Definition 4.73. A morphism π : U → V is a quotient of the equivalence relation

R
δ1 //
δ2

//U if π ∼= coker(R
δ1 //
δ2

//U ). π is an effective quotient if moreover the

induced morphism R → U ×V U is an isomorphism; in this case, we will also say

that R
δ1 //
δ2

//U is an effective equivalence relation.

Remark 4.74. Of course, if a quotient of an equivalence relation exists, then it is
unique up to isomorphism, and it is an epimorphism. In general, however, it need
not exist, and, if it exists, it need not be effective.

Example 4.75. Every equivalence relation R ↪→ X × X in Set is effective: it
is straightforward to check that the natural projection X � X/R is an effective
quotient.

Example 4.76. Let X be a set with #(X) > 1. Then it is clear that the equiva-

lence relation X ×X
pr1 //
pr2
//X (whose quotient in Set is X → {∗}) has no quotient

in the full subcategory of Set having as objects the sets Y with #(Y ) > 1.
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Example 4.77. Let A1 := A1
K = SpecK[t] (K a field of characteristic 6= 2) and

let ι : A1 \ {0} = SpecK[t, t−1] → A1 be the inclusion morphism. We consider

the equivalence relation R
δ1 //
δ2

//A1 in AffSch/K, where R := A1
∐

(A1 \ {0})

and δ1 (respectively δ2) is the morphism induced by idA1 and ι (respectively −ι);
geometrically, R is the disjoint union of the “diagonal” and of the “antidiagonal
minus the origin” in A1 × A1 ∼= A2.

Algebraically δi = Specφi, where φi : K[t]→ K[t]×K[t, t−1] are the morphisms
of K-Alg defined by φ1(t) := (t, t) and φ2(t) := (t,−t). We claim that π :=
Specψ : A1 → A1, where ψ : K[t]→ K[t] is defined by ψ(t) := t2, is a non effective

quotient of R
δ1 //
δ2

//A1 in AffSch/K. Indeed, by Proposition 4.78 below, this

corresponds to the fact that the diagram in K-Alg

K[t]
ψ //

ψ

��

K[t]

φ1

��
K[t]

φ2

// K[t]×K[t, t−1]

is cartesian (which is obvious) but not cocartesian (note that K[t] ψ⊗ψ K[t] ∼=
K[t] × K[t]). It is not difficult to prove that π is a non effective quotient of

R
δ1 //
δ2

//A1 also in Sch/K.

Proposition 4.78. A morphism π : U → V is a quotient (respectively an effective

quotient) of the equivalence relation R
δ1 //
δ2

//U if and only if the diagram

R
δ1 //

δ2
��

U

π

��
U

π
// V

is cocartesian (respectively cartesian and cocartesian).

Proof. Indeed, if π is a quotient of R
δ1 //
δ2

//U , then, given morphisms f1, f2 : U →

W such that f1 ◦ δ1 = f2 ◦ δ2, necessarily f1 = f2 := f (as in Proposition 4.71, one
can prove that there exists e : U → R such that δi ◦ e = idU for 1 = 1, 2, so that

f1 = f1 ◦ δ1 ◦ e = f2 ◦ δ2 ◦ e = f2). Therefore, by definition of coker(R
δ1 //
δ2

//U ),

there exists a unique g : V →W such that g◦π = f , which proves that the diagram
is cocartesian. The rest of the proof is clear from the definitions.
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Example 4.79. Let f : U →W be a morphism in a category C such that U×W U
exists. Then it follows immediately from the definition of fibred product that

U ×W U
pr1 //
pr2
//U is an equivalence relation in C. If it has a quotient π : U → V ,

then π is actually an effective quotient. Indeed, as π is a quotient, there exists
a unique g : V → W such that f = g ◦ π : U → W . Therefore, given morphisms
h1, h2 : Z → U such that π ◦ h1 = π ◦ h2, we have also f ◦ h1 = f ◦ h2, whence
there exists a unique h : Z → U ×W U such that hi = pri ◦ h for i = 1, 2, which
proves that the diagram

U ×W U
pr1 //

pr2

��

U

π

��
U

π
// V

is cartesian, (i.e., π is effective).

Taking into account Proposition 4.8 it is then immediate to prove the following
result.

Proposition 4.80. Let C be a category. Then every equivalence relation R ↪→
F ×F in Ĉ has effective quotient given by the natural projection F � F/R (where

F/R ∈ Ĉ is defined by (F/R)(W ) := F (W )/R(W ) on objects and in the obvious

way on morphisms). Moreover, given a morphism α : F → G in Ĉ, the natural

morphism F ×GF ↪→ F ×F is an effective equivalence relation in Ĉ, with quotient
given by the projection F � imα (in particular, the quotient is α if and only if α
is an epimorphism).

Remark 4.81. If an equivalence relation R ↪→ U × U in some category C has
effective quotient π : U → V , it can happen that π is not the quotient in Ĉ.
Indeed, if π′ : U → F is the (effective) quotient in Ĉ, then there exists a unique
α : F → V such that π = α◦π′, and effectiveness of the two quotients implies that
α is a monomorphism; in general, however, it is not an isomorphism. Consider
for instance R := {(a, b) ∈ Z × Z | a ≡ b mod n} ↪→ Z × Z (where n > 1 is an
integer): it is easy to see that this is an equivalence relation in Grp (and in Ab)
with effective quotient given by the natural projection Z → Z/nZ. Denoting by

Z� F the quotient in Ĝrp, for every G ∈ Grp we have F (G) ∼= Z(G)/R(G). In
particular (since HomGrp(Z/nZ,Z) = {0}) F (Z/nZ) = {0}, whence F � Z/nZ.

Lemma 4.82. Let (C, τ) be a site and let R ↪→ F × F be an equivalence relation

in Ĉ such that R is a sheaf and F is separated. Then F/R ∈ Ĉ is separated, too.

Proof. Given U ∈ C, {Ui → U}i∈I ∈ Cov(U) and ξ′, η′ ∈ (F/R)(U) such that
ξ′|Ui = η′|Ui ∈ (F/R)(Ui) for every i ∈ I, we have to prove that ξ′ = η′. Let
ξ, η ∈ F (U) be lifts of ξ′ and η′. The fact that ξ′|Ui = η′|Ui implies that

ζi := (ξ|Ui , η|Ui) ∈ R(Ui) ⊆ F (Ui)× F (Ui).
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As clearly ζi|Ui×UUj = ζj |Ui×UUj ∈ R(Ui ×U Uj) for all i, j ∈ I, there exists a
unique ζ ∈ R(U) such that ζi = ζ|Ui for every i ∈ I (because R is a sheaf). Since
F is separated, it follows that ζ = (ξ, η), whence ξ′ = η′.

Corollary 4.83. Let (C, τ) be a site. Then every equivalence relation R ↪→ F ×F
in C∼ has effective quotient given by the natural morphism F � F/R

ρF/R−−−→
(F/R)a .

Moreover, given α : F → G in C∼, the natural morphism F ×G F ↪→ F × F
is an effective equivalence relation in C∼, with quotient given by the natural mor-
phism F → ĩmα (in particular, the quotient is α if and only if α is an epimorphism
in C∼).

Proof. Since F � F/R is the quotient of R ↪→ F × F in Ĉ, F → (F/R)a is the
quotient in C∼ by Corollary 4.55. As ρF/R is a monomorphism (because F/R is
separated), the natural morphism F ×F/RF → F ×(F/R)a F is an isomorphism. It

follows that R ↪→ F ×F is effective in C∼ because it is effective in Ĉ. The second
statement can be proved in a similar way.

Definition 4.84. Let (C, τ) be a site. An equivalence relation R
δ1 //
δ2

//U in C is

a τ equivalence relation if δ1 and δ2 are covering morphisms for τ .

5 Fibred categories

5.1 Fibred categories

We fix a functor p: F→ C: we will regard F as a category over C via p. Given a
morphism f : U → V of C and objects ξ, η of F such that p(ξ) = U and p(η) = V ,
we define

Homf
F(ξ, η) := {φ ∈ HomF(ξ, η) |p(φ) = f}.

Moreover, for every object U of C, we will denote by FU the subcategory of F
having as objects the objects ξ of F such that p(ξ) = U and as morphism the
morphisms φ of F such that p(φ) = idU (i.e., HomFU (ξ, ξ′) = HomidU

F (ξ, ξ′)), and
call it the fibre of F over U .

Definition 5.1. A morphism φ : ξ → η of F (say with p(φ) = f : U → V )
is cartesian (with respect to p) if for every morphism φ′ : ξ′ → η of F (say with
p(φ′) = f ′ : U ′ → V ) and for every morphism g : U ′ → U of C such that f ′ = f ◦g,
there exists a unique morphism ψ ∈ Homg

F(ξ′, ξ) such that φ′ = φ ◦ ψ.

Remark 5.2. This definition of cartesian morphism is not the standard one (see
[10, Exp. VI]), which is given by a weaker condition (namely, in the above notation,
one restricts to the case f ′ = f and g = idU ). Let’s call quasi-cartesian a morphism
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which is cartesian according to the standard definition. Then the notion of quasi-
cartesian morphism can be viewed as a formal generalization of the notion of
cartesian diagram. Indeed, if we write ξ U to mean that p(ξ) = U and call
“commutative” a diagram like

ξ
φ // η

U
f
// V

if p(φ) = f , then the fact that φ is quasi-cartesian can be expressed by saying that
every “commutative” diagram of continuous arrows

ξ′

ψ ''

φ′

++ξ
φ

// η

U
f
// V

can be completed with a unique dotted arrow which keeps it “commutative”. On
the other hand, φ is cartesian if and only if the following stronger condition is
satisfied: every “commutative” diagram of continuous arrows

ξ′

ψ ''

φ′

++ξ
φ

// η

U ′

g ''
f ′

++U
f
// V

can be completed with a unique dotted arrow which keeps it “commutative”.
Despite this fact, we use the present definition of cartesian morphism because,
in our opinion, it simplifies statements and proofs of this section, and we really
don’t need the notion of quasi-cartesian morphism. Moreover, we are going to
consider fibred categories, and in a fibred category every quasi-cartesian morphism
is actually cartesian ([10, Exp. VI, Prop. 6.11]).

The following example shows that the relation between cartesian morphisms
and cartesian diagrams is not just formal.
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Example 5.3. Let Mor(C) be the category whose objects are morphisms of C
and whose morphisms, say from h : Ũ → U to k : Ṽ → V , are given by pairs of
morphisms of C (f̃ : Ũ → Ṽ , f : U → V ) such that the diagram

Ũ
f̃ //

h

��

Ṽ

k

��
U

f
// V

commutes (composition of morphisms is defined in the obvious way). We will
regard Mor(C) as a category over C via the “target” functor p: Mor(C) → C
defined by sending an object h : Ũ → U to U and a morphism (f̃ , f) as above
to f . Then a morphism of Mor(C) is cartesian if and only if the corresponding
commutative diagram of C is cartesian (it is obvious by definition that the diagram
is cartesian if and only if the morphism is quasi-cartesian, and it is easy to see
that a quasi-cartesian morphism in Mor(C) is cartesian). Note that the fibre
Mor(C)U over U ∈ C can be identified with C/U .

Remark 5.4. By definition, a morphism φ : ξ → η of F (with p(φ) = f : U → V )
is cartesian if and only if for every g : U ′ → U in C and every ξ′ ∈ FU ′ the

map Homg
F(ξ′, ξ)

φ◦−→ Homf◦g
F (ξ′, η) is bijective. We will often use this fact in the

following.

Lemma 5.5. Let ξ
φ−→ η

ψ−→ ζ be morphisms of F with ψ cartesian. Then φ is
cartesian if and only if ψ ◦ φ is cartesian.

Proof. Let p(φ) = f : U → V and p(ψ) = g : V →W . Now, φ (respectively ψ ◦ φ)
is cartesian if and only if for every h : U ′ → U in C and every ξ′ ∈ FU ′ the map

Homh
F(ξ′, ξ)

φ◦−→ Homf◦h
F (ξ′, η) (respectively Homh

F(ξ′, ξ)
ψ◦φ◦−−−→ Homg◦f◦h

F (ξ′, ζ)) is

bijective. The statement then follows from the fact that the map Homf◦h
F (ξ′, η)

ψ◦−−→
Homg◦f◦h

F (ξ′, ζ) is bijective because ψ is cartesian.

Lemma 5.6. A morphism φ of F is an isomorphism if and only if it is cartesian
and p(φ) is an isomorphism.

Proof. It is clear from the definition that if φ is an isomorphism then it is cartesian
(and obviously p(φ) is also an isomorphism). So we can assume that φ : ξ → η
is cartesian and p(φ) = f : U → V is an isomorphism. Then, by definition of

cartesian morphism, there exists a unique ψ ∈ Homf−1

F (η, ξ) such that φ◦ψ = idη.
As φ and φ ◦ ψ = idη are cartesian, by Lemma 5.5 ψ is cartesian, too. Since also
p(ψ) = f−1 is an isomorphism, by the same argument we get that there exists a

unique φ′ ∈ Homf
F(ξ, η) such that ψ ◦ φ′ = idξ. It follows that φ = φ ◦ ψ ◦ φ′ = φ′

is an isomorphism with inverse ψ.
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Corollary 5.7. Let φ : ξ → η and φ′ : ξ′ → η be cartesian morphisms of F with
p(φ) = p(φ′) : U → V . Then the morphism ψ ∈ HomFU (ξ′, ξ) such that φ′ = φ ◦ψ
(ψ exists unique because φ is cartesian) is an isomorphism; in particular, ξ ∼= ξ′

in FU .

Proof. ψ is cartesian by Lemma 5.5 and p(ψ) = idU is an isomorphism.

Definition 5.8. p: F→ C is a fibred category (or F is a fibred category over C)
if for every morphism f : U → V of C and for every object η ∈ FV , there is a
cartesian morphism φ : ξ → η with p(φ) = f .10

Example 5.9. Mor(C) is a fibred category over C if and only if C has fibred
products. More generally, if P is a property of morphisms of C which is stable
under base change, then the full subcategory MorP(C) of Mor(C) (having as
objects the morphisms of C which satisfy P) is a fibred category over C.

Example 5.10. By the previous example Mor(Ĉ) is always a fibred category over

Ĉ. It follows that its full subcategory PSh(C) (having as objects the morphisms

of Ĉ with target an object of C) is a fibred category over C. Its fibre over U ∈ C is

Ĉ/U , which is equivalent to Ĉ/U by Lemma 4.20: for this reason we call PSh(C)
the fibred category of presheaves over C.

Definition 5.11. A functor p: F → C is a category fibred in groupoids (respec-
tively in equivalence relations, respectively in sets) if it is a fibred category and
for every U ∈ C the fibre FU is a groupoid (respectively an equivalence relation,
respectively a set).

Example 5.12. Every presheaf F ∈ Ĉ naturally determines a category fibred in
sets p: F→ C in the following way:

Ob(F) := {(U, ξ) |U ∈ C, ξ ∈ F (U)}

and, given two objects (U, ξ) and (V, η),

HomF((U, ξ), (V, η)) := {f ∈ HomC(U, V ) |F (f)(η) = ξ},

whereas p is obviously defined by p(U, ξ) := U and p(f) := f . The fact that F is
a functor immediately implies that every morphism in F is cartesian, and then it
is obvious that F is a fibred category over C (in sets, as clearly each fibre FU is
isomorphic to the set F (U)). Notice that F can be naturally identified with the
category C/F and p: F→ C with the forgetful functor C/F → C.

Conversely, to every category fibred in sets p: F → C one can associate a
presheaf F ∈ Ĉ, defined on objects by F (U) := FU and on morphisms as follows:

10In the standard definition of fibred category one requires, in the above notation, that there
exists a quasi-cartesian (in the sense of Remark 5.2) φ with the same property, and moreover
that quasi-cartesian morphisms are stable under composition. The fact that the two definitions
are equivalent follows from [10, Exp. VI, Prop. 6.11] and Lemma 5.5.
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given f : U → V in C and η ∈ FV = F (V ), the fact that F is fibred in sets implies
(by Corollary 5.7) that there exists a unique cartesian morphism φ : ξ → η in F
with p(φ) = f , and then we define F(f)(η) := ξ. It is then easy to check that F
is indeed a functor.

Proposition 5.13. p: F → C is a category fibred in groupoids if and only if the
following two conditions are satisfied:11

1. for every morphism f : U → V of C and for every object η of FV , there
exists φ : ξ → η in F such that p(φ) = f ;

2. every morphism of F is cartesian.

Proof. Assuming p: F → C is a category fibred in groupoids, we have only to
prove (2). Given a morphism φ : ξ → η of F with p(φ) = f : U → V , we can
take a cartesian morphism φ′ : ξ′ → η with p(φ′) = f . Then, by definition there
exists a unique ψ ∈ HomFU (ξ, ξ′) such that φ = φ′ ◦ ψ. As FU is a groupoid, ψ is
an isomorphism (and in particular it is cartesian), so that φ is also cartesian by
Lemma 5.5.

Conversely, assuming (1) and (2) hold, we have only to prove that every fibre
of F is a groupoid. Now, if φ : ξ → η is a morphism of FU , then φ is cartesian
by hypothesis and p(φ) = idU is an isomorphism, whence φ is an isomorphism by
Lemma 5.6.

Corollary 5.14. A fibred category p: F→ C is fibred in groupoids if and only if
it satisfies the following condition: a morphism φ of F is an isomorphism if and
only if p(φ) is an isomorphism of C.

Proof. If F is fibred in groupoids and φ is a morphism of F such that p(φ) is
an isomorphism, then φ is cartesian by Proposition 5.13, whence an isomorphism
by Lemma 5.6. Conversely, if the condition is satisfied, then for U ∈ C every
morphism of FU is obviously an isomorphism.

Corollary 5.15. Let F be a fibred category over C and let Fcart be the subcategory
of F having the same objects as F and as morphisms the cartesian morphisms.
Then Fcart is a category fibred in groupoids over C.

Proof. Notice first that Fcart is a subcategory of F by Lemma 5.5. Then it is clear
that the natural functor Fcart → C satisfies condition (1) of Proposition 5.13, and
as for (2), just observe that every cartesian morphism of F is cartesian also as a
morphism of Fcart (this follows again from Lemma 5.5).

11This gives an alternative definition of category fibred in groupoids, which is often found in
the literature when the general definition of fibred category is not given.
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5.2 The 2-category of fibred categories

We fix a base category C; we are going to see that fibred categories over C are
in a natural way the objects of a 2-category (see Section A.2 for the definition of
2-category and notation used).

Definition 5.16. Let p: F → C and p′ : F′ → C be two fibred categories. A
morphism of fibred categories over C from F to F′ is a functor P : F→ F′ which
sends cartesian morphisms to cartesian morphisms and such that p′ ◦P = p (strict
equality, not just isomorphism of functors). If P,Q : F → F′ are two morphisms
as above, a 2-morphism from P to Q is a natural transformation α : P → Q such
that idp′ ? α = idp in Cat (more explicitly, this means that for every ξ ∈ F,
say with p(ξ) = U , hence such that P (ξ), Q(ξ) ∈ F′U , it is required that α(ξ) ∈
HomF′U

(P (ξ), Q(ξ)), i.e. that p′(α(ξ)) = idU ).

Proposition 5.17. Fibred categories over C form the objects of a 2-category
FibC, with morphisms and 2-morphisms as in the above definition and with com-
position of morphisms and (horizontal and vertical) composition of 2-morphisms
defined as in Cat.

Proof. Straightforward, using the fact that Cat is a 2-category.

We will denote by FibgpdC (respectively FibequivC , respectively FibsetC ) the full 2-
subcategory of FibC having as objects categories fibred in groupoids (respectively
in equivalence relations, respectively in sets).

Remark 5.18. Let p: F → C and p′ : F′ → C be two fibred categories with
F′ ∈ FibgpdC . Then a functor P : F → F′ is a morphism of fibred categories if
and only if p′ ◦ P = p (because every morphism of F′ is cartesian by Proposi-
tion 5.13). Moreover, every 2-morphism between two morphisms from F to F′ is
a 2-isomorphism (in other words, HomFibC

(F,F′) is a groupoid). It is also clear

that if F′ ∈ FibequivC (respectively F′ ∈ FibsetC ) then HomFibC
(F,F′) is an equiv-

alence relation (respectively a set). In particular, we see that FibsetC is actually an
ordinary category, and it is then easy to prove the following result.

Proposition 5.19. The map F 7→ (C/F → C) (see Example 5.12) extends to

a functor Ĉ → FibsetC , which is an equivalence of categories (and whose quasi-
inverse on objects is also described in Example 5.12).

From now on we will therefore identify Ĉ with FibsetC ; so, for instance, if

F ∈ Ĉ, we will often denote again by F the category fibred in sets C/F → C.

Example 5.20. If {∗} is the trivial category (a set with one element), then Fib{∗}
coincides with Cat. To see this, just observe that in this case (and more generally
when C is a groupoid) a morphism in a fibred category is cartesian if and only if it
is an isomorphism (by Lemma 5.6), and that every functor preserves isomorphisms.
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Notice that, if P ∈ HomFibC
(F,F′), then for every U ∈ C the restriction of

P defines a functor PU : FU → F′U .

Lemma 5.21. Let p: F → C and p′ : F′ → C be fibred categories and let
P : F → F′ be a morphism in FibC. Then P is faithful (respectively full, respec-
tively essentially surjective) if and only if PU : FU → F′U is faithful (respectively
full, respectively essentially surjective) for every U ∈ C.

Proof. It is clear that if P is faithful (respectively full), then each PU is faithful
(respectively full), too. Assume conversely that each PU is faithful (respectively
full): since p′◦P = p, it is enough to prove that for every f : U → V in C, every ξ ∈
FU and every η ∈ FV , the natural map P fξ,η : Homf

F(ξ, η) → Homf
F′(P (ξ), P (η))

is injective (respectively surjective). Let φ : ξ̃ → η be a cartesian morphism in F
with p(φ) = f ; then in the commutative diagram

HomFU (ξ, ξ̃)
P

idU
ξ,ξ̃ //

φ◦
��

HomF′U
(P (ξ), P (ξ̃))

P (φ)◦
��

Homf
F(ξ, η)

P fξ,η

// Homf
F′(P (ξ), P (η))

the vertical maps are isomorphisms because φ and P (φ) are cartesian. As P idU
ξ,ξ̃

is

injective (respectively surjective) by hypothesis, it follows that P fξ,η is also injective
(respectively surjective).

On the other hand, clearly P is essentially surjective if so is each PU ; it thus
remains to prove that, if P is essentially surjective, then for every U ∈ C the
same is true for PU . Given ξ′ ∈ F′U , by hypothesis there exists η ∈ FV for some
V ∈ C such that P (η) ∈ F′V is isomorphic to ξ′ in F′. So, let φ′ : ξ′ → P (η) be an
isomorphism of F′ and let f := p′(φ′) : U → V . Choosing a cartesian morphism
φ : ξ → η in F with p(φ) = f , we obtain a cartesian morphism P (φ) : P (ξ)→ P (η)
with p′(P (φ)) = f . Since also φ′ is cartesian (because it is an isomorphism), it
follows from Corollary 5.7 that ξ′ ∼= P (ξ) = PU (ξ) in F′U .

Definition 5.22. A morphism P : F → F′ in FibC is a monomorphism (re-
spectively an epimorphism, respectively an isomorphism) if it is fully faithful
(respectively essentially surjective, respectively an equivalence of categories) (by
Lemma 5.21 this is true if and only if PU is fully faithful (respectively essentially
surjective, respectively an equivalence of categories) for every U ∈ C).

Remark 5.23. The above definitions require some explanations. First of all,
the given definition of isomorphism of fibred categories (which will apply also to
stacks) is the most common in the literature, even if it is not the natural one.
In fact, in view of Proposition 5.24 below, it would be more appropriate to use
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the name equivalence instead of isomorphism (see also Remark A.13). In order
to avoid possible confusion we will usually specify the meaning in which the term
isomorphism is to be intended; in particular, in the (rare) cases in which we have a
real isomorphism of categories we will always say isomorphism of categories instead
of isomorphism (of fibred categories). As for monomorphism and epimorphism,
note first that the notion of fully faithfulness (respectively essential surjectivity)
for functors seems to be the natural generalization of the notion of injectivity
(respectively surjectivity) for maps between sets (at least, it is true that a func-
tor between two sets, which is always faithful, is full if and only if it is injective,
and it is essentially surjective if and only if it is surjective). It would then be
natural (in analogy with the usual definition for categories) to define a morphism
f : U → V in a 2-category C to be a monomorphism (respectively an epimorphism)
if and only if the natural functor f◦ : HomC(W,U)→ HomC(W,V ) (respectively
◦f : HomC(V,W ) → HomC(U,W )) is fully faithful for every W ∈ C. It is then
easy to see that this general definition of monomorphism coincides with the one
given above for FibC, but the same is not true for epimorphism. However, we
will use the above definition of epimorphism in FibC (which is the obvious gen-
eralization of the one used in [15] for stacks) because it allows to extend formally

many properties from Ĉ to FibC. For instance, a morphism of FibC is an iso-
morphism if and only if it is a monomorphism and an epimorphism. Observe also
that a morphism of Ĉ is a monomorphism (respectively an epimorphism, respec-

tively an isomorphism) in Ĉ if and only if it is a monomorphism (respectively an
epimorphism, respectively an isomorphism) in FibC.

Proposition 5.24. A morphism P : F → F′ of FibC is an isomorphism if and
only if there exists a morphism Q : F′ → F of FibC together with 2-isomorphisms
(of FibC) P ◦Q ∼= idF′ and Q ◦ P ∼= idF.

Proof. The other implication being trivial, we can assume that P is an isomor-
phism of fibred categories. For every U ∈ C and every ξ′ ∈ F′U , since PU : FU →
F′U is essentially surjective, we can choose Q(ξ′) ∈ FU and an isomorphism

α(ξ′) : P ◦ Q(ξ′)
∼−→ ξ′ in F′U . For every morphism φ′ : ξ′ → η′ of F′ (say over

f : U → V in C) there exists a unique Q(φ′) ∈ Homf
F(Q(ξ′), Q(η′)) which is

mapped to φ′ by the natural map

Homf
F(Q(ξ′), Q(η′))

P f
Q(ξ′),Q(η′) // Homf

F′(P ◦Q(ξ′), P ◦Q(η′))

α(η′)◦−◦α(ξ′)−1

��
Homf

F′(ξ
′, η′)

(which is bijective because P is a monomorphism of FibC). It is clear that Q
is a functor and, in order to show that it is a morphism of FibC, it remains to
check that it preserves cartesian morphisms. Now, in the above notation, if φ′ is
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cartesian, then also α(η′) ◦φ′ ◦α(ξ′)−1 is cartesian (by Lemma 5.5), and then it is
enough to note that a morphism φ of F with P (φ) cartesian is cartesian, too (this
is also a consequence of fully faithfulness of P ). It is also clear that α : P ◦Q→ idF′

is a 2-isomorphism of FibC. Moreover, for every U ∈ C and every ξ ∈ FU , since
P idU
Q◦P (ξ),ξ : HomFU (Q ◦ P (ξ), ξ)→ HomF′U

(P ◦Q ◦ P (ξ), P (ξ)) is bijective because

PU is fully faithful, there exists a unique β(ξ) : Q ◦ P (ξ) → ξ in FU such that
P (β(ξ)) = α(P (ξ)); it is then easy to see that β : Q ◦ P → idF is a 2-isomorphism
of FibC.

Remembering that a category equivalent to a groupoid (respectively to an
equivalence relation) is a groupoid (respectively an equivalence relation), we have
therefore the following result.

Corollary 5.25. FibgpdC and FibequivC are strictly full 2-subcategories of FibC.

By Lemma A.14 we have also the following characterization of isomorphisms
in FibC.

Corollary 5.26. A morphism P : F→ F′ of FibC is an isomorphism if and only
if, for every G ∈ FibC, the functor P◦ : HomFibC

(G,F) → HomFibC
(G,F′)

(respectively ◦P : HomFibC
(F′,G)→ HomFibC

(F,G)) is an equivalence of cate-
gories.

Proposition 5.27. F ∈ FibC is isomorphic to a category fibred in sets if and
only if it is fibred in equivalence relations.

Proof. If P : F→ F′ is an isomorphism in FibC and F′ is fibred in sets, then F is
fibred in equivalence relations because PU : FU → F′U is an equivalence for every
U ∈ C (remember that a category is equivalent to a set if and only if it is an
equivalence relation). Conversely, assume that p: F → C is fibred in equivalence
relations. For every U ∈ C let F (U) be the set of equivalence classes of the
equivalence relation FU and denote by [ξ] ∈ F (U) the equivalence class of ξ ∈ FU .
If f : U → V is a morphism of C, for every η ∈ FV let φ : ξ → η be a (necessarily
cartesian by Proposition 5.13) morphism in F with p(φ) = f : it is easy to see that
the map F (f) : F (V ) → F (U) given by [η] 7→ [ξ] is well defined and that in this

way we get a presheaf on F ∈ Ĉ (which corresponds to the category fibred in sets
C/F → C). It is then clear that the natural functor P : F → C/F (defined on
objects by P (ξ) := [ξ] and on morphisms by P (φ) := p(φ)) is an isomorphism in
FibC.

Corollary 5.28. The inclusion Ĉ ⊂ FibC induces a lax 2-equivalence between Ĉ
and FibequivC .

Definition 5.29. If P : F → F′ is a morphism of FibC, the image of P is the
(strictly) full subcategory imP of F′ whose objects are those ξ′ ∈ F′ which are
isomorphic to P (ξ) for some ξ ∈ F.
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Remark 5.30. imP , with the restriction of the projection functor F′ → C, is a
fibred category over C (this follows immediately from the fact that P preserves
cartesian morphisms and that every isomorphism of F′ is cartesian). Therefore
P factors as the composition of an epimorphism and a monomorphism in FibC

through the natural functors F → imP → F′. In particular, P is a monomor-
phism (respectively an epimorphism) if and only if F → imP is an isomorphism
(respectively imP = F′).

5.3 Fibred categories as lax 2-functors

Let p: F → C be a fibred category. Given f : U → V in C, let’s choose for
every η ∈ FV a cartesian morphism φ : ξ → η with p(φ) = f (such a morphism
is unique up to a unique isomorphism by Corollary 5.7), and let’s denote it by
αf (η) : f∗(η) → η. For every morphism ψ : η → η′ in FV there exists unique a
morphism f∗(ψ) : f∗(η)→ f∗(η′) in FU such that

f∗(η)
αf (η) //

f∗(ψ)

��

η

ψ

��
f∗(η′)

αf (η′)

// η′

commutes (because αf (η′) is cartesian). It is immediate to verify that in this
way we obtain a functor f∗ : FV → FU . Assume now that cartesian morphisms
αf (η) : f∗(η) → η have been chosen for every morphism f of C (such a choice is
called a clivage in [10]). We would like to define a 2-functor F : C◦ → Cat by
setting F (U) := FU for every object U of C and F (f) := f∗ for every morphism
f of C. Unfortunately, this does not yield a strict 2-functor in general. Indeed,
while the condition F (idU ) = idF (U) (i.e., id∗U = idFU ) for every U ∈ C is satisfied
if we choose αidU (ξ) := idξ for every U ∈ C and every ξ ∈ FU (in this case the
clivage is said to be normalized), in general there does not exist a clivage such that
F (g ◦ f) = F (f) ◦ F (g) (i.e., (g ◦ f)∗ = f∗ ◦ g∗) for every couple of composable
morphisms f and g of C (a normalized clivage with this additional property is
called a scindage in [10]).

Example 5.31. Let p : G → H be a morphism of groups: p (regarded as a
functor between two groupoids with one object) is a fibred category if and only
if it is surjective (as a morphism of groups). It is easy to see that a clivage for p
corresponds to a map (of sets) s : H → G such that p ◦ s = idH , and that such a
clivage is a scindage if and only if s is a morphism of groups. So, for instance, a
scindage does not exist if p is the natural projection Z� Z/nZ (n > 1).

However, we are going to see that the choice of a clivage c (which we as-
sume to be normalized for simplicity) on F naturally determines a lax 2-functor
F = F (F,c) : C◦ → Cat (defined as above on objects and on morphisms). Given
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morphisms U
f−→ V

g−→ W of C and ζ ∈ FW , by Corollary 5.7 there exists unique
an isomorphism cf,g(ζ) : f∗(g∗(ζ))→ (g ◦ f)∗(ζ) in FU such that

f∗(g∗(ζ))
αf (g∗(ζ)) //

cf,g(ζ)

��

g∗(ζ)

αg(ζ)

��
(g ◦ f)∗(ζ)

αg◦f (ζ)
// ζ

commutes (αg(ζ) ◦ αf (g∗(ζ)) is cartesian by Lemma 5.5). It is easy to see that
the morphisms cf,g(ζ) define an isomorphism cf,g : f∗ ◦ g∗ → (g ◦ f)∗ of functors
FW → FU . Since c is normalized, we have cidU ,f = cf,idV = idf∗ for every
morphism f : U → V . One can check moreover that, given three morphisms

U
f−→ V

g−→W
h−→ X of C, the diagram (in Fun(FX ,FU ))

f∗ ◦ g∗ ◦ h∗
cf,g?idh∗ //

idf∗?cg,h

��

(g ◦ f)∗ ◦ h∗

cg◦f,h

��
f∗ ◦ (h ◦ g)∗

cf,h◦g
// (h ◦ g ◦ f)∗

commutes. Therefore F (F,c) is a lax 2-functor, according to the following defini-
tion.

Definition 5.32. A lax 2-functor F : C◦ → Cat consists of the data of a cat-
egory F (U) for every object U of C, of a functor F (f) : F (V ) → F (U) for
every morphism f : U → V of C, and of an isomorphism of functors cf,g =

c
F
f,g : F (f) ◦ F (g) → F (g ◦ f) for every couple of composable morphisms f and
g of C, such that F (idU ) = idF (U) for every U ∈ C, cidU ,f = cf,idV = idF (f) for
every morphism f : U → V of C and cg◦f,h ◦ (cf,g ? idF (h)) = cf,h◦g ◦ (idF (f) ? cg,h)
if f , g and h are three composable morphisms of C.

Remark 5.33. There exist also more relaxed versions of the notion of lax 2-
functor (as we have defined it, it is often called pseudo-functor, for instance in
[10]). In particular, instead of the equality F (idU ) = idF (U), one could require the
existence of an isomorphism of functors aU : F (idU )→ idF (U) for every U ∈ C such
that cidU ,f = aU ? idF (f) and cf,idV = idF (f) ? aV for every morphism f : U → V
of C (this is the right definition to use if the clivage is not normalized). An even
more general notion is obtained by allowing the natural transformations cf,g (and
aU ) not to be isomorphisms.

Conversely, every lax 2-functor F : C◦ → Cat determines (this time in a
natural way) a fibred category p: F = F(F )→ C as follows:

Ob(F) := {(U, ξ) |U ∈ C, ξ ∈ F (U)},
HomF((U, ξ), (V, η)) := {(f, φ) | f ∈ HomC(U, V ), φ ∈ HomF (U)(ξ, F (f)(η))}.
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Given (f, φ) ∈ HomF((U, ξ), (V, η)) and (g, ψ) ∈ HomF((V, η), (W, ζ)), we define

(g, ψ) ◦ (f, φ) := (g ◦ f, cf,g(ζ) ◦ F (f)(ψ) ◦ φ).

It is easy to see that F is a category and that the functor p (obviously defined
by p(U, ξ) := U on objects and p(f, φ) := f on morphisms) makes it into a fibred
category. Indeed, for every f : U → V in C and every η ∈ F (V ), the morphism
(f, idF (f)(η)) : (U,F (f)(η)) → (V, η) is cartesian; from this we see that F is also
naturally endowed with a (normalized) clivage.

We are going to see that the map F 7→ F(F ) from lax 2-functors to fibred
categories is inverse (up to isomorphism, in a sense to be specified) of the map
F 7→ F (F,c) (for every choice of a normalized clivage c on F). In fact, not only
strict 2-functors (see Proposition A.21) but also lax 2-functors form the objects
of a (strict) 2-category LaxFun(C◦,Cat); its 1-morphisms are given by lax 2-
natural transformations and its 2-morphisms by modifications. If F ,G : C◦ → Cat
are 2-functors, a lax 2-natural transformation α : F → G is given by functors
α(U) : F (U)→ G(U) for every U ∈ C together with isomorphisms

αf : G(f) ◦ α(V )→ α(U) ◦ F (f)

of functors F (V ) → G(U) for every f : U → V in C, such that αidU
= idα(U) for

every U ∈ C and, given U
f−→ V

g−→W in C,

c
G
f,g ◦ αg◦f = (idα(U) ? c

F
f,g) ◦ (αf ? idF (g)) ◦ (idG(f) ? αg)

as morphisms G(f) ◦G(g) ◦ α(W )→ α(U) ◦ F (f) ◦ F (g). If α, β : F → G are lax
2-natural transformations, a modification ε : α → β is given by natural transfor-
mations ε(U) : α(U)→ β(U) for every U ∈ C such that

β
f
◦ (idG(f) ? ε(V )) = (ε(U) ? idF (f)) ◦ αf : G(f) ◦ α(V )→ β(U) ◦ F (f)

for every f : U → V in C. We leave it to the reader to imagine how compositions
are defined and to check that LaxFun(C◦,Cat) is indeed a 2-category. It is then
boring but not difficult to prove the following result.

Proposition 5.34. The map F 7→ F (F,c) (for F ∈ FibC and c an arbitrary nor-
malized clivage on F) extends to a (strict) 2-functor FibC → LaxFun(C◦,Cat),
which is a (strict) 2-equivalence; a 2-quasi-inverse is given by the natural 2-functor
LaxFun(C◦,Cat)→ FibC defined on objects by F 7→ F(F ).

This shows that it is essentially the same thing to work with fibred categories
or with lax 2-functors. Although we will stick to fibred categories (which are much
more common in the literature), it will be often useful to endow a fibred category
with a clivage (so implicitly using an associated lax 2-functor). For this reason, we
will usually tacitly assume that a clivage has been chosen on every fibred category
under consideration. So, given f : U → V in C and F ∈ FibC, we will freely use
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expressions like f∗(η) (η ∈ FV ) or f∗(ψ) (ψ ∈ Mor(FV )); in analogy with the
notation used for presheaf, we will sometimes write η|U and ψ|U instead of f∗(η)
and f∗(ψ), if there can be no doubt about f .

We must also say that in some cases a fibred category is more naturally defined
as the fibred category associated to some lax 2-functor. So it is customary to assign
a fibred category F by specifying the fibres FU for every U ∈ C and the pullback
functors f∗ for every f ∈ Mor(C) (which are often the “obvious” ones).

Example 5.35. If C = Sch/S or C = AffSch/S (S a scheme), we can define
Mod : C◦ → Cat by Mod(U → S) := Mod(U) on objects and Mod(f) := f∗

on morphisms (f∗ denotes the usual pullback functor): notice that, if f and g
are two composable morphisms of C, the natural isomorphisms f∗ ◦ g∗ ∼= (g ◦ f)∗

satisfy the necessary compatibility relations, so that Mod is a lax 2-functor (in
the weaker sense of Remark 5.33, since id∗U is in general only isomorphic to the
identity). We will denote by Mod the corresponding fibred category; similarly,
QCoh (respectively QCohAlg, respectively QCohGAlg) will be the fibred cat-
egory whose fibre over (U → S) ∈ C is QCoh(U) (respectively QCohAlg(U),
respectively QCohGAlg(U)).

5.4 Yoneda’s lemma for fibred categories

Let C be a category, F ∈ FibC a fibred category and U ∈ C an object (which
we will identify with the corresponding category fibred in sets C/U ). There is
a natural functor Φ = ΦF,U : HomFibC

(U,F) → FU defined as follows. If P ∈
HomFibC

(U,F), Φ(P ) := P (idU ) = PU (idU ) (notice that PU is a functor U(U)→
FU ); similarly, if α ∈ HomHomFibC

(U,F)(P,Q) (i.e., if α : P → Q is a 2-morphism

of FibC), Φ(α) := α(idU ) : P (idU ) → Q(idU ) (α(idU ) is a morphism of FU by
definition of 2-morphism in FibC).

Conversely, it is easy to see that the choice of a clivage c on F induces a
functor Ψ = Ψ(F,c),U : FU → HomFibC

(U,F). Indeed, for every ξ ∈ FU we
define the functor Ψ(ξ) : C/U → F as follows: if f : V → U is an object of C/U ,
Ψ(ξ)(f) := f∗(ξ) ∈ FV , whereas if g : V → V ′ is a morphism of C/U (say from
f : V → U to f ′ : V ′ → U), Ψ(ξ)(g) ∈ Homg

F(f∗(ξ), f ′
∗
(ξ)) is defined to be the

morphism (which exists unique because αf ′(ξ) is cartesian) such that

f∗(ξ)
Ψ(ξ)(g) //

αf (ξ)
!!

f ′
∗
(ξ)

αf′ (ξ)}}
ξ

commutes (note that Ψ(ξ)(g) is cartesian by Lemma 5.5, so that Ψ(ξ) is really
a morphism of FibC). Similarly, if φ : ξ → ξ′ is a morphism of FU , the natural
transformation Ψ(φ) : Ψ(ξ)→ Ψ(ξ′) is defined for every object f : V → U of C/U

by Ψ(φ)(f) := f∗(φ) : f∗(ξ)→ f∗(ξ′) (it is clear that Ψ(φ) is actually a morphism
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of HomFibC
(U,F)). It is then easy to prove the following result, which generalizes

Proposition 4.3.

Proposition 5.36. For every fibred category F ∈ FibC and every U ∈ C the
functor ΦF,U : HomFibC

(U,F) → FU is an equivalence of categories. Moreover,
for every clivage c on F, the functor Ψ(F,c),U : FU → HomFibC

(U,F) is a quasi-
inverse of ΦF,U .

Remark 5.37. As we do for presheaves, we will usually identify the categories
FU and HomFibC

(U,F), without mentioning the functors Φ and Ψ. In particular,
every object ξ of FU will be identified with the morphism Ψ(ξ) (of course, in this
way the morphism ξ of FibC depends on the chosen clivage, but different choices
yield 2-isomorphic morphisms).

5.5 Fibred products of fibred categories

It is not clear a priori how fibred products should be defined in FibC (or, more
generally, in an arbitrary 2-category). Actually, even in Cat there are (at least)
two different possible definitions of fibred product. The more obvious one is the
following, which we will call strict fibred product and denote by ×s: given functors
Fi : Ci → C (i = 1, 2), one can define the category C1 F1

×s
F2

C2 (or simply
C1×s

C C2) by

Ob(C1×s
C C2) := {(U1, U2) |Ui ∈ Ci, F1(U1) = F2(U2)},

Hom((U1, U2), (V1, V2)) := {(f1, f2) | fi ∈ HomCi(Ui, Vi), F1(f1) = F2(f2)}.

(composition of morphisms is obviously defined componentwise). It is clear that
there are natural projection functors Pri : C1×s

C C2 → Ci and that F1 ◦ Pr1 =
F2 ◦ Pr2 (true equality, not just isomorphism of functors). It is also easy to see
that strict fibred product satisfies the following property: for every D ∈ Cat
composition with Pr1 and Pr2 induces an isomorphism of categories

Fun(D,C1×s
C C2)→ Fun(D,C1)×s

Fun(D,C) Fun(D,C2).

However, such a definition of fibred product in Cat (which can be extended to an
arbitrary 2-category C defining U ×s

W V by a similar universal property, namely
requiring that the natural functor

HomC(X,U ×s
W V )→ HomC(X,U)×s

HomC(X,W ) HomC(X,V )

be an isomorphism of categories for every X ∈ C) does not yield a satisfactory
notion of fibred product in FibC. The reasons of this can be understood already
in Cat = Fib{∗}: for instance, if F1 is an equivalence of categories (i.e., an iso-
morphism of fibred categories), then Pr2 : C1×s

C C2 → C2 is not an equivalence
of categories in general. However, although we will use a different notion of fibred
product in FibC, strict fibred products will also play a role in the following, as we
are going to explain.
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Lemma 5.38. Let p: F → C be a fibred category and F : C′ → C a functor.
Then the projection functor p′ : F′ := C′ F×s

p F → C′ is a fibred category, too.
Moreover, the projection functor F′ → F induces an isomorphism of categories
F′U ′ → FF (U ′) for every U ′ ∈ C′ (in particular, if F is fibred in groupoids or in
equivalence relations or in sets, the same is true for F′).

Proof. Given f ′ : U ′ → V ′ in C′ (say with F (f ′) = f : U → V ) and η′ ∈ F′V ′ (by
definition of F′, η′ must be of the form (V ′, η) for some η ∈ FV ), we have to show
that there exists a cartesian morphism φ′ : ξ′ → η′ in F′ with p′(φ′) = f ′. It is
straightforward to check that it is enough to take a cartesian morphism φ : ξ → η
in F with p(φ) = f and set ξ′ := (U ′, ξ), φ′ := (f ′, φ). The second statement is
also trivial.

In the situation of the above lemma, let’s denote F′ ∈ FibC′ by F ∗(F). Using
the universal property of strict fibred product and the fact that a morphism (f ′, φ)
of F′ is cartesian if and only if φ is cartesian in F (as it is immediate to see), it is
then easy to prove the following result.

Proposition 5.39. For every functor F : C′ → C the map F 7→ F ∗(F) extends

to a (strict) 2-functor F ∗ : FibC → FibC′ , whose restriction to Ĉ coincides with

◦F : Ĉ→ Ĉ′.

Now we fix as usual our base category C and give the definition of (non strict)
fibred product in FibC (denoted simply by ×). Given morphisms (for i = 1, 2)
Pi : Fi → F in FibC, we define F̃ := F1

P1×P2 F2 (or simply F1×F F2) as follows:
for every U ∈ C

Ob(F̃U ) := {(ξ1, ξ2, λ) | ξi ∈ FiU , λ ∈ IsomFU (P1(ξ1), P2(ξ2))}

and for every morphism f : U → V of C

Homf

F̃
((ξ1, ξ2, λ), (η1, η2, µ))

:= {(φ1, φ2) |φi ∈ Homf
Fi(ξi, ηi), µ ◦ P1(φ1) = P2(φ2) ◦ λ}.

It is clear that in this way we obtain a category F̃ together with a functor F̃→ C,
and we have to prove that it is a fibred category. Given f : U → V in C and
(η1, η2, µ) ∈ F̃V , for i = 1, 2 we can choose a cartesian morphism φi : ξi → ηi
in Fi over f . Since P2(φ2) is a cartesian morphism, there exists a unique λ ∈
HomFU (P1(ξ1), P2(ξ2)) such that the diagram

P1(ξ1)

λ

��

P1(φ1)// P1(η1)

µ

��
P2(ξ2)

P2(φ2)
// P2(η2)
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commutes. Now, λ is cartesian by Lemma 5.5 (P2(φ2)◦λ = µ◦P1(φ1) is cartesian
again by Lemma 5.5), hence it is an isomorphism by Lemma 5.6. Therefore, by
definition, (ξ1, ξ2, λ) ∈ F̃U and (φ1, φ2) ∈ HomF̃((ξ1, ξ2, λ), (η1, η2, µ)), and the

following lemma implies that (φ1, φ2) is cartesian, so that F̃ is actually a fibred
category over C.

Lemma 5.40. A morphism (φ1, φ2) of F̃ = F1 ×F F2 is cartesian if and only if
φ1 is cartesian in F1 and φ2 is cartesian in F2.

Proof. Let’s say (φ1, φ2) ∈ Homf

F̃
((ξ1, ξ2, λ), (η1, η2, µ)), and assume first that φ1

and φ2 are cartesian. Then, given g : U ′ → U in C and

(φ′1, φ
′
2) ∈ Homf◦g

F̃
((ξ′1, ξ

′
2, λ
′), (η1, η2, µ)),

for i = 1, 2 there exist unique ψi ∈ Homg
Fi(ξ

′
i, ξi) such that φ′i = φi ◦ ψi; it

follows that, in order to prove that (φ1, φ2) is cartesian, it is enough to show that
(ψ1, ψ2) ∈ Homg

F̃
((ξ′1, ξ

′
2, λ
′), (ξ1, ξ2, λ)), i.e. that λ ◦ P1(ψ1) = P2(ψ2) ◦ λ′. Since

(φ1, φ2) and (φ′1, φ
′
2) are morphisms of F̃,

P1(ξ1)

λ

��

P1(φ1)// P1(η1)

µ

��

P1(ξ′1)

λ′

��

P1(φ′1)oo

P2(ξ2)
P2(φ2)

// P2(η2) P2(ξ′2)
P2(φ′2)

oo

is a commutative diagram (in F). Therefore we have

P2(φ2) ◦ λ ◦ P1(ψ1) = µ ◦ P1(φ1) ◦ P1(ψ1)

= µ ◦ P1(φ′1) = P2(φ′2) ◦ λ′ = P2(φ2) ◦ P2(ψ2) ◦ λ′,

which implies λ ◦ P1(ψ1) = P2(ψ2) ◦ λ′ because P2(φ2) is cartesian.

Assume conversely that (φ1, φ2) is cartesian. Let φ̄i ∈ Homf
Fi(ξ̄i, ηi) be

cartesian morphisms for i = 1, 2: we already know that there exists unique
λ̄ ∈ IsomFU (P1(ξ̄1), P2(ξ̄2)) such that (φ̄1, φ̄2) ∈ Homf

F̃
((ξ̄1, ξ̄2, λ̄), (η1, η2, µ)), and

(φ̄1, φ̄2) is cartesian by the already proved implication. Then by Corollary 5.7
there exists unique (ψ1, ψ2) ∈ IsomF̃U

((ξ1, ξ2, λ), (ξ̄1, ξ̄2, λ̄)) such that (φ1, φ2) =

(φ̄1, φ̄2) ◦ (ψ1, ψ2); this means that (for i = 1, 2) ψi is an isomorphism such that
φi = φ̄i ◦ ψi, so that φi is cartesian by Lemma 5.5.

It follows that for i = 1, 2 the natural functor Pri : F̃→ Fi (defined on objects
by (ξ1, ξ2, λ) 7→ ξi and on morphisms by (φ1, φ2) 7→ φi) is a morphism of FibC. It
is also clear that setting for every (ξ1, ξ2, λ) ∈ F̃

γ(ξ1, ξ2, λ) := λ : P1 ◦ Pr1(ξ1, ξ2, λ) = P1(ξ1)→ P2(ξ2) = P2 ◦ Pr2(ξ1, ξ2, λ)
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defines a (tautological) natural transformation γ : P1 ◦ Pr1 → P2 ◦ Pr2, which is
obviously a 2-isomorphism of FibC. In other words, there is a 2-commutative
diagram in FibC

F1 ×F F2 Pr1 //

Pr2
��

F1

P1

��
F2

P2

// F.

γ

v~

(5.1)

Remark 5.41. It is clear by construction that each fibre (F1×FF2)U is isomorphic
(as a category) to F1

U ×FU F2
U (fibred product in Cat = Fib{∗}). It follows that if

F1 and F2 are fibred in groupoids or in equivalence relations or in sets, the same
is true for F1 ×F F2; notice also that in this case F1 ×F F2 is isomorphic (as a
category) to F1 ×Fcart F2. It is easy to see that if F1, F2 and F are fibred in sets
(so that they can be identified with presheaves), then this new definition of fibred

product coincides (up to isomorphism) with the usual one in Ĉ.

Remark 5.42. Writing C for the trivial fibred category id: C → C (it corre-

sponds to the terminal object of Ĉ and it is terminal also in FibC, in the sense
that for every fibred category p: F→ C the category HomFibC

(F,C) is a set with
only one element, namely p), then F1 ×C F2 (which can be naturally identified
with F1×s

C F2) will be denoted simply by F1 × F2 (from what we are going to
say in general about fibred products, it will be clear that this is the right notion
of product in FibC).

Now we want to study the properties of the fibred product F1×F F2. We start
by observing that for every G ∈ FibC the fibred product (in Cat)

HomFibC
(G,F1)×HomFibC

(G,F) HomFibC
(G,F2)

is a category whose objects can be naturally identified with 2-commutative dia-
grams in FibC of the form

G //

��

F1

P1

��
F2

P2

//z� F.

Notice moreover that given a 2-commutative diagrams in FibC of the form

F′
P ′1 //

P ′2
��

F1

P1

��
F2

P2

//
α

z�
F,

(5.2)
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for every G ∈ FibC there is a naturally induced functor

HomFibC
(G,F′)→ HomFibC

(G,F1)×HomFibC
(G,F) HomFibC

(G,F2)

defined on objects by Q 7→ (P ′1 ◦ Q,P ′2 ◦ Q,α ? idQ) and on morphisms by β 7→
(idP ′1 ? β, idP ′2 ? β). It is then straightforward to prove the following result.

Lemma 5.43. For every G ∈ FibC the natural functor (induced by (5.1))

HomFibC
(G,F1 ×F F2)→ HomFibC

(G,F1)×HomFibC
(G,F) HomFibC

(G,F2)

is an isomorphism of categories. Its inverse is the natural functor defined on
objects by sending

G
Q1 //

Q2

��

F1

P1

��
F2

P2

//

β

z�
F

to Q̃ : G→ F1 ×F F2, where Q̃(ξ) := (Q1(ξ), Q2(ξ), β(ξ)) for every object ξ of G
and Q̃(φ) := (Q1(φ), Q2(φ)) for every morphism φ of G.

Definition 5.44. Assume that (5.2) is a 2-commutative diagram in FibC. Then
the diagram is 2-cartesian if the naturally induced functor

HomFibC
(G,F′)→ HomFibC

(G,F1)×HomFibC
(G,F) HomFibC

(G,F2) (5.3)

is an equivalence of categories for every G ∈ FibC.

For later use, we give here also the generalization to fibred categories of the
notion of cocartesian diagram, which can be expressed in terms of fibred products.
Observe that given the 2-commutative diagram (5.2) for every G ∈ FibC there is
a naturally induced functor

HomFibC
(F,G)→ HomFibC

(F1,G)×HomFibC
(F′,G) HomFibC

(F2,G) (5.4)

defined on objects by Q 7→ (Q ◦ P1, Q ◦ P2, idQ ? α) and on morphisms by β 7→
(β ? idP1 , β ? idP2). Again, it is useful to observe that the objects of the category
on the right-hand side of (5.4) can be naturally identified with 2-commutative
diagrams in FibC of the form

F′
P ′1 //

P ′2
��

F1

��
F2 //z� G.
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Definition 5.45. Assume that (5.2) is a 2-commutative diagram in a full 2-
subcategory F of FibC. Then the diagram is 2-cocartesian (in F) if the naturally
induced functor (5.4) is an equivalence of categories for every G ∈ F.

Remark 5.46. Of course, if a 2-commutative diagram in F is 2-cocartesian in
FibC, then it is 2-cocartesian in F, too, but the converse is false in general (even

in the cases of interest to us, like F = FibgpdC ,FibequivC ,FibsetC or the 2-category
of (pre)stacks, which we will introduce later). We didn’t need to give a similar
definition for 2-cartesian diagrams because all the relevant 2-subcategories of FibC

are closed under fibred products.

Remark 5.47. Since HomFibC
(F,G) is a set if G is fibred in sets, it is clear

that the notion of 2-cocartesianity in FibsetC coincides with the usual notion of

cocartesianity in Ĉ.

Returning to fibred products and 2-cartesian diagrams, we observe that a
diagram like (5.2) induces (by the isomorphism of Lemma 5.43 for G = F′) a
morphism which we denote by (P ′1, P

′
2;α) : F′ → F1 ×F F2. Moreover, in analogy

with the notation used in ordinary categories, for every morphism P : F′ → F
of FibC we will denote by ∆P := (idF′ , idF′ ; idP ) : F′ → F′ ×F F′ the diagonal
morphism; similarly, for every fibred category p: F→ C, we set ∆F := ∆p : F→
F× F.

Proposition 5.48. The 2-commutative diagram (5.2) is 2-cartesian if and only
if the corresponding morphism (P ′1, P

′
2;α) : F′ → F1 ×F F2 is an isomorphism of

FibC.

Proof. It is easy to check that for every G ∈ FibC the functor (5.3) coincides
(under the isomorphism of Lemma 5.43) with the functor

(P ′1, P
′
2, α)◦ : HomFibC

(G,F′)→ HomFibC
(G,F1 ×F F2),

and then the statement follows from Corollary 5.26.

Keeping the same notation used for cartesian diagrams, we will often use the
symbol � to denote 2-cartesian diagrams.

Definition 5.49. A property P of morphisms of FibC is stable under base change
if for every 2-cartesian diagram

F′ //

P ′

��

F

P

��
G′ //z� G

�

such that P satisfies P, then P ′ satisfies P, too.
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Remark 5.50. If a property P of morphisms of FibC is stable under base change
and P, P ′ : F → G are morphisms which are 2-isomorphic, then P satisfies P if
and only if P ′ satisfies P. Indeed, if α : P → P ′ is a 2-isomorphism, there is clearly
a 2-cartesian diagram

F
id //

P ′

��

F

P
��

G
id
//

α

z�
G.

�

Lemma 5.51. Let αi : Pi → Qi (for i = 1, 2) be 2-isomorphisms and let

F′ //

��

F1

P1

��

F′′ //

��

F1

Q1

��
F2

P2

//z� F,

�

F2

Q2

//z� F

�

be 2-cartesian diagrams in FibC. Then F′ ∼= F′′ in FibC.

Proof. It is immediate to see that the functor F1
P1×P2 F2 → F1

Q1×Q2 F2 defined
on objects by (ξ1, ξ2, λ) 7→ (ξ1, ξ2, α2(ξ2) ◦ λ ◦ α1(ξ1)−1) and which is the identity
on morphisms is an isomorphism of FibC (and also an isomorphism of categories).
The statement then follows from Proposition 5.48.

Lemma 5.52. If the 2-commutative diagram (5.2) is 2-cartesian and P1 : F1 → F
is an isomorphism (of FibC), then P ′2 : F′ → F2 is an isomorphism, too.

Proof. By Proposition 5.48 it is enough to prove that the projection functor
Pr2 : F̃ = F1×F F2 → F2 is an isomorphism of FibC, i.e. that (Pr2)U : F̃U → F2

U

is an equivalence of categories for every U ∈ C. (Pr2)U is fully faithful: given
(ξ1, ξ2, λ), (ξ′1, ξ

′
2, λ
′) ∈ F̃U and φ2 : ξ2 → ξ′2 in F2

U , there exists unique φ1 : ξ1 → ξ′1
in F1

U such that (φ1, φ2) ∈ HomF̃U
((ξ1, ξ2, λ), (ξ′1, ξ

′
2, λ
′)), i.e. such that P1(φ1) =

λ′
−1 ◦ P2(φ2) ◦ λ (because (P1)U is fully faithful). (Pr2)U is essentially surjec-

tive (actually even surjective on objects): given ξ2 ∈ F2
U , since (P1)U is essen-

tially surjective, there exists ξ1 ∈ F1
U and λ ∈ IsomFU (P1(ξ1), P2(ξ2)), whence

(ξ1, ξ2, λ) ∈ F̃U and Pr2(ξ1, ξ2, λ) = ξ2.

Lemma 5.53. Given a 2-commutative diagram in FibC

G3 Q2 //

R3

��

G2 Q1 //

��

G1

R1

��
F3

P2

//
α′

y�
F2

P1

//
α

y�
F1

�
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such that the square on the right is 2-cartesian, then the square on the left is
2-cartesian if and only if the composition

G3 Q1◦Q2 //

R3

��

G1

R1

��
F3

P1◦P2

//
α′′

y�
F1

(where α′′ := (idP1
? α′) ◦ (α ? idQ2

)) is 2-cartesian.

Proof. The square on the left (respectively the composition square) is 2-cartesian
if and only if the natural functor

F2 : HomFibC
(H,G3)→ HomFibC

(H,G2)×HomFibC
(H,F2) HomFibC

(H,F3)

(respectively

F1 : HomFibC
(H,G3)→ HomFibC

(H,G1)×HomFibC
(H,F1) HomFibC

(H,F3))

is an equivalence of categories for every H ∈ FibC. It is easy to see that, setting
Ci := HomFibC

(H,Fi) and Di := HomFibC
(H,Gi), there is a natural commu-

tative diagram in Cat

D3
F2 //

F1 ((

D2 ×C2 C3
G // (D1 ×C1 C2)×C2 C3

Huu
D1 ×C1

C3.

G, being induced by the natural functor D2 → D1×C1 C2 (which is an equivalence
because the square on the right is cartesian), is easily seen to be an equivalence.
Therefore, in order to prove that F2 is an equivalence if and only if F1 is, it is
enough to check that the natural functor H is an equivalence, which is straight-
forward.

5.6 Representability for fibred categories

We fix as usual the base category C. We are going to see that the notion of
representability (both of objects and of morphisms) can be naturally extended

from Ĉ to FibC.

Definition 5.54. F ∈ FibC is representable if it is isomorphic (in FibC) to some
U ∈ C (i.e., to the fibred category C/U → C).

Remark 5.55. Since Ĉ is a full 2-subcategory of FibC, F ∈ Ĉ is representable
as a fibred category if and only if it is representable as a presheaf. Notice that if
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F ∈ FibC is representable, then (by Proposition 5.27) F is fibred in equivalence
relations, but not necessarily in sets. On the other hand, the lax 2-equivalence
of Corollary 5.28 restricts to a lax 2-equivalence between C and the strictly full
2-subcategory of FibC whose objects are representable fibred categories.

Definition 5.56. A morphism P : F → G of FibC is representable if for every
morphism Q : H → G, where H is a representable fibred category, the fibred
product F P×Q H is representable, too.

Remark 5.57. Using Lemma 5.52 and Lemma 5.53 it is easy to see that P as
above is representable if and only if the condition of the definition is satisfied for
every morphism Q : V → G, where V ∈ C. Notice that in this case there is always
(by Proposition 5.48) a 2-cartesian diagram

U //

f

��

F

P
��

V
Q
//z� G

�

with U ∈ C (the morphism f of C is obviously unique up to composition with

an isomorphism U ′ → U of C). It is also clear that for morphisms of Ĉ this new
definition of representability coincides with the old one.

The following result is again an immediate consequence of Lemma 5.53.

Proposition 5.58. For morphisms of FibC, the property of being representable
is stable under composition and base change.

Definition 5.59. Let P be a property of morphisms of C which is stable under
base change. We will say that a representable morphism P : F→ G of FibC sat-
isfies P if for every V ∈ C and every morphism Q : V → G the induced morphism
U ∼= F P×Q V → V of C satisfies P.

Remark 5.60. In the hypotheses of the above definition, it is clear that a rep-
resentable morphism of Ĉ satisfies P in Ĉ if and only if it satisfies P in FibC.
Moreover, it follows from Proposition 5.58 and Lemma 5.53 that, for representable
morphisms of FibC, the property P remains stable under base change (and also
under composition, if P is stable under composition for morphisms of C).

We are going to see that also the criterion for representability of the diagonal
extends to fibred categories. Before, however, we need to prove a result, which
was obvious in the case of presheaves. Given morphisms Pi : Ui → F of FibC

with Ui ∈ C (for i = 1, 2), recall that by definition there is a natural 2-cartesian
diagram

U1 P1
×P2

U2
Pr1 //

Pr2

��

U1

P1

��
U2

P2

// F

γ

u}

�
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and observe that U1 P1
×P2

U2 ∈ Ĉ by Remark 5.41.

Lemma 5.61. In the above notation, the 2-commutative diagram of FibC

U1 P1
×P2

U2
P1◦Pr1 //

(Pr1,Pr2)

��

F

∆F

��
U1 × U2

P1×P2

// F× F

(id,γ)

t|

is 2-cartesian.

Proof. Setting G := F ∆F
×(P1×P2)(U1×U2), by Proposition 5.48 we have to show

that the morphism

R := (P1 ◦ Pr1, (Pr1, P r2); (id, γ)) : U1 P1×P2 U2 → G

is an isomorphism of FibC, i.e., that RW : (U1 P1
×P2

U2)W → GW is an equiva-
lence of categories for every W ∈ C. Now, by definition of fibred product,

(U1 P1
×P2

U2)W = {(f1, f2, λ) | fi ∈ Ui(W ), λ ∈ IsomFW (P1(f1), P2(f2))}

(it is just a set, since U1 P1
×P2

U2 ∈ Ĉ), whereas

Ob(GW ) = {(ζ, g1, g2, µ1, µ2) | ζ ∈ FW , gi ∈ Ui(W ), µi ∈ IsomFW (ζ, Pi(gi))}

and

HomGW
((ζ, g1, g2, µ1, µ2), (ζ ′, g′1, g

′
2, µ
′
1, µ
′
2))

=

{
{φ ∈ HomFW (ζ, ζ ′) |µi = µ′i ◦ φ} if gi = g′i

∅ otherwise

(notice that the last set contains only the isomorphism µ′1
−1 ◦ µ1 if gi = g′i and

µ′1
−1 ◦ µ1 = µ′2

−1 ◦ µ2, and is empty otherwise, so that GW is an equivalence
relation, as expected). It is then very easy to see that RW , which is defined by
(f1, f2, λ) 7→ (P1(f1), f1, f2, idP1(f1), λ), is an equivalence of categories.

Using Lemma 5.61 the proof of the following proposition is the same as that
of Proposition 4.14, except that, of course, cartesian diagrams are replaced by
2-cartesian diagrams and Lemma 5.53 must be used instead of Lemma A.1.

Proposition 5.62. Assume that C has fibred products and finite products. Given
F ∈ FibC, the diagonal morphism ∆F : F → F × F of FibC is representable if
and only if every morphism U → F of FibC (with U ∈ C) is representable. In
this case, moreover, ∆F satisfies a property P of morphisms of C which is stable
under base change if for all U ∈ C and all ξ1, ξ2 : U → F the natural morphism of
representable presheaves U ξ1×ξ2 U → U × U satisfies P.
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Remark 5.63. As (by Proposition 5.36) every morphism U → F is 2-isomorphic
to one defined by an object of FU , by Lemma 5.51 we can reformulate the above
result by saying that ∆F is representable if and only if for all U, V ∈ C, all ξ ∈ FU
and all η ∈ FV the presheaf U ξ×η V is representable. We are going to see how
presheaves of this form can be described.

Definition 5.64. Given F ∈ FibC, U ∈ C and ξ1, ξ2 ∈ FU , we define the presheaf

HomU (ξ1, ξ2) ∈ Ĉ/U as follows: for every object f : V → U of C/U

HomU (ξ1, ξ2)(f) := HomFV (f∗(ξ1), f∗(ξ2))

and for every morphism g ∈ HomC/U
(f : V → U, f ′ : V ′ → U)

HomU (ξ1, ξ2)(g) : HomFV ′ (f
′∗(ξ1), f ′

∗
(ξ2))→ HomFV (f∗(ξ1), f∗(ξ2))

φ 7→ cg,f ′(ξ2) ◦ g∗(φ) ◦ cg,f ′(ξ1)−1

(we are using the functorial isomorphism cg,f ′ : g
∗ ◦ f ′∗ ∼−→ (f ′ ◦ g)∗ = f∗).

We also denote by IsomU (ξ1, ξ2) ∈ Ĉ/U the subpresheaf of HomU (ξ1, ξ2)
defined by

IsomU (ξ1, ξ2)(f : V → U) := IsomFV (f∗(ξ1), f∗(ξ2)).

Remark 5.65. The above definition depends on the clivage, but it is easy to see
that different clivages yield isomorphic presheaves. It is also clear that if ξi ∼= ξ′i
in FU , then HomU (ξ1, ξ2) ∼= HomU (ξ′1, ξ

′
2) and IsomU (ξ1, ξ2) ∼= IsomU (ξ′1, ξ

′
2).

Lemma 5.66. Given F ∈ FibC, U ∈ C and ξ1, ξ2 ∈ FU , let π : I → U be the

morphism of Ĉ corresponding to IsomU (ξ1, ξ2) ∈ Ĉ/U (under the equivalence of
Lemma 4.20). Then there is a natural 2-cartesian diagram in FibC

I
P //

π

��

F

∆F

��
U

(ξ1,ξ2)
// F× F,

α

w�

�

where, for every (f, φ) ∈ I(V ) (with f ∈ U(V ) and φ ∈ IsomFV (f∗(ξ1), f∗(ξ2))),
P (f, φ) := f∗(ξ1) ∈ FV and α(f, φ) := (idf∗(ξ1), φ).

Moreover, given V ∈ C such that U ×V ∈ C, ξ ∈ FU and η ∈ FV , the natural
morphism U ξ×η V → U × V of Ĉ corresponds to IsomU×V (pr∗1(ξ), pr∗2(η)) ∈
Ĉ/U×V .

Proof. Similar to that of Lemma 5.61.

Corollary 5.67. Given F ∈ FibC, ∆F : F → F × F is representable (and sat-
isfies a property P of morphisms of C which is stable under base change) if and
only if the presheaf IsomU (ξ1, ξ2) is representable (and the structure morphism
IsomU (ξ1, ξ2)→ U satisfies P) for all U ∈ C and all ξ1, ξ2 ∈ FU .
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5.7 Categories fibred in groupoids and groupoids in a category

The notions of group and equivalence relation in a category can be naturally
generalized to a notion of groupoid in a category (recall that groups are just
groupoids with one object and equivalence relations are groupoids with only trivial
automorphisms). Assuming for simplicity that the category has fibred products,
we will define it in the style of the characterizations given in Proposition 4.66 and
Proposition 4.71 for groups and equivalence relations. The following definition
should then be clear, if one observes that a groupoid D is completely described by
the two sets Ob(D), Mor(D) and by the five maps

s : Mor(D)→ Ob(D), t : Mor(D)→ Ob(D), Ob(D)→ Mor(D),

(f : U → V ) 7→ U (f : U → V ) 7→ V U 7→ idU

Mor(D)→ Mor(D), Mor(D) s×t Mor(D)→ Mor(D)

f 7→ f−1 (g : V →W, f : U → V ) 7→ g ◦ f

(subject to some suitable compatibilities, expressing the fact that D is really a
groupoid).

Definition 5.68. Let C be a category with fibred products. A groupoid in C
is given by two objects U (“objects”) and V (“morphisms”) and five morphisms
s : V → U (“source”), t : V → U (“target”), e : U → V (“identity”), i : V → V
(“inverse”) and m : V s×t V → V (“composition”) of C such that s◦e = t◦e = idU ,
s = t ◦ i, t = s ◦ i, s ◦m = s ◦ pr2, t ◦m = t ◦ pr1 (where pri : V s×t V → V are the
natural projections) and the following diagrams commute:

1.

V s×t V

m

��
V

id
//

(id,e◦s)
;;

V V
id

oo

(e◦t,id)
cc

;

2.

V

t

��

(id,i) // V s×t V

m

��

V

s

��

(i,id)oo

U
e

// V U
e

oo

;

3.

V s×t V s×t V
idV ×m//

m×idV

��

V s×t V

m

��
V s×t V m

// V

.
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A groupoid in C as in the above definition will be usually denoted simply by

V
t //
s
//U .

Remark 5.69. If C has also a terminal object ∗, a group G in C defines a groupoid
G // //∗ in C (with e, i and m as in Proposition 4.66). Similarly, it is easy to see

that an equivalence relation R
δ1 //
δ2

//U in C is a groupoid in C (again, with e, i

and m as in Proposition 4.71).

Example 5.70. Assuming C has also a terminal object ∗, let % : U ×G → U be
an action in C, and denote by eG : ∗ → G, iG : G → G and mG : G × G → G
the identity, inverse and multiplication morphisms. Then it is straightforward to

check that % naturally determines a groupoid U ×G
pr1 //
%
//U in C with

e = (id, eG ◦ ∗U ) : U → U ×G,
i = (%, iG ◦ pr2) : U ×G→ U ×G,

m = idU ×mG : U ×G×G ∼= (U ×G) %×pr1(U ×G)→ U ×G.

Assume now that F• = (F1

t //
s
//F0 ) is a groupoid in Ĉ. Then it is clear that

(for U ∈ C) [F•]
′
U := F•(U) = (F1(U)

t(U) //
s(U)

//F0(U)) is a groupoid in Set (i.e.,

an ordinary groupoid) and that for every morphism f : U → V of C the maps
F0(f) : Ob([F•]

′
V ) → Ob([F•]

′
U ) and F1(f) : Mor([F•]

′
V ) → Mor([F•]

′
U ) define a

functor f∗ : [F•]
′
V → [F•]

′
U . If U

f−→ V
g−→W are two morphisms of C, the fact that

Fi(g◦f) = Fi(f)◦Fi(g) implies that (g◦f)∗ = f∗◦g∗ : [F•]
′
W → [F•]

′
U (true equality,

not just isomorphism of functors); similarly, for every U ∈ C we have id∗U = id[F•]′U
.

This means that the groupoids [F•]
′
U together with the functors f∗ define a (strict)

2-functor C◦ → Gpd, whose corresponding category fibred in groupoids (naturally

endowed with a scindage) is denoted by [F•]
′ = [F1

t //
s
//F2 ]′ ∈ FibgpdC .

Remark 5.71. Conversely, it is easy to see that if F ∈ FibgpdC admits a scindage,

then it is of the form [F•]
′ for some groupoid in Ĉ (with F0(U) = Ob(FU ) and

F1(U) = Mor(FU ) for every U ∈ C). However, we will not need this fact.

The natural functors π′U : F0(U)→ [F•]
′
U (defined to be the identity on objects

and in the unique possible way on morphisms) clearly determine a morphism

π′ : F0 → [F•]
′ of FibgpdC , which is obviously an epimorphism. Notice also that
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there is a natural 2-commutative diagram in FibgpdC

F1
s //

t

��

F0

π′

��
F0

π′
//

γ

y�
[F•]

′

(5.5)

where the tautological 2-isomorphism γ is defined for all U ∈ C and all ξ ∈ F1(U)
by

γ(ξ) := ξ : π′ ◦ s(ξ) = s(U)(ξ)→ t(U)(ξ) = π′ ◦ t(ξ).

Proposition 5.72. If F• = (F1

t //
s
//F2 ) is a groupoid in Ĉ, then the 2-commu-

tative diagram in FibgpdC (5.5) is 2-cartesian and 2-cocartesian in FibC.

Proof. It follows immediately from the definitions that not only the diagram is
2-cartesian, but the morphism (s, t; γ) : F1 → F0 ×[F•]′ F0 is an isomorphism of
categories and not just of fibred categories (they are both categories fibred in sets).
Similarly, it turns out that for every F ∈ FibC, setting

H := HomFibC
(F0,F)×HomFibC

(F1,F) HomFibC
(F0,F),

the naturally induced functor H : HomFibC
([F•]

′,F) → H (defined on objects
by H(P ) := (P ◦ π′, P ◦ π′, idP ? γ)) is an isomorphism of categories (and not
just an equivalence, as it is required in the definition of 2-cocartesian diagram).
Indeed, given an object (P1, P2, α) ∈ H (α : P1 ◦ s

∼−→ P2 ◦ t is a 2-isomorphism,
so that, for every U ∈ C and every φ ∈ F1(U), α(φ) : P1(s(φ))

∼−→ P2(t(φ)) is an
isomorphism of FU ), we can naturally define an object P ∈ HomFibC

([F•]
′,F)

as follows. For every U ∈ C the functor PU : [F•]
′
U = F•(U) → FU is defined

on objects by P (ξ) := P1(ξ) for every ξ ∈ F0(U) and on morphisms by P (φ) :=
α(e ◦ t(φ))−1 ◦ α(φ) for every φ ∈ F1(U). It is then easy to see that the functors
PU yield a morphism P : [F•]

′ → F and that the mapping (P1, P2, α) 7→ P extends
to a functor H→ HomFibC

([F•]
′,F), which is the inverse of H.

The above result can be regarded as a generalization of the first part of Propo-
sition 4.80 (if the groupoid F• is an equivalence relation, then [F•]

′, which is fibred
in equivalence relations, is isomorphic to the quotient presheaf of F• and (5.5) can

be identified with the corresponding cartesian and cocartesian diagram in Ĉ), and
we are going to see that also the second part can be generalized in a similar way.

Given a morphism P : F0 → F in FibC with F0 ∈ Ĉ, let F1 := F0 ×F F0 and
consider the natural 2-cartesian diagram in FibC

F1
pr2 //

pr1

��

F0

P

��
F0

P
//

γ

z�
F.

� (5.6)
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We claim that there is a natural groupoid F• = (F1

pr1 //
pr2
//F0 ) in Ĉ. In fact, F1 ∈ Ĉ

by Remark 5.41 and it is easy to check that the axioms of groupoids are satisfied
by the morphisms

e := ∆P : F0 → F1,

i := (pr1, pr2; γ−1) : F1 → F1,

m := pr1,3 : F0 ×F F0 ×F F0
∼= F1 pr2×pr1 F1 → F1 = F0 ×F F0

(where pr1,3 is the projection onto the first and third factors). By Proposi-
tion 5.72 the 2-commutative diagram (5.6) induces a morphism (well defined up to
2-isomorphism) P ′ : [F•]

′ → F such that (denoting by π′ : F0 → [F•]
′ the natural

morphism) P ′ ◦ π′ ∼= P : F0 → F (actually the proof of Proposition 5.72 implies
that there exists a unique P ′ such that P ′ ◦π′ = P , but we will not need this fact).

Lemma 5.73. With the above notation, for every U ∈ C and every ξ, η ∈ F0(U) =
Ob([F•]

′
U ) the functor P ′U : [F•]

′
U → FU induces a bijection

Hom[F•]′U
(ξ, η)

∼−→ IsomFU (P ′(ξ), P ′(η)).

In particular, P ′ is a monomorphism of FibC if F ∈ FibgpdC .

Proof. Immediate from the definitions.

Corollary 5.74. If P : F0 → F is a morphism in FibgpdC with F0 ∈ Ĉ, then the

induced morphism P ′ : [F•]
′ := [F0 ×F F0

pr1 //
pr2
//F0 ]′ → F yields an isomorphism

[F•]
′ ∼= imP in FibC; in particular, [F•]

′ ∼= F if and only if P is an epimorphism
in FibC.

Proof. Since imP = imP ′ (because π′ : F0 → [F•]
′ is an epimorphism), it follows

from Remark 5.30.

6 Stacks

6.1 Prestacks and stacks

We fix a site (C, τ). In the following, given a covering {Ui → U}i∈I ∈ Cov(U) =
Covτ (U), for all i, j, k ∈ I we will write Ui,j instead of Ui×U Uj and Ui,j,k instead
of Ui ×U Uj ×U Uk.

Definition 6.1. Given U ∈ C, U = {Ui → U}i∈I ∈ Cov(U) and F ∈ FibC (on
which we assume, as usual, that a clivage has been chosen), a descent datum (in F)
relative to U consists of a collection of objects ξi ∈ FUi (for i ∈ I) together with
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isomorphisms φi,j : ξj |Ui,j
∼−→ ξi|Ui,j of FUi,j (for i, j ∈ I), such that the diagram

in FUi,j,k

(ξk|Ui,k)|Ui,j,k

o
��

φi,k|Ui,j,k // (ξi|Ui,k)|Ui,j,k

o
��

ξk|Ui,j,k ξi|Ui,j,k

(ξk|Uj,k)|Ui,j,k

o

OO

φj,k|Ui,j,k
��

(ξi|Ui,j )|Ui,j,k

o

OO

(ξj |Uj,k)|Ui,j,k ∼
// ξj |Ui,j,k (ξj |Ui,j )|Ui,j,k∼

oo

φi,j |Ui,j,k

OO

commutes for all i, j, k ∈ I (the unnamed arrows are the natural isomorphisms).

A descent datum ({ξi}, {φi,j})i,j∈I relative to U as above is effective if there

exists an object ξ ∈ FU together with isomorphisms ψi : ξ|Ui
∼−→ ξi of FUi (for

i ∈ I), such that the diagram

ξj |Ui,j
φi,j // ξi|Ui,j

(ξ|Uj )|Ui,j

ψj |Ui,j

OO

∼
// ξ|Ui,j (ξ|Ui)|Ui,j

ψi|Ui,j

OO

∼
oo

(where again the unnamed arrows are the natural isomorphisms) commutes for all
i, j ∈ I.

Remark 6.2. It is customary to formulate the above definition in a less precise but
simpler way: if one pretends that all the natural isomorphisms are just identities,
we see that ({ξi}, {φi,j})i,j∈I is a descent datum if and only if it satisfies the
cocycle condition

φi,k|Ui,j,k = φi,j |Ui,j,k ◦ φj,k|Ui,j,k : ξk|Ui,j,k → ξi|Ui,j,k

for all i, j, k ∈ I, and it is effective if and only if there exist ξ ∈ FU and ψi : ξ|Ui
∼−→

ξi in FUi such that φi,j = ψi|Ui,j ◦ (ψj |Ui,j )−1 for all i, j ∈ I. We will often make
this abuse of notation in the following.

Definition 6.3. A fibred category F ∈ FibC is a prestack (for τ) if for all U ∈ C

and all ξ1, ξ2 ∈ FU the presheaf HomU (ξ1, ξ2) ∈ Ĉ/U is a sheaf. F is a stack (for
τ) if it is a prestack and moreover, for every U ∈ C and every U ∈ Cov(U), every
descent datum relative to U is effective.
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Remark 6.4. By Remark 5.65 the definition of prestack is independent of the
choice of the clivage, and it is easy to see that the same is true for the definition
of stack.

Remark 6.5. A (pre)stack F ∈ FibgpdC is called a (pre)stack of groupoids, whereas
an arbitrary (pre)stack is also called a (pre)stack of categories. Sometimes in the
literature the word (pre)stack is reserved to (pre)stacks of groupoids.

Example 6.6. The fibred category Mor(Sch/S) ∈ FibSch/S
(S a scheme) defined

in Example 5.9 is a stack for Zar: the fact that morphisms of schemes can be glued
clearly implies that it is a prestack, and using the fact that also schemes can be
glued, it is easy to see that it is actually a stack. Indeed, let U = {Ui ↪→ U}i∈I ∈
CovZar(U) (where we can always assume that each Ui is an open subscheme of
U) and let ({pi : Xi → Ui}, {fi,j})i,j∈I be a descent datum relative to U (the

pi are morphisms of Sch/S and fi,j : Vj,i := p−1
j (Ui,j)

∼−→ Vi,j := p−1
i (Ui,j) are

isomorphisms of Sch/Ui,j ); note that the cocycle condition applied when i = j = k
implies that fi,i = id and then the same condition applied when i = k implies
that fj,i = f−1

i,j for all i, j ∈ I. Therefore the schemes Xi can be glued along
the open subschemes Vi,j (for i 6= j ∈ I) using the isomorphisms fi,j , and we
get a scheme X together with an open cover {Vi}i∈I of X and isomorphisms
gi : Vi

∼−→ Xi such that gi(Vi ∩ Vj) = Vi,j and fi,j = gi|Vi∩Vj ◦ (gj |Vi∩Vj )−1 for
all i, j ∈ I. The fact that the fi,j are morphisms of Sch/Ui,j implies that the
morphisms p′i := pi ◦ gi : Vi → U satisfy p′i|Vi∩Vj = p′j |Vi∩Vj for all i, j ∈ I, hence
there exists a unique p ∈ HomSch/S (X,U) such that p|Vi = p′i for every i ∈ I.
Then the object p : X → U together with the isomorphisms gi shows that the
descent datum is effective.

We will see later that Mor(Sch/S) is a prestack (but not a stack) also for
fppf.

Example 6.7. Similarly, using the fact that sheaves (and morphisms of sheaves)
can be glued (see [11, II, exer. 1.22]), it is easy to prove that the fibred categories
Mod,QCoh ∈ FibSch/S

defined in Example 5.35 are stacks for Zar. We will see

later that QCoh is a stack also for fppf.

We will denote by PSt(C,τ) (respectively St(C,τ)), or simply by PStC (re-
spectively StC) the full 2-subcategory of FibC whose objects are prestacks (re-

spectively stacks) for τ . Similarly, PstgpdC (respectively StgpdC ) will be the full

2-subcategory of FibgpdC whose objects are prestacks (respectively stacks).
We are going to see that prestacks and stacks are the natural generalizations

to fibred categories of the notions of separated presheaf and of sheaf on a site.12 In
order to do that, it is useful to give an alternative characterization of (pre)stacks,
which generalizes that of Remark 4.31 for separated presheaves and sheaves. Given

12We are using the terminology which is more common in the literature. However, it must
be said that (more coherently) some authors use the term prestack for fibred category and call
separated prestack what we have defined to be a prestack.
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U = {Ui → U}i∈I ∈ Cov(U) and F ∈ FibC, we define a category FU (called
the category of descent data in F relative to U), whose objects are descent data
relative to U and whose morphisms are defined as follows. A morphism in FU
from ({ξi}, {φi,j})i,j∈I to ({ξ′i}, {φ′i,j})i,j∈I is given by a collection of morphisms
ψi ∈ HomFUi

(ξi, ξ
′
i) (for i ∈ I) such that the diagram

ξj |Ui,j
φi,j //

ψj |Ui,j
��

ξi|Ui,j
ψi|Ui,j
��

ξ′j |Ui,j
φ′i,j

// ξ′i|Ui,j

commutes for all i, j ∈ I. There is a natural functor λU = λF
U : FU → FU , defined

on objects by ξ 7→ ({ξ|Ui}, {θi,j})i,j∈I (where θi,j denotes the natural isomorphism
(ξ|Uj )|Ui,j ∼= ξ|Ui,j ∼= (ξ|Ui)|Ui,j ) and on morphisms by ψ 7→ {ψ|Ui}i∈I .

Remark 6.8. If F is fibred in groupoids (respectively in equivalence relations,
respectively in sets), then each category FU is a groupoid (respectively an equiva-

lence relation, respectively a set). In particular, if F ∈ Ĉ ⊂ FibC, it is clear that
FU can be identified with the set F (U) defined in Remark 4.31, and that in this
way the new definition of λFU coincides with the old one.

Proposition 6.9. F ∈ FibC is a prestack (respectively a stack) if and only if the
functor λF

U : FU → FU is fully faithful (respectively an equivalence of categories)

for every U ∈ C and every U ∈ Cov(U). In particular, a presheaf F ∈ Ĉ is a
prestack (respectively a stack) if and only if it is separated (respectively a sheaf).

Proof. As it is obvious by definition that λU is essentially surjective if and only if
every descent datum relative to U is effective, it is clear that it is enough to prove
that λU is fully faithful if and only if the natural sequence of sets

HomFU (ξ, η) //H
p̃r1 //
p̃r2

//K

(where H :=
∏
i∈I HomFUi

(ξ|Ui , η|Ui) and K :=
∏
j,k∈I HomFUj,k

(ξ|Uj,k , η|Uj,k)) is

exact for every ξ, η ∈ FU . Indeed, it is easy to see that HomFU (λU (ξ), λU (η)), as

a subset of H, coincides with ker(H
p̃r1 //
p̃r2

//K).

Taking into account Remark 6.8, the last statement follows from the fact that
a map between two sets is a fully faithful functor (respectively an equivalence) if
and only if it is injective (respectively bijective).

As in the case of presheaves, we are going to see that the functors λU =
λF
U : FU → FU admit generalizations to functors λU ′,U = λF

U ′,U : FU → FU ′ for
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U ≤ U ′ ∈ Cov(U). Indeed, if U = {fi : Ui → U}i∈I , U ′ = {f ′i′ : U ′i′ → U}i′∈I′ and
gi′ : U

′
i′ → Ui(i′) (i′ ∈ I ′) are such that f ′i′ = fi(i′) ◦ gi′ , we can define a functor

λU ′,U ({gi′}) : FU → FU ′ by

({ξi}, {φi,j})i,j∈I 7→ ({g∗i′(ξi(i′))}, {φi(i′),i(j′)|Ui′,j′})i′,j′∈I′

on objects (and in the obvious way on morphisms). It is easy to see that if
g̃i′ : U

′
i′ → Uĩ(i′) (i′ ∈ I ′) are other morphisms such that f ′i′ = fĩ(i′) ◦ g̃i′ , then the

functors λU ′,U ({gi′}) and λU ′,U ({g̃i′}) are naturally isomorphic, so that a functor
λU ′,U : FU → FU ′ is well defined up to isomorphism. It is then also clear that
there are natural isomorphisms λU ′′,U

∼= λU ′′,U ′ ◦ λU ′,U if U ≤ U ′ ≤ U ′′ in Cov(U)
and λU,U

∼= idFU and that, under the natural equivalence between FU and F{idU},
λU,{idU} coincides with λU . It is not difficult to prove the following results.

Lemma 6.10. If F ∈ FibC is a prestack (respectively a stack), then for all U ∈ C
and all U ,U ′ ∈ Cov(U) with U ≤ U ′, the functor λU ′,U : FU → FU ′ is fully faithful
(respectively an equivalence).

Corollary 6.11. Assume that (for every U ∈ C) Cov′(U) ⊆ Cov(U) is a subset

such that for every U ∈ Cov(U) there exists U ′ ∈ Cov′(U) with U ≤ U ′. If F ∈ Ĉ
is such that λF

U ′ is fully faithful (respectively an equivalence) for every U ∈ C and
every U ′ ∈ Cov′(U), then F is a prestack (respectively a stack).

Proof. Using Corollary 4.33 it is easy to see that the presheaf HomU (ξ1, ξ2) is a
sheaf for all U ∈ C and all ξ1, ξ2 ∈ FU (i.e., F is a prestack). Moreover, given
U ∈ Cov(U), let U ′ ∈ Cov′(U) be such that U ≤ U ′; since λU ′,U is fully faithful
by Lemma 6.10, it is clear that λU is an equivalence if λU ′

∼= λU ′,U ◦ λU is an
equivalence.

Example 6.12. The same argument of Example 4.36 shows that St(Sch,sm) =
St(Sch,ét).

Lemma 6.13. A morphism f : U → V of C induces functors f∗V : FV → Ff∗V
for every V ∈ Cov(V ) such that there are natural isomorphisms λf∗V′,f∗V ◦ f∗V ∼=
f∗V′ ◦ λV′,V if V ≤ V ′ ∈ Cov(V ).

Lemma 6.14. Every morphism P : F→ F′ of FibC induces functors PU : FU →
F′U for every U ∈ C and every U ∈ Cov(U) such that there are natural iso-

morphisms λF′

U ′,U ◦ PU ∼= PU ′ ◦ λF
U ′,U if U ≤ U ′ ∈ Cov(U). Moreover, if P is a

monomorphism (respectively an epimorphism, respectively an isomorphism), then
each PU is fully faithful (respectively essentially surjective, respectively an equiva-
lence).

Corollary 6.15. PStC and StC are strictly full 2-subcategories of FibC.
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Proof. If P : F→ F′ is an isomorphism of FibC, then for every U ∈ C and every
U ∈ Cov(U) the 2-commutative diagram of Cat

FU
λF
U //

PU
��

FU

PU
��

F′U
λF′
U

// F′U
y�

(where PU and PU are equivalences) implies that λF
U is fully faithful (respectively

an equivalence) if and only if λF′

U is fully faithful (respectively an equivalence).

Corollary 6.16. If F ∈ FibC is a (pre)stack, then Fcart is a (pre)stack (of
groupoids).

Proof. Just observe that the inclusion functor Fcart ⊆ F is a morphism of FibC

and that it induces an identification of Fcart
U (respectively Fcart

U ) with the subcat-
egory of FU (respectively FU ) having the same objects and whose morphisms are
the isomorphisms.

Remark 6.17. Of course, if Fcart is a (pre)stack, then F need not be a (pre)stack.
However, it is clear that if F is a prestack and Fcart is a stack, then F is a stack,
too.

Proposition 6.18. If Fi → F (for 1 = 1, 2) are morphisms in PStC (respectively
in StC), then F1 ×F F2 ∈ PStC (respectively StC), too.

Proof. Setting F̃ := F1×F F2, we have to prove that the functor λF̃
U : F̃U → F̃U is

fully faithful (respectively an equivalence) for every U ∈ C and every U ∈ Cov(U).
Now, by definition F̃U is isomorphic to F1

U ×FU F2
U , and it is easy to see that F̃U

is naturally equivalent to F1
U ×FU F2

U . With these identification we can regard

λF̃
U as a functor F1

U ×FU F2
U → F1

U ×FU F2
U and in this way (pretending that the

natural isomorphisms of Lemma 6.14 are all identities) it is defined on objects by

(ξ1, ξ2, α) 7→ (λF1

U (ξ1), λF2

U (ξ2), λF
U (α)) (and similarly on morphisms). Then it is

clear from the definition of fibred product (in Cat) that λF̃
U is fully faithful if so

are λF1

U , λF2

U and λF
U . If moreover λF1

U and λF2

U are essentially surjective, then

the same is true for λF̃
U (even if λF

U is not): given (ξ′1, ξ
′
2, α
′) ∈ F1

U ×FU F2
U there

exist (for i = 1, 2) ξi ∈ FiU such that ξ′i
∼= λFi

U (ξi) and the fact that λF
U is fully

faithful implies that there exists a unique α such that (ξ1, ξ2, α) ∈ F1
U ×FU F2

U and

(ξ′1, ξ
′
2, α
′) ∼= λF̃

U (ξ1, ξ2, α).

We are going to extend from sheaves to stacks also the results of Proposi-
tion 4.41 and Proposition 4.44.



102 A. Canonaco

Proposition 6.19. Let F : C′ → C be a functor as in Proposition 4.41. Then the
2-functor F ∗ : FibC → FibC′ (defined in Proposition 5.39) restricts to 2-functors
F ∗ : PSt(C,τ) → PSt(C′,F∗(τ)) and F ∗ : St(C,τ) → St(C′,F∗(τ))

Proof. Just observe that, given F ∈ FibC, U ∈ C′ and U = {fi : Ui → U}i∈I ∈
CovF

∗(τ)(U) (hence, by definition, F (U) := {F (fi)}i∈I ∈ Covτ (F (U))), F ∗(F)U is
naturally isomorphic to FF (U) (by Lemma 5.38), and similarly it is easy to see that

F ∗(F)U is naturally isomorphic to FF (U) and that in this way λ
F∗(F)
U : F ∗(F)U →

F ∗(F)U is identified with λF
F (U) : FF (U) → FF (U).

Proposition 6.20. Let C′ ⊆ C be the inclusion of a full subcategory with the
property that, if V → U and W → U are morphisms of C′ such that V ×UW exists
in C, then V ×UW is isomorphic to an object of C′, and assume that τ satisfies the
following property: for every U ∈ C there exists a covering {Ui → U}i∈I ∈ Cov(U)
such that Ui ∈ C′ for every i ∈ I. Then the natural restriction (strict) 2-functor
St(C,τ) → St(C′,τ) is a lax 2-equivalence.

Proof. We give just a sketch of the proof, which is similar (but with more technical
complications) to that of Proposition 4.44. With the same notation used there,
we will write −|C′ for the restriction 2-functor and we will denote (for U ∈ C) by
Cov′(U) the subset of Cov(U) given by those coverings {Ui → U}i∈I such that
Ui ∈ C′ for every i ∈ I.

StC → StC′ is 2-fully faithful: given morphisms P,Q : F → G of StC and a
2-morphism α′ : P |C′ → Q|C′ of StC′ , we have to show that there exists a unique
2-morphism α : P → Q such that α′ = α|C′ . Now, for every U ∈ C let’s choose
{Ui → U}i∈I ∈ Cov′(U). Setting (for every ξ ∈ FU ) ξi := ξ|Ui , it is easy to see
that the morphisms (of GUi) α

′(ξi) : P (ξi) ∼= P (ξ)|Ui → Q(ξ)|Ui ∼= Q(ξi) are such
that α′(ξi)|Ui,j = α′(ξj)|Ui,j for all i, j ∈ I. Therefore (since HomU (P (ξ), Q(ξ)) is
a sheaf because G is a prestack) there exists a unique α(ξ) ∈ HomGU

(P (ξ), Q(ξ))
such that α(ξ)|Ui = α′(ξi) for every i ∈ I. Then one can check without difficulties
that α(ξ) is well defined and that α : P → Q is a 2-morphism (and obviously it is
the unique such that α′ = α|C′).

StC → StC′ is essentially full: given F,G ∈ StC and P ′ : F|C′ → G|C′ in
StC′ , we have to prove that there exists P : F → G such that P |C′ ∼= P ′ in
HomStC′

(F|C′ ,G|C′). Choosing again (for U ∈ C) a covering {Ui → U}i∈I ∈
Cov′(U), we define (for ξ ∈ FU ) P (ξ) ∈ GU as follows. Setting ηi := P ′(ξ|Ui) ∈
GUi , we claim that there exists a natural isomorphism ψi,j : ηj |Ui,j → ηi|Ui,j for
all i, j ∈ I: indeed, if {Vk → Ui,j}i,j∈I ∈ Cov′(Ui,j), the fact that Gcart is a
prestack implies that there exists a unique ψi,j ∈ IsomGUi,j

(ηj |Ui,j , ηi|Ui,j ) such

that ψi,j |Vk is the natural isomorphism ηj |Vk ∼= P ′(ξ|Vk) ∼= ηi|Vk . Then it should
be clear that ({ηi}, {ψi,j})i,j∈I is a descent datum in G relative to U , so that
(since G is a stack) there exists (unique up to isomorphism) η ∈ GU such that
({ηi}, {ψi,j})i,j∈I ∼= λG

U (η). Then one can check that there is a natural way to
define a functor P : F→ G which is given on objects by P (ξ) := η, and that P is
a morphism of StC such that P |C′ ∼= P ′.
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StC → StC′ is essentially surjective: given F′ ∈ StC′ , we have to find F ∈ StC

such that F|C′ ∼= F′. First, for every U ∈ C and every U = {Ui → U}i∈I ∈
Cov′(U) we can define a category F′U as follows. Given objects ξi ∈ F′Ui , for

all i, j ∈ I the presheaf G′i,j ∈ Ĉ′/Ui,j , defined on objects by G′i,j(V → Ui,j) :=

IsomF′V
(ξj |V , ξi|V ) is a sheaf (this follows easily from the fact that F′ is a prestack),

whence (by Proposition 4.44) there exists (unique up to isomorphism) Gi,j ∈
(C′/Ui,j )

∼ such that G′i,j
∼= Gi,j |C′ , and we define Jξj ,ξi := Gi,j(idUi,j ) (notice that,

in case Ui,j ∈ C′, this set is bijective to IsomF′Ui,j
(ξj |Ui,j , ξi|Ui,j )). Then the objects

of F′U are collections of the form ({ξi}, {φi,j})i,j∈I where ξi ∈ F′Ui , φi,j ∈ Jξj ,ξi
and the φi,j satisfy the cocycle condition “φi,k|Ui,j,k = φi,j |Ui,j,k ◦ φj,k|Ui,j,k” (it
should be clear how to give a precise meaning to this expression); morphisms in
F′U from ({ξi}, {φi,j})i,j∈I to ({ξ′i}, {φ′i,j})i,j∈I are of course given by collections
of morphisms ψi ∈ HomF′Ui

(ξi, ξ
′
i) which are compatible (in the obvious sense)

with the φi,j and φ′i,j . One can prove that, up to equivalence, the category F′U
is independent of the choice of U ∈ Cov′(U) and that the map U 7→ F′U can
be extended to a lax 2-functor C◦ → Cat, whose corresponding fibred category
F ∈ FibC is really a stack such that F|C′ ∼= F′.

Corollary 6.21. Let S be a scheme and let τ be one of the pretopologies Zar, ét,
sm or fppf on Sch/S. Then the natural 2-functors

St(Sch/S ,τ) → St(QSch/S ,τ) → St(AffSch/S ,τ)

are lax 2-equivalences.

6.2 Stack associated to a fibred category

We are going to see that the construction of separated presheaf (respectively sheaf)
associated to a presheaf described in Section 4.3 can be generalized to a construc-
tion of prestack (respectively stack) associated to a fibred category, with similar
universal properties.

We fix a site (C, τ). For every fibred category F ∈ FibC, the prestack asso-
ciated to F, denoted by Fs = Fsτ ∈ PStC = PSt(C,τ), is defined as follows. For
every U ∈ C the fibre FsU has Ob(FsU ) := Ob(FU ) (so that Ob(Fs) = Ob(F)) and
for all ξ1, ξ2 ∈ FU

HomFsU
(ξ1, ξ2) := HomU (ξ1, ξ2)a(idU ).

For every morphism f : U → V of C one can define a functor f∗ : FsV → FsU , which
is the same as f∗ : FV → FU on objects and which is given on morphism by the
restriction map

HomV (η1, η2)a(idV )→ HomV (η1, η2)a(f) ∼= HomU (f∗(η1), f∗(η2))a(idU )
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(the latter natural identification is clear from the definition of associated sheaf). It
is then easy to see that the categories FsU together with the functors f∗ naturally
extend to a lax 2-functor C◦ → Cat, and that the corresponding fibred category Fs

is really a prestack. It is also clear that the natural functors FU → FsU (given by the
identity on objects and by the maps ρHomU (ξ1,ξ2)(idU ) on morphisms) determine
a morphism σF : F → Fs in FibC, and it is not difficult to prove the following
result.

Proposition 6.22. For every F ∈ FibC and every G ∈ PStC the natural functor

◦σF : HomPStC
(Fs ,G) = HomFibC

(Fs ,G)→ HomFibC
(F,G)

is an equivalence of categories. Moreover, for every F ∈ FibC the morphism
σF : F→ Fs is an epimorphism in FibC, and it is an isomorphism if and only if
F ∈ PStC.

Similarly, for every F ∈ FibC the stack associated to F, denoted by Fa =
Faτ ∈ StC = St(C,τ), is defined as follows. For every U ∈ C the fibre FaU has

Ob(FaU ) := {(U , ξ) | U ∈ Cov(U), ξ ∈ FsU}

and for all (U1, ξ1), (U2, ξ2) ∈ Ob(FaU ), choosing U ∈ Cov(U) such that U1,U2 ≤ U ,

HomFaU
((U1, ξ1), (U2, ξ2)) := HomFsU

(λFs

U,U1(ξ1), λFs

U,U2(ξ2))

(note that, by Lemma 6.10, this definition is independent, up to natural bijection,
of the choice of the common refinement U of U1 and U2, so that, defining compo-
sition of morphisms in FaU in the obvious way, FaU is really a category). Again, it
is easy to check (using Lemma 6.13) that every morphism f : U → V of C induces
a functor f∗ : FaV → FaU (defined on objects by (V, η) 7→ (f∗V, f∗V(η))), and that
the data of the categories FaU and of the functors f∗ extend to a lax 2-functor
C◦ → Cat, such that the corresponding fibred category Fa is really a stack. It
is evident by definition that (Fs)a = Fa . It is also clear that the natural (fully
faithful) functors FsU

∼= Fs{idU} → FaU determine a monomorphism Fs → Fa in

FibC, which, composed with the epimorphism σF : F → Fs , yields a morphism
ρF : F→ Fa , and one can prove the following result.

Proposition 6.23. For every F ∈ FibC and every G ∈ StC the natural functor

◦ρF : HomStC
(Fa ,G) = HomFibC

(Fa ,G)→ HomFibC
(F,G)

is an equivalence of categories. Moreover, for every F ∈ FibC the morphism
ρF : F → Fa of FibC is a monomorphism if and only if F ∈ PStC, and it is an
isomorphism if and only if F ∈ StC.

Remark 6.24. It follows easily from the definitions that if F ∈ FibC is fibred
in groupoids (respectively in equivalence relations), then Fs and Fa are fibred in
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groupoids (respectively in equivalence relations), too. On the other hand, if F is

fibred in sets (say F corresponds to F ∈ Ĉ), then Fs and Fa need not be fibred
in sets; however, by Proposition 6.22 and Proposition 6.23 (taking into account
Proposition 6.9), there are induced morphisms Fs → F s and Fa → F a , which are
immediately seen to be isomorphisms of FibC.

Lemma 6.25. Let P : F → G be a monomorphism of FibC. If G is a prestack,
then F is a prestack, too. If G is a stack, then an induced morphism P ′ : Fa → G
such that P ′ ◦ ρF

∼= P (by Proposition 6.23 P ′ exists unique up to 2-isomorphism)
is also a monomorphism of FibC.

Proof. Straightforward from the definitions.

In particular, if P : F→ G is a morphism of StC, a morphism Q : (imP )a →
G (induced by the natural monomorphism imP ⊆ G) is a monomorphism of

FibC, so that ĩmP := imQ ⊆ G is a stack (it is isomorphic to (imP )a by
Remark 5.30) which will be called the image of P in StC. It is clear that for

every U ∈ C an object ξ ∈ GU is in (ĩmP )U if and only if there exists a covering
{Ui → U}i∈I ∈ Cov(U) such that ξ|Ui ∈ (imP )Ui for every i ∈ I.

Definition 6.26. A morphism P : F → F′ of StC is a monomorphism (respec-
tively an isomorphism) in StC if and only if it is a monomorphism (respectively

an isomorphism) in FibC. P is an epimorphism in StC if and only if ĩmP = F′.

Lemma 6.27. A morphism of StC is an isomorphism if and only if it is a
monomorphism and an epimorphism.

Proof. Completely similar to that of Corollary 4.58.

Remark 6.28. Every morphism P : F→ G of StC factors as the composition of

the epimorphism (of StC) F→ ĩmP and of the monomorphism ĩmP ⊆ G.

Lemma 6.29. Every representable covering morphism of StC is an epimorphism.

Proof. Similar to that of Corollary 4.58, replacing the cartesian diagram by a
2-cartesian diagram and equalities by isomorphisms.

6.3 The stack of sheaves

Let (C, τ) be a site. We will denote by Sh(C, τ) (or simply by Sh(C)) the full sub-
category of PSh(C) (the category of presheaves over C defined in Example 5.10)

whose objects are those morphisms α : F → U of Ĉ (with U ∈ C) such that

the presheaf Gα ∈ Ĉ/U corresponding to α ∈ Ĉ/U (under the equivalence of
Lemma 4.20) is a sheaf (for τ). We claim that Sh(C) is a fibred category over C
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(which we will call the fibred category of sheaves over C, since each fibre Sh(C)U
is naturally equivalent to (C/U )∼). Indeed, given a cartesian diagram in Ĉ

F ′ //

α′

��

F

α

��
U ′

f
// U

(with f in C), and denoting by Gα ∈ Ĉ/U and Gα′ ∈ Ĉ/U ′ the presheaves
corresponding to α and α′, it is easy to see that Gα′ is defined on objects by
Gα′(g) = Gα(f ◦ g) for every g ∈ C/U ′ (and in the obvious way on morphisms).
Then it is clear that Gα′ is a sheaf if Gα is a sheaf, and this means that Sh(C) is
a fibred category.

Remark 6.30. If the pretopology τ is subcanonical (i.e., if C ⊆ C∼), then (by

Proposition 4.42) a morphism F → U of Ĉ (with U ∈ C) is an object of Sh(C) if
and only if F ∈ C∼; in this case Sh(C)U is just C∼/U .

Proposition 6.31. For every site (C, τ) the fibred category Sh(C, τ) is a stack
for τ (the stack of sheaves over C).

Proof. We have to prove that for every covering U = {pi : Ui → U}i∈I ∈ Cov(U)
the natural functor λU : Sh(C)U → Sh(C)U is an equivalence. We first show that
λU is fully faithful: given two objects α : F → U and α′ : F ′ → U of Sh(C)U and
denoting (for i, j ∈ I) by αi : Fi := F ×U Ui → Ui and by αi,j : Fi,j := F ×U Ui,j →
Ui,j the morphisms induced by α (and defining similarly α′i and α′i,j), we have
to prove that given morphisms φi ∈ HomSh(C)Ui

(αi, α
′
i) = HomĈ/Ui

(αi, α
′
i) such

that φi|Ui,j = φj |Ui,j ∈ HomĈ/Ui,j

(αi,j , α
′
i,j) for all i, j ∈ I, there exists unique φ ∈

HomĈ/U
(α, α′) such that φ|Ui = φi for every i ∈ I. Let G ∈ (C/U )∼, Gi ∈ (C/Ui)

∼

and Gi,j ∈ (C/Ui,j )
∼ be the sheaves corresponding to α, αi and αi,j (and define

similarly G′, G′i and G′i,j), and let ϕi ∈ Hom(C/Ui
)∼(Gi, G

′
i) be the morphisms

corresponding to φi: then ϕi|Ui,j = ϕj |Ui,j ∈ Hom(C/Ui,j
)∼(Gi,j , G

′
i,j) for all i, j ∈

I and we have to prove that there exists a unique ϕ ∈ Hom(C/U )∼(G,G′) such
that ϕ|Ui = ϕi for every i ∈ I. Given an object f : V → U of C/U , consider the
cartesian diagrams (for i, j ∈ I)

Vi,j //

fi,j

��

Vi //

fi

��

V

f

��
Ui,j

pri,j1

// Ui

�

pi
// U

� (6.1)

and recall that Gi(fi) = G(pi ◦ fi) and Gi,j(fi,j) = G(pi,j ◦ fi,j) (where pi,j := pi ◦
pri,j1 ), and similarly for G′. Given ξ ∈ G(f), let ξi := ξ|pi◦fi ∈ G(pi ◦ fi) = Gi(fi)
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and ξ′i := ϕi(fi)(ξi) ∈ G′i(fi) = G′(pi ◦ fi). As clearly ξ′i|pi,j◦fi,j = ξ′j |pi,j◦fi,j
for all i, j ∈ I, there exists a unique ξ′ ∈ G′(f) such that ξ′i = ξ′|pi◦fi for every
i ∈ I (because G′ is a sheaf). It is then straightforward to see that, defining
ϕ(f) : G(f) → G′(f) by ξ 7→ ξ′, we obtain a morphism ϕ ∈ Hom(C/U )∼(G,G′)
which satisfies ϕ|Ui = ϕi for every i ∈ I, and that ϕ is unique with this property.

It remains to prove that λU is essentially surjective, i.e. that every descent
datum relative to U is effective. Now, a descent datum relative to U is given by
objects αi : Fi → Ui of Sh(C)Ui together with isomorphisms φi,j : αj |Ui,j

∼−→ αi|Ui,j
of Sh(C)Ui,j satisfying the cocycle condition φi,k|Ui,j,k = φi,j |Ui,j,k ◦ φj,k|Ui,j,k (for
i, j, k ∈ I). Denoting by Gi ∈ (C/Ui)

∼ the sheaves corresponding to αi and by

ϕi,j : Gj |Ui,j
∼−→ Gi|Ui,j the isomorphisms corresponding to φi,j , it is clear that also

the ϕi,j satisfy the cocyle condition and that, in order to prove that the descent
datum is effective, we have to show that there exists a sheaf G ∈ (C/U )∼ together

with isomorphisms ψi : G|Ui
∼−→ Gi such that ϕi,j = ψi|Ui,j ◦ (ψj |Ui,j )−1 for all

i, j ∈ I. For every object object f : V → U of C/U , using the notation of the
above diagram (6.1), we define

G(f) := ker(
∏
i∈I Gi(fi)

af //
bf

//
∏
j,k∈I Gj(pr

j,k
1 ◦ fj,k)) ,

where, for every ξ = (ξi)i∈I ∈
∏
i∈I Gi(fi),

af (ξ) := (ξj |prj,k1 ◦fj,k
)j,k∈I ,

bf (ξ) := (ϕj,k(fj,k)(ξk|prj,k2 ◦fj,k
))j,k∈I

(regarding ϕj,k(fj,k) as a map Gk(prj,k2 ◦ fj,k) → Gj(pr
j,k
1 ◦ fj,k)). If f ′ : V ′ → U

is another object of C/U and g ∈ HomC/U
(f ′, f) (i.e., g : V ′ → V is such that

f ◦ g = f ′), then, defining f ′i similarly to fi and denoting by gi : V
′
i → Vi the

morphisms induced by g, it is easy to see that the map

∏
i∈I

Gi(gi) :
∏
i∈I

Gi(fi)→
∏
i∈I

Gi(f
′
i)

restricts to a map G(g) : G(f)→ G(f ′), and that in this way we obtain a presheaf

G ∈ Ĉ/U . We claim that actually G ∈ (C/U )∼. Indeed, given {V ′i′ → V }i′∈I′ ∈
Cov(V ), let f ′i′ : V

′
i′ → U and f ′i′,j′ : V

′
i′,j′ → U be the compositions of f with the

natural morphisms V ′i′ → V and V ′i′,j′ → V , and define (for (i, j ∈ I and i′, j′ ∈ I ′)
f ′i′,i and f ′i′,i,j (respectively f ′i′,j′,i and f ′i′,j′,i,j) from f ′i′ (respectively from f ′i′,j′)
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as fi and fi,j are defined from f . Then in the natural commutative diagram

G(f) //

��

∏
i∈I Gi(fi)

af //
bf

//

��

∏
j,k∈I Gj(f̄j,k)

��∏
i′∈I′ G(f ′i′)

//

����

∏
i′∈I′, i∈I Gi(f

′
i′,i)

∏
i′∈I′ af′

i′//∏
i′∈I′ bf′

i′

//

����

∏
i′∈I′, j,k∈I Gj(f̄

′
i′,j,k)

∏
j′,k′∈I′ G(f ′j′,k′)

// ∏
j′,k′∈I′, i∈I Gi(f

′
j′,k′,i)

(where f̄j,k := prj,k1 ◦fj,k and f̄ ′i′,j,k := prj,k1 ◦f ′i′,j,k) the rows are exact by definition
of G, the column in the middle is exact and the map on the right is injective
(because each Gi is a sheaf), which implies that the column on the left is exact,
too, so that G is a sheaf. To conclude, for every l ∈ I we can define a natural
morphism ψ′l : Gl → G|Ul in (C/Ul)

∼ as follows. Given an object h : W → Ul of
C/Ul , let hi : W ×Ul Ul,i → Ul,i be the induced morphisms for i ∈ I. Then it is
easy to see that the map

ψ′l(h) : Gl(h)→ G|Ul(h) = G(pl ◦ h) ⊆
∏
i∈I

Gi(pr
l,i
2 ◦ hi)

η 7→ (ϕi,l(hi)(η|prl,i1 ◦hi
))i∈I

is well defined (this follows from the fact that the ϕi,j satisfy the cocycle condition)
and bijective (because Gl is a sheaf) and that, setting ψl := (ψ′l)

−1, we have
ϕi,j = ψi|Ui,j ◦ (ψj |Ui,j )−1 for all i, j ∈ I.

Definition 6.32. Let P be a property of morphisms of C which is stable under
base change. Then P satisfies descent (respectively effective descent) for τ if the
fibred category MorP(C) (defined in Example 5.9) is a prestack (respectively a
stack) for τ .

Corollary 6.33. Assume that τ is a subcanonical pretopology on a category C.
Then a property P of morphisms of C which is stable under base change always
satisfies descent for τ (in particular, Mor(C) is a prestack), and it satisfies effec-
tive descent for τ if and only if the following holds: if α : F → U is a morphism of
C∼ with U ∈ C and {Ui → U}i∈I ∈ Cov(U) is a covering such that for every i ∈ I
the sheaf Fi := F ×U Ui is representable and the induced morphism αi : Fi → Ui
satisfies P, then F is representable and α satisfies P, too. Moreover, if P satis-
fies effective descent, then it is local on the codomain, and the viceversa holds if
Mor(C) is a stack.

Proof. The fibred category MorP(C) is a prestack by Lemma 6.25 (observe that
it is a full subcategory of the prestack Sh(C) by Remark 6.30). If the condition
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is satisfied then MorP(C) is a stack: a descent datum α̃ = ({αi}, {φi,j})i,j∈I
in MorP(C) relative to a covering U = {Ui → U}i∈I ∈ Cov(U) is effective as
a descent datum in Sh(C) (because Sh(C) is a stack), so that there exists a

morphism α : F → U in C∼ such that α̃ ∼= λ
Sh(C)
U (α); now, the hypothesis im-

plies that α is isomorphic to an object of MorP(C), whence α̃ is effective also in
MorP(C). Assume conversely that MorP(C) is a stack, let U be as above and
let α : F → U in C∼ be such that Fi is representable and αi satisfies P for ev-

ery i ∈ I. Then λ
Sh(C)
U (α) ∈ Sh(C)U is isomorphic to an object α̃ ∈MorP(C)U .

Since MorP(C) is a stack, there exists f ∈MorP(C)U (f is a morphism of C with

target U and which satisfies P) such that α̃ ∼= λ
MorP(C)
U (f) ∼= λ

Sh(C)
U (f). Therefore

λ
Sh(C)
U (α) ∼= λ

Sh(C)
U (f), which implies (as λ

Sh(C)
U is an equivalence) that α ∼= f in

Sh(C)U = C∼/U , and this precisely says that F is representable and α satisfies P.
The last statement is then clear.

6.4 Stacks of groupoids and quotient stacks

We fix as usual a site (C, τ).

Lemma 6.34. Let F• = (F1

t //
s
//F0 ) be a groupoid in Ĉ such that F1 is a sheaf

and F0 is separated. Then [F•]
′ ∈ FibgpdC is a prestack.

Proof. Given U ∈ C, {Ui → U}i∈I ∈ Cov(U) and ξ, η ∈ F0(U) = Ob([F•]
′
U ), we

have to prove that the natural sequence of sets

Hom[F•]′U
(ξ, η) // H :=

∏
i∈I Hom[F•]′Ui

(ξ|Ui , η|Ui)
p̃r1 //
p̃r2

// K

(where K :=
∏
j,k∈I Hom[F•]′Uj,k

(ξ|Uj,k , η|Uj,k)) is exact. If φ̃ := (φi)i∈I ∈ H

(by definition, φi ∈ F1(Ui) is such that s(Ui)(φi) = ξ|Ui and t(Ui)(φi) = η|Ui)
is such that p̃r1(φ̃) = p̃r2(φ̃), then (since F1 is a sheaf) there exists a unique
φ ∈ F1(U) such that φ|Ui = φi for every i ∈ I, and it remains to show that φ ∈
Hom[F•]′U

(ξ, η) ⊆ F1(U) (i.e., that s(U)(φ) = ξ and t(U)(φ) = η). As s(U)(φ)|Ui =
s(Ui)(φi) = ξ|Ui ∈ F0(Ui) and t(U)(φ)|Ui = t(Ui)(φi) = η|Ui ∈ F0(Ui) for every
i ∈ I, this follows from the fact that F0 is separated.

In particular, if F• is a groupoid in C∼, we will denote by [F•] the associated
stack [F•]

′a (recall that, by Proposition 6.23, the natural morphism ρ[F•]′ : [F•]
′ →

[F•] is a monomorphism of FibC). We have then the following result, which
generalizes Corollary 4.83.

Corollary 6.35. Let F• = (F1

t //
s
//F0 ) be a groupoid in C∼. Then the natural
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2-commutative diagram in StgpdC

F1
s //

t

��

F0

π

��
F0 π

//

γ̃

y�
[F•]

(where, in the notation of (5.5), π := ρ[F•]′ ◦π′ and γ̃ := idρ[F•]′ ?γ) is 2-cartesian
and 2-cocartesian in StC.

Moreover, if P : F0 → F is a morphism in StgpdC with F0 ∈ C∼, then the

induced morphism P̃ : [F•] := [F0 ×F F0

pr1 //
pr2
//F0 ] → F yields an isomorphism

[F•] ∼= ĩmP in StC; in particular, [F•] ∼= F if and only if P is an epimorphism in
StC.

Proof. Taking into account Proposition 5.72, the diagram is 2-cocartesian by the
property of associated stack, and it is 2-cartesian because ρ[F•]′ is a monomor-
phism. The second statement can be proved similarly from Corollary 5.74.

Now we want to give an alternative description of the stacks of the form

[F ×G
pr1 //
%
//F ], where % : F × G → F is an action in C∼. Before we do that,

however, we need to recall the notion of torsor on a site (see Definition A.28 for
the usual definition of torsor on a topological space).

In the following, given F ∈ C∼, we will denote by F |U the object of Ĉ/U

corresponding to pr2 : F × U → U under the natural equivalence between Ĉ/U

and Ĉ/U ; recall that it is defined on object by F |U (V → U) = F (V ) and that
F |U ∈ (C/U )∼ (see the discussion before Remark 6.30).

Definition 6.36. Let G be a group in C∼. A G-pseudo-torsor is a sheaf H ∈ C∼

together with an action (in C∼) %H : H×G→ H such that for every U ∈ C either
H(U) is empty or %H(U) is free and transitive.

A morphism between two G-pseudo-torsors H and H ′ is a G-equivariant mor-
phism of sheaves α : H → H ′ (i.e., α ∈ HomC∼(H,H ′) is such that α ◦ %H =
%H′ ◦ (α× idG)); this clearly defines a category G-PTor of G-pseudo-torsors.

A G-pseudo-torsor is trivial if it is isomorphic (in G-PTor) to G with action
given by multiplication G×G→ G.

Note that, if H is a G-pseudo-torsor as above, then H|U is a G|U -pseudo-torsor
for every U ∈ C (with action %H |U ).

Definition 6.37. If U ∈ C and G is a group in (C/U )∼, a G-pseudo-torsor H is a
G-torsor if it is locally trivial, i.e. if there exists a covering {Ui → U}i∈I ∈ Cov(U)
such that H|Ui is a trivial G|Ui-pseudo-torsor for every i ∈ I (in particular, trivial
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pseudo-torsors are torsors). A morphism of G-torsors is just a morphism of G-
pseudo-torsors; G-Tor will be the full subcategory of G-PTor whose objects are
G-torsors.

Remark 6.38. It is not difficult to prove that in the definition of G-torsor the
hypothesis thatH is aG-pseudo-torsor could be replaced by the weaker assumption
that H is just a sheaf with an action of G: namely, if (H, %H) is locally trivial
(again, in the sense that there exists {Ui → U}i∈I ∈ Cov(U) such that H|Ui is
G|Ui-equivariantly isomorphic to G|Ui for every i ∈ I), then it is necessarily a
G-pseudo-torsor (hence a G-torsor).

It is also easy to see that, if (C, τ) = (Open(X), std) (X a topological space),
then the above definition is equivalent to Definition A.28.

Lemma 6.39. G-Tor is a groupoid for every U ∈ C and every group G in (C/U )∼.

Proof. It is clear by definition that, if α ∈ HomG-PTor(H,H ′), then α(f) is bijec-
tive for every f ∈ C/U such that H(f) 6= ∅. It is thus enough to prove that if
H ∈ G-Tor and f : V → U is such that H ′(f) 6= ∅, then H(f) 6= ∅, too. Since H
is a G-torsor, there exists U = {Ui → U}i∈I ∈ Cov(U) such that H|Ui is a trivial

G|Ui-torsor for every i ∈ I, and this implies that f∗U = {Vi
pri−−→ V }i∈I ∈ Cov(V )

is such that H(fi) 6= ∅ for every i ∈ I (where fi := f ◦ pri : Vi → U). Choose
ξ′ ∈ H ′(f) and set ξ′i := ξ′|fi ∈ H ′(fi): by what we said before it follows
that there exists a unique ξi ∈ H(fi) such that ξ′i = α(fi)(ξi) for every i ∈ I.
Since ξi|fi,j = ξj |fi,j (where fi,j := fi ×f fj : Vi,j → U) for all i, j ∈ I (because
α(fi,j)(ξi|fi,j ) = ξ′|fi,j = α(fi,j)(ξj |fi,j )) and H is a sheaf, there exists a unique
ξ ∈ H(f) such that ξi = ξ|fi for every i ∈ I, and this shows that H(f) 6= ∅.

Given an action F × G → F in C∼ we can now define a category fibred in
groupoids [F/G] ∈ FibgpdC as follows. For every U ∈ C the objects of the fibre
[F/G]U are the pairs (H,ϕ) where H is a G|U -torsor and ϕ : H → F |U is a G|U -
equivariant morphism in (C/U )∼, whereas

Hom[F/G]U ((H,ϕ), (H ′, ϕ′)) := {α ∈ HomG|U -Tor(H,H ′) |ϕ′ ◦ α = ϕ}.

Defining (for every morphism f : U → V of C) the functor f∗ : [F/G]V → [F/G]U
in the obvious way, it is clear that we really obtain a fibred category [F/G], and
Lemma 6.39 implies that each fibre [F/G]U is a groupoid.

Proposition 6.40. [F/G] ∈ StgpdC (it is called the quotient stack of F by G) for
every action F ×G→ F in C∼.

Proof. Fix a covering U = {Ui → U}i∈I ∈ Cov(U).
[F/G] is a prestack: given two objects (H,ϕ), (H ′, ϕ′) ∈ [F/G]U and mor-

phisms αi ∈ Hom[F/G]Ui
((H,ϕ)|Ui , (H ′, ϕ′)|Ui) such that αi|Ui,j = αj |Ui,j for all

i, j ∈ I, by Proposition 6.31 there exists a unique α : H → H ′ in (C/U )∼ such
that α|Ui = αi for all i ∈ I, and it is easy to see that α is G|U -equivariant and
ϕ′ ◦ α = ϕ, so that actually α ∈ Hom[F/G]U ((H,ϕ), (H ′, ϕ′)).
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[F/G] is a stack: given objects (Hi, ϕi) ∈ [F/G]Ui and isomorphisms

αi,j : (Hj , ϕj)|Ui,j
∼−→ (Hi, ϕi)|Ui,j

of [F/G]Ui,j such that αi,k|Ui,j,k = αi,j |Ui,j,k ◦ αj,k|Ui,j,k for all i, j, k ∈ I, again

by Proposition 6.31 there exist H ∈ (C/U )∼ and isomorphisms βi : H|Ui
∼−→ Hi

of (C/Ui)
∼ such that αi,j = βi|Ui,j ◦ (βj |Ui,j )−1 for all i, j ∈ I. Setting %i :=

β−1
i ◦ %Hi ◦ (βi × id) : H|Ui ×G|Ui → H|Ui , it is clear that %i|Ui,j = %j |Ui,j for all
i, j ∈ I, whence there exists a unique %H : H × G|U → H in (C/U )∼ such that
%H |Ui = %i for all i ∈ I, and it is easy to see that %H is an action which makes
H into a G|U -torsor (and obviously each βi is G|Ui-equivariant). Similarly, the
morphisms ϕ′i := ϕi ◦ βi : H|Ui → F |Ui satisfy ϕi|Ui,j = ϕj |Ui,j for all i, j ∈ I,
so that there exists a unique ϕ ∈ Hom(C/U )∼(H,F |U ) such that ϕ|Ui = ϕ′i for all
i ∈ I, and one can easily check that ϕ is G|U -equivariant (hence (H,ϕ) ∈ [F/G]U )
and that βi ∈ Hom[F/G]Ui

((H,ϕ)|Ui , (Hi, ϕi)) for every i ∈ I.

Example 6.41. When F = ∗ (the terminal object of Ĉ, which is always a sheaf),
the quotient stack [∗/G] is denoted by BG and is called the classifying stack of G
(each fibre BGU can be identified with G|U -Tor).

We can now prove that for every action % : F × G → F in C∼ the quotient

stack [F/G] is naturally isomorphic to [F ×G
pr1 //
%
//F ]. Observe first that there

is a natural morphism Q : F → [F/G] in StgpdC such that QU : F (U)→ [F/G]U is
given by ξ 7→ (G|U , ϕξ), where the G|U -equivariant morphism ϕξ : G|U → F |U is
defined for every object f : V → U of C/U by

ϕξ(f) : G|U (f) = G(V )→ F (V ) = F |U (f).

g 7→ %(V )(f∗(ξ), g)

It is also clear that there is a natural 2-commutative diagram in StgpdC

F ×G
% //

pr1

��

F

Q

��
F

Q
//

β

v~ [F/G]

(6.2)

where (for every U ∈ C and every (ξ, g) ∈ (F ×G)(U)) the morphism

β(ξ, g) : Q ◦ %(ξ, g) = (G|U , ϕ%(ξ,g))→ Q ◦ pr1(ξ, g) = (G|U , ϕξ)

of [F/G]U is given by the G|U -equivariant morphism G|U → G|U induced by left
multiplication by g (more precisely, for every object f : V → U of C/U the map
G|U (f) = G(V )→ G(V ) is given by h 7→ f∗(g)h).
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Proposition 6.42. The diagram (6.2) induces a morphism

P : [F•] := [F ×G
pr1 //
%
//F ]→ [F/G]

(such that P ◦ π ∼= Q, where π : F → [F•] is the natural morphism), which is an

isomorphism in StgpdC ; therefore (6.2) is 2-cartesian and 2-cocartesian in StC.

Proof. The morphism P such that P ◦ π ∼= Q exists by the first part of Corol-
lary 6.35; similarly, there is an induced morphism P ′ : [F•]

′ → [F/G] such that
P ′ ◦π′ ∼= Q (and clearly P ′ ∼= P ◦ρ[F•]′), by Proposition 5.72. Taking into account
that P ′U : [F•]

′
U → [F/G]U is defined as Q on objects and as β on morphisms, it is

not difficult to prove that P ′ is a monomorphism, whence also P is a monomor-
phism by Lemma 6.25. Moreover, ĩmQ = [F/G] (this follows easily from the fact
that torsors are locally trivial), which clearly implies that P is an epimorphism in
StC, hence an isomorphism by Lemma 6.27.

7 Faithfully flat descent

7.1 Descent for modules

Given a morphism of rings φ : A→ B, there is a natural complex of A-modules

C•φ = · · · → 0→ A
d0=φ−−−→ B

d1−→ B ⊗A B
d2−→ B ⊗A B ⊗A B → · · ·

with Ciφ = B⊗Ai and di :=
∑i
j=0(−1)jeij : B⊗Ai → B⊗A(i+1), where the mor-

phisms of A-algebras eij : B⊗Ai → B⊗A(i+1) are defined by

eij(b1 ⊗ · · · ⊗ bi) := b1 ⊗ · · · ⊗ bj ⊗ 1⊗ bj+1 ⊗ · · · ⊗ bi

(it is straightforward to check that C•φ is really a complex).

Proposition 7.1. If φ : A → B is a faithfully flat morphism of rings, then the
complex C•φ defined above is exact. More generally, for every A-module M , the
complex of A-modules C•φ ⊗AM is also exact.

Proof. Given a morphism of rings ψ : A→ A′, let B′ := A′⊗AB and let φ′ : A′ →
B′ be the induced morphism of rings. If M is an A-module, then, denoting by
M ′ the A′-module A′ ⊗A M , there is a natural isomorphism of complexes of A′-
modules A′⊗AC•φ⊗AM ∼= C•φ′⊗A′M ′ (this follows easily from the associativity of
tensor product). Thus, by Lemma 3.77, in order to prove that C•φ ⊗AM is exact,
it is enough to show that C•φ′ ⊗A′ M ′ is exact for some faithfully flat morphism
ψ : A → A′. In particular, we can take ψ = φ : A → B, and in this case φ′ : B →
B ⊗A B is the map given by b 7→ b ⊗ 1; notice that there is a morphism of rings
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µ : B ⊗A B → B (defined by µ(b ⊗ b′) := bb′) such that µ ◦ φ′ = idB . Therefore,
we can assume without loss of generality that φ : A → B satisfies the following
property: there exists a morphism of rings σ : B → A such that σ ◦ φ = idA. We
are going to show that with this additional hypothesis the complex C•φ is actually
homotopic to 0 (hence, for every A-module M , C•φ⊗AM is also homotopic to 0, and

in particular exact). Indeed, the morphisms of A-modules ki : B⊗Ai → B⊗A(i−1)

defined by ki(b1⊗· · ·⊗bi) := σ(b1)b2⊗· · ·⊗bi are such that ei−1
j ◦ki = ki+1 ◦eij+1

for 0 ≤ j < i and ki+1 ◦ ei0 = idB⊗Ai . It follows that

ki+1 ◦ di + di−1 ◦ ki =

i∑
j=0

(−1)jki+1 ◦ eij +

i−1∑
j=0

(−1)jei−1
j ◦ ki =

= ki+1 ◦ ei0 +

i−1∑
j=0

(−1)j(ei−1
j ◦ ki − ki+1 ◦ eij+1) = idB⊗Ai ,

which shows that C•φ is homotopic to 0.

Corollary 7.2. If φ : A→ B is a faithfully flat morphism of rings and M,M ′ are
two A-modules, then there is an exact sequence of A-modules13

0→ HomA(M ′,M)
φ∗−→ HomB(B ⊗AM ′, B ⊗AM)→

e10∗−e
1
1∗−−−−−→ HomB⊗AB(B ⊗A B ⊗AM ′, B ⊗A B ⊗AM).

Proof. The given sequence can be naturally identified with the sequence

0→ HomA(M ′,M)
(φ⊗idM )◦−−−−−−→ HomA(M ′, B ⊗AM)

(d1⊗idM )◦−−−−−−−→ HomA(M ′, B ⊗A B ⊗AM),

which is exact because 0→M ∼= A⊗AM
φ⊗idM−−−−→ B⊗AM

d1⊗idM−−−−−→ B⊗AB⊗AM
is exact by Proposition 7.1 and HomA(M ′,−) is left exact.

Given a morphism of rings φ : A → B, besides the morphisms eij introduced
before, we define morphisms εi : B → B⊗AB⊗AB for i = 0, 1, 2 by ε0(b) := b⊗1⊗1,
ε1(b) := 1⊗ b⊗ 1, ε2(b) := 1⊗ 1⊗ b; for j = 0, 1 and j′ = 0, 1, 2, we have

e2
j′ ◦ e1

j =

{
ε{0,1,2}\{j,j′} if j < j′

ε{0,1,2}\{j′,j+1} if j ≥ j′.

Observe that for every N ∈ B-Mod there are canonical isomorphisms of (B⊗AB)-
modules e1

0∗(N) := (B ⊗A B) e10⊗B N
∼= B ⊗A N (given by (b1 ⊗ b2) ⊗ n 7→

13We are using the canonical identifications e10∗ ◦ φ∗ ∼= s∗ ∼= e11∗ ◦ φ∗, where s : A → B ⊗A B
is the structure morphism.
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b1⊗ (b2n)) and e1
1∗(N) ∼= N ⊗AB, and similarly there are canonical isomorphisms

of (B⊗A B⊗A B)-modules ε0∗(N) ∼= N ⊗A B⊗A B, ε1∗(N) ∼= B⊗AN ⊗A B and
ε2∗(N) ∼= B⊗AB⊗AN . With these identifications (and taking into account that,
if e2

j′ ◦ e1
j = εi, then there is a canonical isomorphism e2

j′∗(e
1
j∗(N)) ∼= εi∗(N)),

a morphism α : N ⊗A B → B ⊗A N of (B ⊗A B)-Mod induces morphisms of
(B ⊗A B ⊗A B)-Mod

e2
0∗(α) : B ⊗A N ⊗A B → B ⊗A B ⊗A N,
e2

1∗(α) : N ⊗A B ⊗A B → B ⊗A B ⊗A N,
e2

2∗(α) : N ⊗A B ⊗A B → B ⊗A N ⊗A B

(e2
j∗(α) is given by idB on the (j + 1)th term and by α on the other two terms).

Remark 7.3. It is immediate to see that for every M ∈ A-Mod the natural
isomorphism of (B⊗AB)-modules αM : φ∗(M)⊗AB

∼−→ B⊗A φ∗(M) (defined by
(b⊗m)⊗ b′ 7→ b⊗ (b′⊗m), where b⊗m ∈ φ∗(M) = B⊗AM) satisfies the cocycle
condition e2

1∗(αM ) = e2
0∗(αM ) ◦ e2

2∗(αM ).

Proposition 7.4. In the above notation, if φ : A→ B is a faithfully flat morphism
of rings, N is a B-module and α : N ⊗A B

∼−→ B ⊗A N is an isomorphism of
B ⊗A B-modules such that

e2
1∗(α) = e2

0∗(α) ◦ e2
2∗(α) : N ⊗A B ⊗A B

∼−→ B ⊗A B ⊗A N,

then M := {m ∈ N |α(m⊗ 1) = 1⊗m} ⊆ N is an A-submodule and the natural
map µ : φ∗(M) = B ⊗A M → N (defined by b ⊗m 7→ bm) is an isomorphism of
B-modules such that

φ∗(M)⊗A B
αM //

µ⊗id

��

B ⊗A φ∗(M)

id⊗µ
��

N ⊗A B α
// B ⊗A N

is a commutative diagram of B ⊗A B-modules.

Proof. It is obvious that M is an A-submodule of N and µ is a morphism of B-
modules. Moreover, since α is a morphism of (B ⊗A B)-modules, for all m ∈ M
and all b, b′ ∈ B we have

(id⊗ µ) ◦ αM
(
(b⊗m)⊗ b′

)
= (id⊗ µ)

(
b⊗ (b′ ⊗m)

)
= b⊗ (b′m) =

= (b⊗ b′)(1⊗m) = (b⊗ b′)α(m⊗ 1) = α
(
(bm)⊗ b′

)
= α ◦ (µ⊗ id)

(
(b⊗m)⊗ b′

)
(hence the diagram commutes). Note that so far we have not used the hypotheses
that φ is faithfully flat and that α is an isomorphism which satisfies the cocycle
condition: they are needed only to prove that µ is an isomorphism. Denoting by



116 A. Canonaco

e1
0(N) : N → B ⊗A N and e1

1(N) : N → N ⊗A B the maps defined, respectively,
by n 7→ 1⊗ n and n 7→ n⊗ 1, and setting γ := e1

0(N)− α ◦ e1
1(N) : N → B ⊗A N ,

by definition there is an exact sequence of A-modules 0 → M
ι−→ N

γ−→ B ⊗A N
(where ι is the natural inclusion). Then in the diagram

0 // φ∗(M) ∼= M ⊗A B
ι⊗idB //

µ

��

N ⊗A B
γ⊗idB //

αo
��

B ⊗A N ⊗A B

e20∗(α)o
��

0 // N ∼= A⊗A N
φ⊗idN

// B ⊗A N
d1⊗idN

// B ⊗A B ⊗A N

the rows are exact (the first because φ is flat and the second by Proposition 7.1).
Therefore (since α and e2

0∗(α) are isomorphisms) µ will be an isomorphism by the
five lemma, provided the diagram is commutative. Now, it is immediate to see
that the square on the left is commutative, and as for the square on the right, it
is enough to observe (remembering that d1 = e1

0 − e1
1 and γ = e1

0(N)− α ◦ e1
1(N))

that (e1
0 ⊗ idN ) ◦ α = e2

0∗(α) ◦ (e1
0(N)⊗ idB) and

(e1
1 ⊗ idN ) ◦ α = e2

1∗(α) ◦ (e1
1(N)⊗ idB)

= e2
0∗(α) ◦ e2

2∗(α) ◦ (e1
1(N)⊗ idB) = e2

0∗(α) ◦
(
(α ◦ e1

1(N))⊗ idB
)
.

7.2 Descent for schemes and for quasi-coherent sheaves

We fix a base scheme S 6= ∅ .

Lemma 7.5. Given U ∈ Sch/S and U = {gj : Wj → U}j∈J ∈ Covfppf(U), there

exists V = {fi : Vi → U}i∈I ∈ Covfppf(U) such that for every i ∈ I there exists
a local isomorphism hi : Vi → Wj(i) (for some j(i) ∈ J) with fi = gj(i) ◦ hi (in
particular, U ≤ V) and fi is the composition of a faithfully flat morphism of finite
presentation of affine schemes f ′i : Vi → Ui and of an open immersion Ui ↪→ U .

Proof. Since each gj is open by Proposition 3.81 and U =
⋃
j∈J im gj , it is easy

to see that there exists {Ui ⊆ U}i∈I ∈ CovZar(U) such that, for every i ∈ I,
Ui is affine and Ui ⊆ im gj(i) for some j(i) ∈ J . Now, for every x ∈ Ui let
Wx ⊆ Wj(i) be an open affine subscheme such that x ∈ gj(i)(Wx) ⊆ Ui: as Ui
is quasi-compact, there exist x1, . . . , xn ∈ Ui such that Ui =

⋃n
k=1 gj(i)(Wxk).

Setting Vi :=
∐n
k=1Wxk , it is then clear that the morphism f ′i : Vi → Ui induced

by the restrictions of gj(i) has the required properties.

Proposition 7.6. If F ∈ FibSch/S
is a prestack (respectively a stack) for Zar

such that for every faithfully flat morphism of finite presentation of affine schemes
f : V → U the functor λF

{f} : FU → F{f} is fully faithful (respectively an equiva-

lence), then F is a prestack (respectively a stack) for fppf, too. In particular, if
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F ∈ Ŝch/S is a separated presheaf (respectively a sheaf) for Zar such that for every
f as above the map λF{f} : F (U)→ F ({f}) is injective (respectively bijective), then

F is separated (respectively a sheaf) for fppf, too.

Proof. Taking into account Corollary 6.11 and Lemma 7.5, it is enough to prove
that λF

V is fully faithful (respectively an equivalence) for every U ∈ Sch/S and

every V = {fi : Vi → U}i∈I ∈ Covfppf(U) such that each fi is the composition of
a faithfully flat morphism of finite presentation of affine schemes f ′i : Vi → Ui and
of an open immersion Ui ↪→ U .

λV is fully faithful: given ξ, ξ′ ∈ FU and ψ ∈ HomFV (λV(ξ), λV(ξ′)), we
have to prove that there exists a unique φ ∈ HomFU (ξ, ξ′) such that ψ = λV(φ).
Now, by definition, ψ is given by morphisms ψi ∈ HomFVi

(ξ|Vi , ξ′|Vi) such that
pr∗1(ψi) = pr∗2(ψj) ∈ HomFVi×UVj

(ξ|Vi×UVj , ξ′|Vi×UVj ) for all i, j ∈ I. In particular,

for every i ∈ I we have pr∗1(ψi) = pr∗2(ψi) ∈ HomFVi×UVi
(ξ|Vi×UVi , ξ′|Vi×UVi); as

λ{fi} is fully faithful (and taking into account that Vi×UVi = Vi×UiVi), this implies

that there exists a unique φi ∈ HomFUi
(ξ|Ui , ξ′|Ui) such that ψi = φi|Vi . For every

open affine subset U ′ ⊆ Ui,j the natural morphism W ′ := (Vi×U Vj)×Ui,j U ′ → U ′

is faithfully flat and of finite presentation, so that (by the same argument used in
the proof of Lemma 7.5) there exists a morphism V ′ →W ′ with V ′ affine such that
the induced morphism V ′ → U ′ is also faithfully flat and of finite presentation.
As φi|V ′ = φj |V ′ (because φi|W ′ = ψi|W ′ = ψj |W ′ = φj |W ′), this implies that
φi|U ′ = φj |U ′ . Therefore, since F is a prestack for Zar, we have φi|Ui,j = φj |Ui,j
for all i, j ∈ I, whence there exists a unique φ ∈ HomFU (ξ, ξ′) such that φi = φ|Ui
for every i ∈ I. Then ψ = λV(φ) and φ is clearly unique with this property.

It remains to show that λV is essentially surjective if F is a stack for Zar
and λ{f ′i}

is an equivalence for every i ∈ I. Given η = ({ηi}, {ψi,j})i,j∈I ∈ FV

(ηi ∈ FVi and ψi,j : ηj |Vi×UVj
∼−→ ηi|Vi×UVj are isomorphisms of FVi×UVj satisfying

the cocycle condition), for every i ∈ I (since λ{f ′i}
is an equivalence) there exists

(unique up to isomorphism) ξi ∈ FUi together with an isomorphism βi : ξi|Vi
∼−→ ηi

in FVi such that ψi,i = pr∗1(βi) ◦ pr∗2(βi)
−1. For all i, j ∈ I we define ψ′i,j to be the

isomorphism of FVi×UVj which makes the diagram

ξj |Vi×UVj
ψ′i,j //

βj |Vi×UVj
��

ξi|Vi×UVj
βi|Vi×UVj
��

ηj |Vi×UVj ψi,j

// ηi|Vi×UVj

commute (in particular, ψ′i,i = id). As {Vi ×U Vj → Ui,j} ∈ Covfppf(Ui,j)
and as we already know that F is a prestack for fppf, there exists a unique
φi,j : ξj |Ui,j

∼−→ ξi|Ui,j in FUi,j such that ψ′i,j = φi,j |Vi×UVj (in particular, φi,i = id).
It is immediate to see that the φi,j satisfy the cocycle condition, so that (since F
is a stack for Zar) there exists (unique up to isomorphism) ξ ∈ FU together with
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isomorphisms αi : ξ|Ui
∼−→ ξi in FUi such that φi,j = αi|Ui,j ◦ (αj |Ui,j )−1. Setting

γi := βi ◦ αi|Vi : ξ|Vi
∼−→ ηi in FVi , we have for all i, j ∈ I

γi|Vi×UVj ◦ (γj |Vi×UVj )−1 = βi|Vi×UVj ◦αi|Vi×UVj ◦ (αj |Vi×UVj )−1 ◦ (βj |Vi×UVj )−1

= βi|Vi×UVj ◦ φi,j |Vi×UVj ◦ (βj |Vi×UVj )−1

= βi|Vi×UVj ◦ ψ′i,j ◦ (βj |Vi×UVj )−1 = ψi,j

and this precisely says that λV(ξ) ∼= η.

Remark 7.7. Using Lemma 7.5 it is also easy to see that a property P of objects
of Sch/S is local for fppf if it is local for Zar and the following holds: if U ′ → U is a
faithfully flat morphism of finite presentation of affine schemes, then U satisfies P if
and only if U ′ satisfies P. Similarly, one can show that a property P of morphisms
of Sch/S is local on the codomain (respectively domain) for fppf if it is local on the
codomain (respectively domain) for Zar and the following holds: given a cartesian
diagram

X ′ //

g′

��

X

g

��
U ′

f
// U

�

(respectively given morphisms U ′
f−→ U

g−→ X) of Sch/S such that f is a faithfully
flat morphism of finite presentation of affine schemes, then g satisfies P if and only
if g′ (respectively g ◦ f) satisfies P. The same is true if fppf is replaced by sm
(respectively ét) and f is assumed smooth (respectively étale) and surjective.

Theorem 7.8. On Sch/S the fppf pretopology is subcanonical.

Proof. By Corollary 4.43 we can assume S = SpecZ and, since we know that Zar is
subcanonical on Sch (see Example 4.40), by Proposition 7.6 it is enough to prove
the following: if φ : A → B is a faithfully flat morphism of finite presentation of
rings, then, setting f := Specφ : V := SpecB → U := SpecA, the sequence of sets

HomSch(U,Z)
◦f // HomSch(V,Z)

◦pr1 //
◦pr2
// HomSch(V ×U V,Z)

is exact for every Z ∈ Sch. Note that this follows from Proposition 7.1 if Z =
SpecC is affine, as in this case the above sequence can be identified with the
sequence

HomRng(C,A)
φ◦ // HomRng(C,B)

e10◦ //
e11◦
// HomRng(C,B ⊗A B),
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which is exact because the sequence of rings A
φ //B

e10 //
e11

//B ⊗A B is exact (as

a sequence of sets). Passing to the general case, we first show that ◦f is injec-
tive. Indeed, given g1, g2 : U → Z such that g1 ◦ f = g2 ◦ f , we clearly have
|g1| = |g2|, since f is surjective. For every x ∈ U let W ⊆ Z be an open affine
neighbourhood of g1(x) = g2(x); as |g1| is continuous, there exists a ∈ A such that
x ∈ D(a) ∼= SpecAa and |g1|(D(a)) = |g2|(D(a)) ⊆ W (hence gi|D(a) can be re-
garded as morphisms D(a)→W ). Moreover, f−1(D(a)) = D(φ(a)) ∼= SpecBφ(a)

and f |D(φ(a)) : D(φ(a)) → D(a) (which is also a faithfully flat morphism of finite
presentation of affine schemes) is such that g1|D(a) ◦f |D(φ(a)) = g2|D(a) ◦f |D(φ(a)),
so that g1|D(a) = g2|D(a) by the already proved case, and clearly it follows that
g1 = g2. It remains to show that, given h : V → Z such that h◦pr1 = h◦pr2, there
exists g : U → Z such that h = g ◦ f , and (as we have already proved uniqueness)
it is enough to prove that for every x ∈ U there is an open neighbourhood U ′ ⊆ U
of x and a morphism g′ : U ′ → Z such that g′ ◦ f |f−1(U ′) = h|f−1(U ′). So, given
x ∈ U , we choose y ∈ f−1(x) and an open affine neighbourhood W ⊆ Z of h(y).
Since f(h−1(W )) is open in U by Proposition 3.81, there exists a ∈ A such that
x ∈ D(a) ⊆ f(h−1(W )). We claim that f−1(D(a)) = D(φ(a)) ⊆ h−1(W ): indeed,
given y′ ∈ D(φ(a)), there exists y′′ ∈ h−1(W ) such that f(y′′) = f(y′) (because
f(y′) ∈ D(a) ⊆ f(h−1(W ))), whence there exists ỹ ∈ V ×U V such that pr1(ỹ) = y′

and pr2(ỹ) = y′′; it follows that h(y′) = h(pr1(ỹ)) = h(pr2(ỹ)) = h(y′′) ∈ W , i.e.
y′ ∈ h−1(W ). Therefore h|D(φ(a)) can be regarded as a morphism D(φ(a))→ W ,
so that (by the already proved case, applied to the faithfully flat morphism of finite
presentation of affine schemes f |D(φ(a)) : D(φ(a)) → D(a)) there exists a unique
g′ : D(a)→ Z such that g′ ◦ f |D(φ(a)) = h|D(φ(a)).

Thus, taking into account Example 4.36,

Sch/S ⊆ (Sch/S , fppf)∼ ⊆ (Sch/S , sm)∼ = (Sch/S , ét)∼ ⊆ (Sch/S ,Zar)∼

and we are going to give examples which show that all the inclusions are strict.

Example 7.9. Let P = PS ∈ Ŝch/S be the presheaf defined on objects by
P (U) := {X ⊆ |U |} (all subsets of |U |) and on morphisms by P (f)(X) :=
|f |−1(X): then P is a non representable sheaf for fppf.

We first prove that P ∈ (Sch/S , fppf)∼. Given a covering {fi : Ui → U}i∈I ∈
Covfppf(U) and Xi ∈ P (Ui) (i.e., Xi ⊆ |Ui|) such that |pr1|−1(Xi) = |pr2|−1(Xj) ⊆
|Ui,j | for all i, j ∈ I, let X :=

⋃
i∈I |fi|(Xi) ⊆ |U |. We claim that |fi|−1(X) = Xi

for every i ∈ I: as it is obvious that Xi ⊆ |fi|−1(X), we have only to prove that
|fi|−1(X) ⊆ Xi. So fix i ∈ I and xi ∈ |fi|−1(X); then fi(xi) ∈ X, so that, by
definition of X, there exist j ∈ I and xj ∈ Xj such that fi(xi) = fj(xj). Therefore
there exists y ∈ Ui,j such that pr1(y) = xi and pr2(y) = xj , which implies that
y ∈ |pr2|−1(Xj) = |pr1|−1(Xi), whence xi = pr1(y) ∈ Xi. In order to conclude
that P is a sheaf it is then enough to observe that X ∈ P (U) is unique with the



120 A. Canonaco

property that |fi|−1(X) = Xi for every i ∈ I (i.e., that P is separated): this follows
immediately from the fact that |U | =

⋃
i∈I im|fi| (notice that we did not use any

hypothesis on the morphisms fi, but only the “surjectivity” of the covering).
It remains to prove that P = PS is not representable. So we assume on the

contrary that PS is representable: since then clearly PS′ is also representable for
every scheme S′ such that HomSch(S′, S) 6= ∅, we can reduce to the case S =
SpecK (K a field). By Corollary 4.6 there exist U ∈ Sch/K and A ⊆ |U | such that
for every V ∈ Sch/K and every X ⊆ |V |, there exists a unique f ∈ HomSch/K(V,U)

such that X = |f |−1(A). As for any extension of fields K ⊆ K′ the set P (SpecK′)
has 2 elements, it is clear that |U | consists of exactly 2 points (both with residue
field K), say |U | = {u1, u2}. Then A is either open or closed (if {ui} is not open,
then U is affine, hence {ui} is closed because a ring has at least one maximal
ideal), and we get a contradiction taking V such that not all subsets of |V | are
either open or closed (e.g., V = SpecK[t]).

Example 7.10. Given a subcanonical pretopology τ on Sch/S and a morphism
f : X → Y of Sch/S , we define Ff,τ ∈ (Sch/S , τ)∼ to be the subpresheaf of the
sheaf Y given by the morphisms which locally (for τ) factor through f : explicitly,
g : U → Y is in Ff,τ (U) if and only if there exist {pi : Ui → U}i∈I ∈ Cov(U) and
morphisms hi : Ui → X such that g ◦ pi = f ◦ hi for every i ∈ I (using the axioms
of pretopology, it is very easy to see that Ff,τ is really a sheaf).

Now, let f : X := SpecK′ → Y := SpecK be a morphism of Sch/S corre-
sponding to a finite separable non trivial extension of fields K ⊂ K′ (there is
always such a morphism: you can take s ∈ S, K := κ(s)(xn) and K′ := κ(s)(x),
where n > 1 is not a multiple of the characteristic of κ(s)). Then Ff,Zar is a
sheaf for Zar but not for ét. Indeed, idY ∈ Y (Y ) is clearly not in Ff,Zar(Y ), but

Y (f)(idY ) = f ∈ Ff,Zar(X) ⊆ Y (X) and {f} ∈ Covét(Y ) (by Remark 3.117).

On the other hand, let K := κ(s) for some s ∈ S and let A := K[t]/(t2). Then
the morphism f : X → Y of Sch/S induced by the natural morphism of rings
φ : A → B := A[x]/(x2 − t) is such that Ff,ét is a sheaf for ét but not for fppf.

As before, since {f} ∈ Covfppf(Y ), it is enough to show that idY /∈ Ff,ét(Y ). So,
assume on the contrary that idY ∈ Ff,ét(Y ): then there is a morphism g : X ′ →
X such that f ′ := f ◦ g : X ′ → Y is étale and surjective. Hence the induced
morphism f̃ ′ : X̃ ′ := X ′ ×Y SpecK → SpecK is also étale and surjective, so that
(by Remark 3.117) there is an open subset Ũ ∼= SpecK ⊆ X̃ ′ such that f |Ũ is

induced by idK. As |X ′| ∼= |X̃ ′|, the open subscheme U ⊆ X ′ inducing Ũ on X̃ ′

has exactly one point (hence is affine) and f ′|U is induced by an étale morphism
of rings φ′ : A → B′, where φ′ = ψ ◦ φ for some ψ : B → B′. Now, B′ is a free
A-module because it is flat and, since B′ ⊗A K ∼= K, we conclude that φ′ is an
isomorphism, which is impossible because t is not a square in A.

By Corollary 6.33 we have also the following result.

Corollary 7.11. Mor(Sch/S) ∈ PSt(Sch/S ,fppf) and every property of morphisms

of Sch/S which is stable under base change satisfies descent for fppf.
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Theorem 7.12. In the notation of Example 5.35, QCoh ∈ St(Sch/S ,fppf).

Proof. As we already know that QCoh ∈ St(Sch/S ,Zar) (see Example 6.7), by

Proposition 7.6 it is enough to prove that for every faithfully flat morphism of

finite presentation of rings φ : A→ B the functor λQCoh
{Specφ} is an equivalence. Now,

taking into account the natural equivalence (for every ring C) between C-Mod
and QCoh(SpecC), Corollary 7.2 implies that λ{Specφ} is fully faithful and Propo-
sition 7.4 that it is essentially surjective.

Remark 7.13. In the above proof we did not use the hypothesis φ of finite

presentation, so that λQCoh
{f} is an equivalence if f is a faithfully flat morphism of

affine schemes (and then it would be easy to prove that, more generally, it is an
equivalence if f is a faithfully flat and quasi-compact morphism of schemes). On
the other hand, in the proof of Theorem 7.8, in order to show that λZ{f} is bijective
for every Z ∈ Sch, we used the hypothesis that the faithfully flat morphism of
affine schemes f : V → U was of finite presentation (namely, we used the fact that
such a morphism is open). However, it can be proved (see [10, Exp. VIII, Cor.
5.3]) that actually λZ{f} is bijective for every Z ∈ Sch and every faithfully flat

morphism of affine schemes f : V → U (and more generally when f is a faithfully
flat and quasi-compact morphism of schemes), using the fact that in this case U
has the quotient topology induced by the surjective map f (see [10, Exp. VIII, Cor.
4.3]). Nevertheless, it is not true that the maps λZ{f} are bijective and the functor

λQCoh
{f} is an equivalence for every faithfully flat morphism of schemes f (for this

reason we use the fppf pretopology instead of the faithfully flat pretopology fp,
defined by {fi : Ui → U}i∈I ∈ Covfp(U) if and only if |U | =

⋃
i∈I im|fi| and fi is

flat for every i ∈ I).14

Example 7.14. Let X :=
∐

p∈SpecZ SpecZp ∈ Sch and denote by f : X → SpecZ
the (unique) morphism, which is clearly faithfully flat (but neither locally of finite
presentation nor quasi-compact). Then the scheme Z obtained by gluing the
schemes SpecZp (p ∈ SpecZ) along the open subschemes {(0)} ⊆ SpecZp (each
of them can be naturally identified with SpecQ) is such that λZ{f} is not bijective

(i.e., the sequence

HomSch(SpecZ, Z)
◦f // HomSch(X,Z)

◦pr1 //
◦pr2
// HomSch(X ×X,Z)

is not exact). Indeed, the morphism g : X → Z induced by the natural mor-
phisms ip : SpecZp ↪→ Z satisfies g ◦ pr1 = g ◦ pr2 (this follows from the fact
that if p, q ∈ SpecZ and p 6= q, then Zp ⊗Z Zq

∼= Q), but there is no morphism

14What we have just said suggests that it should be possible to replace the hypothesis “locally
of finite presentation” with “quasi-compact”. Actually this is true, but, in order to do that in a
reasonably simple way, one has to use topologies instead of pretopologies (see Example B.27).
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h : SpecZ→ Z such that h ◦ f = g. Suppose on the contrary there is such a mor-
phism h: necessarily h(p) = ip(pZp) for every p ∈ SpecZ, but then h would not
be continuous ({(0)} = ip({(0)}) ⊆ Z is open, but h−1({(0)}) = {(0)} ⊆ SpecZ is
not open). This implies that the fp pretopology on Sch (defined in Remark 7.13)
is not subcanonical, and also that Z /∈ (AffSch, fp)∼ (in the example, just replace
the covering {f} with {SpecZp → SpecZ}p∈SpecZ ∈ Covfp(SpecZ)). However,
fp is subcanonical on AffSch: this was shown in the first part of the proof of
Theorem 7.8 (the case Z affine, where the hypothesis φ of finite presentation was
not used).

Corollary 7.15. In the notation of Example 5.35, QCohAlg,QCohGAlg ∈
St(Sch/S ,fppf).

Proof. We prove only that F := QCohAlg ∈ St(Sch/S ,fppf), since the other case

QCohGAlg can be dealt with in a completely similar way. Notice first that ob-
jects of FU = QCohAlg(U) (U ∈ Sch/S) can be identified with triples (F , µ, ε),
where F ∈ QCoh(U) and µ : F ⊗ F → F (“multiplication”) and ε : OU → F
(“identity”) are morphisms of QCoh(U) satisfying a list of axioms (like asso-
ciativity and commutativity of multiplication, . . . ), which can all be expressed
by requiring the commutativity of some diagrams in QCoh(U) (in the style of
Proposition 4.66 for group structure). In this way morphisms of FU are given by

HomFU ((F , µ, ε), (F ′, µ′, ε′))
= {α ∈ HomQCoh(U)(F ,F ′) |α ◦ µ = µ′ ◦ (α⊗ α), α ◦ ε = ε′}

and, if f : V → U is a morphism of Sch/S , the pullback functor f∗ : FU → FV can
be defined in the obvious way (since there are natural isomorphisms f∗(OU ) ∼= OV
and f∗(F ⊗ F) ∼= f∗(F) ⊗ f∗(F)). Now, for every covering U = {Ui → U}i∈I ∈
Covfppf(U), we have to prove that λF

U : FU → FU is an equivalence.

λF
U is fully faithful: as λQCoh

U is fully faithful, given F̃ = (F , µ, ε), F̃ ′ =
(F ′, µ′, ε′) ∈ FU and

β ∈ HomFU (λF
U (F̃), λF

U (F̃ ′)) ⊆ HomQCohU
(λQCoh
U (F), λQCoh

U (F ′)),

there exists a unique α ∈ HomQCoh(U)(F ,F ′) such that β = λQCoh
U (α), and

it is straightforward to check that α ◦ µ = µ′ ◦ (α ⊗ α) and α ◦ ε = ε′ (i.e.,
α ∈ HomFU (F̃ , F̃ ′)).

λF
U is essentially surjective: given (F̃i, βi,j)i,j∈I ∈ FU (with F̃i = (Fi, µi, εi)),

there exist F ∈ QCoh(U) and αi : F|Ui
∼−→ Fi in QCoh(Ui) such that βi,j =

αi|Ui,j ◦ (αj |Ui,j )−1 for all i, j ∈ I (because (Fi, βi,j)i,j∈I ∈ QCohU and λQCoh
U is

essentially surjective). Again using the fact that λQCoh
U is fully faithful, and setting

µ′i := α−1
i ◦ µi ◦ (αi ⊗ αi) : F|Ui ⊗ F|Ui → F|Ui and ε′i := α−1

i ◦ εi : OUi → F|Ui ,
it is clear that there exist unique µ : F ⊗ F → F and ε : OU → F in QCoh(U)
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such that µ′i = µ|Ui and ε′i = ε|Ui for every i ∈ I, and then it is easy to prove that
F̃ := (F , µ, ε) ∈ FU and that the αi give an isomorphism λF

U (F̃)
∼−→ (F̃i, βi,j)i,j∈I

in FU .

7.3 Properties of effective descent

Proposition 7.16. For morphisms of Sch/S the property of being affine satisfies
effective descent for fppf.

Proof. We have to prove that Aff := MorP(Sch/S) ∈ St(Sch/S ,fppf), where P is

the property of being affine. This follows immediately from Corollary 7.15, as
AffU is naturally equivalent to QCohAlg(U)◦ (by Proposition 3.38) for every
U ∈ Sch/S .

Lemma 7.17. Let O ∈ Ŝch/S be the the subpresheaf of P (see Example 7.9)
defined on objects by O(U) := {X ⊆ |U | open} (all open subsets of |U |). Then O
is a sheaf for fppf.

Proof. Since O is a subpresheaf of the sheaf P , it is enough to show that if
{fi : Ui → U}i∈I ∈ Covfppf(U) and X ⊆ |U | is such that Xi := |fi|−1(X) ⊆ |Ui| is
open for every i ∈ I, then X is open in |U |. This is true because X =

⋃
i∈I |fi|(Xi)

and each |fi|(Xi) is open by Proposition 3.81.

Proposition 7.18. For morphisms of Sch/S the properties of being an open im-
mersion and a closed immersion satisfy effective descent for fppf.

Proof. By Corollary 6.33 we have to prove the following: if F → U is a morphism
of (Sch/S , fppf)∼ with U ∈ Sch/S and {Ui → U}i∈I ∈ Covfppf(U) is a covering
such that F×UUi ∼= Vi ∈ Sch/S and the induced morphism fi : Vi → Ui is an open
(respectively closed) immersion for every i ∈ I, then F ∼= V ∈ Sch/S and V → U
is an open (respectively closed) immersion. If the fi are open immersions, then
Xi := im|fi| ⊆ |Ui| are open subsets such that Xi|Ui,j = Xj |Ui,j for all i, j ∈ I,
whence (by Lemma 7.17) there exists a unique X ⊆ |U | such that X|Ui = Xi

for every i ∈ I. On the other hand, if the fi are closed immersions, then the
corresponding quasi-coherent ideals Ii of OUi are such that Ii|Ui,j = Ij |Ui,j for
all i, j ∈ I, whence (by Theorem 7.12) there exists a unique I ∈ QCoh(U) such
that I|Ui ∼= Ii for every i ∈ I, and it is easy to see that I is in a natural way an
ideal of OU . It is then clear that the open (respectively closed) immersion V ↪→ U
corresponding to X (respectively I) has the required property.

Lemma 7.19. For morphisms of Sch/S the property of being quasi-compact is
local on the codomain for fppf.

Proof. Since (by Proposition 3.4) it is a property stable under base change and
local on the codomain for Zar, by Remark 7.7 it is enough to prove that given a
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cartesian diagram in Sch/S

X ′
h //

g′

��

X

g

��
U ′

f
// U

�

such that f is a faithfully flat morphism of finite presentation of affine schemes and
g′ is quasi-compact, then g is quasi-compact, too. Now, X ′ = g′

−1
(U ′) is quasi-

compact, so that X = h(X ′) is also quasi-compact, and the conclusion follows
from Lemma 3.5.

Although the property of being (quasi)projective is certainly not of effective
descent for fppf (it is not even local on the codomain for Zar, see Example 3.70),
we are going to see that a stack for fppf is obtained if one considers morphisms
together with a relatively ample invertible sheaf.

Given U ∈ Sch/S , we define AU to be the category whose object are pairs
(q : X → U,L) where q is a morphism of Sch/S and L is a q-ample OX -module
(recall that then q is quasi-compact and quasi-separated by Remark 3.45) and
whose morphisms are given by

HomAU
((q : X → U,L), (q′ : X ′ → U,L′))

:= {(s : X → X ′, α : s∗(L′)→ L) | q′ ◦ s = q}

(composition of morphisms is of course defined by (t, β)◦ (s, α) := (t◦s, α◦s∗(β)),
using as usual the canonical identification s∗◦t∗ ∼= (t◦s)∗). A morphism f : V → U
of Sch/S induces a natural functor f∗ : AU → AV , defined on objects by

(X → U,L) 7→ (pr2 : X ×U V → V, pr∗1(L))

(pr∗1(L) is pr2-ample by Proposition 3.47), and as usual it is easy to see that in
this way we obtain a fibred category A ∈ FibSch/S

.

Proposition 7.20. In the above notation, A ∈ St(Sch/S ,fppf).

Proof. Using the fact that Mor(Sch/S) and QCoh are prestacks (by Corol-
lary 7.11 and Theorem 7.12), it is very easy to see that A ∈ PSt(Sch/S ,fppf).

Then, given U ∈ Sch/S and U = {Ui → U}i∈I ∈ Covfppf(U), we have to
show that λA

U : AU → AU is essentially surjective. For every descent datum
({(qi : Xi → U,Li)}, {(si,j , αi,j)})i,j∈I ∈ AU , for all i, j ∈ I we have a com-
mutative diagram with cartesian squares

Xj

qj

��

Xj ×Uj Ui,j
q′j

%%

pr′2oo si,j

∼
// Xi ×Ui Ui,j

q′i

yy

pr′1 // Xi

qj

��
Uj

�

Ui,jpr2
oo

pr1
// Ui

�
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and with this notation αi,j : (pr′1 ◦ si,j)∗(Li)
∼−→ pr′2

∗
(Lj). By Proposition 3.46

Ri :=
⊕

n≥0 qi∗(L
⊗n
i ) ∈ QCohGAlg(Ui) and qi factors as the composition of

an open immersion fi := Proj ϕqi,Li : Xi ↪→ Proj Ri and of the structure mor-
phism pRi : Proj Ri → Ui. By Proposition 3.74 for all i, j ∈ I there are natural
isomorphisms

pr∗2(Rj) ∼=
⊕
n≥0

pr∗2
(
qj∗(L

⊗n
j )
) ∼= ⊕

n≥0

q′j∗
(
pr′2
∗
(Lj)⊗n

) ∼=
∼=
⊕
n≥0

q′j∗
(
(pr′1 ◦ si,j)∗(Li)⊗n

) ∼= ⊕
n≥0

pr∗1
(
qi∗(L⊗ni )

) ∼= pr∗1(Ri)

(the middle one being induced by α−1
i,j ) and it is straightforward to check that

the resulting isomorphisms βi,j : pr∗2(Rj)
∼−→ pr∗1(Ri) of QCohGAlg(Ui,j) satisfy

the cocycle condition. Thus (by Corollary 7.15) there exist R ∈ QCohGAlg(U)
and isomorphisms γi : R|Ui

∼−→ Ri of QCohGAlg(Ui) such that βi,j = γi|Ui,j ◦
(γj |Ui,j )−1 for all i, j ∈ I. Setting P := Proj R and Pi := P ×U Ui (note that

{Pi → P}i∈I ∈ Covfppf(P )), each γi induces an isomorphism γ̃i : Pi
∼−→ Proj Ri of

Sch/Ui (by Proposition 3.41), hence an open immersion f̃i := γ̃−1
i ◦ fi : Xi ↪→ Pi.

The isomorphisms

s̃i,j : Xj ×Pj Pi,j ∼= Xj ×Uj Ui,j
si,j−−→ Xi ×Ui Ui,j ∼= Xi ×Pi Pi,j

of Sch/Pi,j are easily seen to satisfy the cocycle condition, and this implies (by
Proposition 7.18) that there exist an open immersion f : X ↪→ P and isomor-
phisms t̃i : X ×P Pi

∼−→ Xi of Sch/Pi such that s̃i,j = t̃i|Pi,j ◦ (t̃j |Pi,j )−1 for all

i, j ∈ I. Then the induced isomorphisms ti : X ×U Ui ∼= X ×P Pi
t̃i−→ Xi of Sch/Ui

satisfy si,j = ti|Ui,j ◦ (tj |Ui,j )−1 for all i, j ∈ I. Note that q := pR ◦ f : X → U
is quasi-compact by Lemma 7.19 (the projection pr2 = qi ◦ ti : X ×U Ui → Ui is
quasi-compact for every i ∈ I) and quasi-separated (because pR and f are quasi-
separated), and that U ′ := {gi := pr1 ◦ t−1

i : Xi → X}i∈I ∈ Covfppf(X). More-

over, the isomorphisms α̃i,j : Lj |Xi,j
∼−→ Li|Xi,j induced by αi,j (under the natural

isomorphisms Xi,j
∼= Xj ×Uj Ui,j) satisfy the cocycle condition, so that (by The-

orem 7.12) there exists L ∈ QCoh(X) such that λQCoh
U ′ (L) ∼= ({Li}, {α̃i,j})i,j∈I .

So it remains to prove that L is a q-ample invertible OX -module (because then
clearly λA

U (q,L) ∼= ({(qi,Li)}, {(si,j , αi,j)})i,j∈I).
Now, for every x ∈ X there exist i ∈ I and xi ∈ Xi such that gi(xi) = x,

hence, for every open beighbourhood Vi of xi, g
′
i := gi|Vi : Vi → V := gi(Vi) is

faithfully flat locally of finite presentation and V is an open neighbourhood of x
(by Proposition 3.81). Choosing Vi such that Li|Vi ∼= OVi , we have then g′i

∗
(L|V ) ∼=

OVi , which implies that L|V ∼= OV (again by Theorem 7.12), i.e. L is invertible.
Now, note that R ∼=

⊕
n≥0 q∗(L⊗n) ∈ QCohGAlg(U) by Corollary 7.15, since

their pullbacks to each Ui are isomorphic to Ri (this can be seen again using
Proposition 3.74). In order to show that L is q-ample, by Proposition 3.46 it is
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enough to prove that P (ϕq,L) = X and that the natural morphism Proj ϕq,L : X →
Proj R is an open immersion. Indeed, using Proposition 3.41 it is easy to see that
g−1
i (P (ϕq,L)) = P (ϕqi,Li) = Xi and that there is a cartesian diagram

Xi
gi //

fi

��

P (ϕq,L)

Proj ϕq,L

��

⊆ X

Proj Ri // Proj R

�

for every i ∈ I, which clearly implies that P (ϕq,L) = X and Proj ϕq,L = f .

Corollary 7.21. For morphisms of Sch/S the property of being quasi-affine sat-
isfies effective descent for fppf.

Proof. We have to prove that F := MorP(Sch/S) ∈ St(Sch/S ,fppf), where P is

the property of being quasi-affine; by Corollary 7.11 we already know that F is a
prestack. Using Proposition 3.50 it is easy to see that there is a natural morphism
of fibred categories P : F → A, defined on objects by (p : X → U) 7→ (p,OX).
Now, we have to show that for every U ∈ Sch/S and every U ∈ Covfppf(U) the
functor λF

U : FU → FU is essentially surjective. Given ξ ∈ FU , let (p : X → U,L) ∈
AU be such that λA

U (p,L) ∼= PU (ξ): it is then clear that (by Theorem 7.12) L ∼= OX
(so that p is quasi-affine, again by Proposition 3.50) and that λF

U (p) ∼= ξ.

Remark 7.22. The above result could be proved also directly, without using
Proposition 7.20 (but with a similar technique of proof). Indeed, since (by Propo-
sition 3.50) a quasi-compact morphism of Sch/S is quasi-affine if and only if the
natural morphism X → Spec f∗(OX) is an open immersion, one can use the fact
that QCohAlg is a stack (and, again, that the property of being an open immer-
sion satisfies effective descent and the property of being quasi-compact is local on
the codomain). We leave the details to the reader.

7.4 Local properties

Proposition 7.23. The following properties of morphisms of Sch/S are stable
under base change and local on the codomain for fppf: open immersion, closed im-
mersion, affine, quasi-affine, quasi-compact, separated, quasi-separated, (locally)
of finite type (and with fibres of dimension n), (locally) of finite presentation,
finite, (locally) quasi-finite, surjective, universally injective, universally open, uni-
versally closed, proper, (faithfully) flat, unramified, smooth (of relative dimension
n), étale, with geometrically connected or geometrically irreducible or geometrically
reduced fibres.

Proof. The case of geometrically connected or geometrically irreducible or geomet-
rically reduced fibres follows from the fact that, if K is a field, then X ∈ Sch/K
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is geometrically connected (respectively geometrically irreducible, respectively ge-
ometrically reduced) if and only if X ×SpecK SpecK′ is connected (respectively
irreducible, respectively reduced) for some algebraically closed extension K′ of
K (see [9, Prop. 4.5.1. and Prop. 4.6.1]). Similarly, once we have proved the
statement for locally of finite type, the case of n-dimensional fibres will follow
from the fact that, if X → SpecK is a morphism locally of finite type, then
dimX = dim(X ×SpecK SpecK′) for every field extension K′ of K (by [9, Cor.
4.1.4. and Cor. 5.2.2]). We already know that all the other properties are stable
under base change and local on the codomain for Zar. Recall also that we have
already treated open or closed immersions (in Proposition 7.18), affine (in Propo-
sition 7.16), quasi-affine (in Corollary 7.21) and quasi-compact (in Lemma 7.19).
Then separated and quasi-separated follow from Lemma 4.50, since a morphism f
of Sch/S is separated (respectively quasi-separated) if and only if ∆f is a closed
immersion (respectively quasi-compact). Let P be one of the remaining properties:
by Remark 7.7 it is enough to show that, if

X ′
h //

g′

��

X

g

��
U ′

f
// U

�

is a cartesian diagram in Sch/S such that f is a faithfully flat morphism locally
of finite presentation and g′ satisfies P, then g satisfies P, too.

As for surjective, universally injective, universally open and universally closed,
it is clearly enough to prove that, if g′ is surjective, or injective, or open or closed,
then the same is true for g. As f is surjective, it is very easy to see that if g′

is surjective (respectively injective), then g is surjective (respectively injective).
Since moreover f is open (by Proposition 3.81), it is clear that W ⊆ |U | is open
(respectively closed) if and only if |f |−1(W ) ⊆ |U ′| is open (respectively closed).
Thus, if g′ is open (respectively closed) and Z ⊆ |X| is open (respectively closed),
then the same is true for |g|(Z), as |f |−1(|g|(Z)) = |g′|(|h|−1(Z)) is clearly open
(respectively closed).

For the rest of the proof we assume (always by Remark 7.7) that U and U ′

are affine. Notice moreover that (except for finite) we are only left with properties
local on the domain for Zar (those which are not, namely of finite type, of finite
presentation, quasi-finite, proper and faithfully flat, are combinations of properties
which either are local on the domain for Zar or have already been proved), so that
in any case we can assume that X (hence also X ′) is affine, too. Let φ : A → A′,
ψ : A→ B and ψ′ : A′ → B′ := A′⊗AB be morphisms of rings inducing f , g and g′

(then φ is faithfully flat and of finite presentation). As for locally of finite type or
presentation, one has to show that ψ is of finite type (respectively presentation) if
ψ′ is of finite type (respectively presentation), which is done in [9, Lemme 2.7.1.1].
Similarly, in the finite case, we need to show that ψ is finite if ψ′ is finite. More
generally, M ∈ A-Mod is finitely generated if M ′ := A′ ⊗A M ∈ A′-Mod is
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finitely generated: indeed, it is easy to see that there exist x1, . . . , xn ∈ M such
that M ′ = (1 ⊗ x1, . . . , 1 ⊗ xn), and then the morphism α : An → M defined by
the xi is surjective by Lemma 3.77 (A′ ⊗A α is surjective by hypothesis), whence
M = (x1, . . . , xn). If g′ is locally quasi-finite, then g is locally quasi-finite by
Remark 3.56: we have to prove that, given an extension of fields K ⊆ K′ and a
finitely generated K-algebra C, then dimK C <∞ if dimK′(K′ ⊗K C) <∞, which
is obvious. As for flat, we have to prove that ψ is flat if ψ′ is flat; given an
exact sequence of A-modules M•, B′⊗AM• ∼= B′⊗B (B⊗AM•) is exact because
ψ′◦φ : A→ B′ is flat, whence B⊗AM• is exact by Lemma 3.77 (note that B → B′

is faithfully flat). If g′ is smooth, then g is smooth by [17, Prop. 4.6], and it is
clear that relative dimension is preserved (being the rank of the sheaf of relative
differentials); in particular, if g′ is étale (i.e., smooth of relative dimension 0), then
g is étale. Finally, in the unramified case, by Proposition 3.115 we can look at the
fibres and then it is enough to observe that a morphism with target SpecK (being
always flat) by Proposition 3.125 is unramified if and only if it is étale.

Remark 7.24. The above result implies that the property of being finite also
satisfies effective descent for fppf, since the same is true for the property of being
affine (by Proposition 7.16) and a finite morphism is affine.

Remark 7.25. We do not know if the property of being an immersion is local on
the codomain for fppf (or if it even satisfies effective descent, as stated in [14]):
this is claimed in [15], but referring to [9, Prop. 2.7.1], where it is proved only for
quasi-compact immersion (which is then also a property of effective descent for
fppf, as a quasi-compact immersion is quasi-affine).

Example 7.26. Let F := MorP(Sch/S) ∈ FibSch/S
, where P is the property of

being proper, smooth and with fibres which are geometrically irreducible curves
of genus g (for some g ≥ 2). Then F is a stack for fppf, and (by Corollary 6.16)
the same is true for Mg := Fcart, which is called the moduli stack of (smooth)
curves of genus g. Using the fact that, if p : X → U is an object of F, then ΩX/U
is a p-ample invertible OX -module (since Ω⊗nX/U is p-very ample for n ≥ 3 by [4,

Cor. to Thm. 1.2], this follows from Proposition 3.61), and remembering that the
sheaf of relative differentials is preserved under base change, the proof is similar
to that of Corollary 7.21. Indeed, F is a prestack, there is a morphism of fibred
categories P : F → A defined on objects by (p : X → U) 7→ (p,ΩX/U ), and in

the same way it follows that, given U ∈ Covfppf(U) and ξ ∈ FU , there exists a

morphism p : X → U such that λ
Mor(Sch/S)

U (p) ∼= ξ. To conclude, we have only to
show that p satisfies P: by Proposition 7.23 p is proper, smooth and its fibres are
geometrically irreducible curves, and then it is obvious that they are of genus g.

Proposition 7.27. The following properties of objects of Sch/S are local for sm:
locally noetherian (it is local also for fppf), normal, reduced, regular.

Proof. We prove here only the case of locally notherian; for the other properties,
see [9, Prop. 17.5.7 and Prop. 17.5.8]. By Remark 7.7 we have to prove that if
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φ : A → B is a faithfully flat morphism of finite presentation of rings, then A is
noetherian if and only if B is noetherian. The other implication being clear, we
can assume that B is noetherian. If I1 ⊆ I2 ⊆ · · · is an ascending chain of ideals
in A, then, since φ is flat, each Ji := B ⊗A Ii is an ideal of B and J1 ⊆ J2 ⊆ · · ·
is an ascending chain in B. As B is noetherian, this implies that there exists
n ∈ N such that Jn = Jm for every m ≥ n. Therefore, for m ≥ n we have
0 = Jm/Jn ∼= B ⊗A (Im/In), whence Im = In (by Lemma 3.77), which proves
that A is noetherian.

Proposition 7.28. The following properties of morphisms of Sch/S are local on
the domain for ét: universally open, locally of finite type, locally of finite presen-
tation, flat (these are local also for fppf), smooth (it is local also for sm), locally
quasi-finite, unramified, smooth of relative dimension n, étale.

Proof. Since each property P in the above list is local on the domain for Zar,

by Remark 7.7 we have to prove the following: given morphisms U ′
f−→ U

g−→ X
of Sch/S with f flat of finite presentation (or smooth, or étale, according to the
cases) and surjective of affine schemes, g satisfies P if and only if g ◦ f satisfies P.
As P is local on the codomain for Zar, we can assume that also X is affine, and as
(except for smooth of relative dimension n, which will be clear, however) f satisfies
P (f is open, hence universally open, by Proposition 3.81, and an étale morphism
is locally quasi-finite by Proposition 3.125) and P is stable under composition,
it is enough to show that g satisfies P if g ◦ f does. If g ◦ f is open then g is
also open (if V ⊆ U is open, then g(V ) = (g ◦ f)(f−1(V )) is open), and this
implies that g is universally open if so is g ◦ f . In the case of locally of finite type
or presentation, we have to prove that a morphism of rings A → B is of finite
type (respectively presentation) if there exists a faithfully flat morphism of finite
presentation B → B′ such that A→ B′ is of finite type (respectively presentation),
which is done in [9, Cor. 11.3.17]. As for flat, in the same situation, we have to
show that A→ B is flat if A→ B′ is flat, which we have already done in the proof
of Proposition 7.23. The smooth case follows from [9, Cor. 17.7.7] and smooth of
relative dimension n (in particular, étale) is then clear; again as in the proof of
Proposition 7.23, unramified can be reduced to étale by looking at the fibres. So
it remains to consider locally quasi-finite: by Remark 3.56 it is enough to prove
that if C is a finitely generated K-algebra (K a field) and C → C ′ is a faithfully
flat morphism such that dimK C

′ <∞, then dimK C
′ <∞, which follows from the

fact that C → C ′ is injective by Proposition 7.1.

8 Algebraic spaces

8.1 Algebraic spaces and étale equivalence relations

We fix a base quasi-separated scheme S. Observe that (by Corollary 3.12) an
object U → S of Sch/S is in QSch/S (i.e., U is a quasi-separated scheme) if and
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only if it is quasi-separated (as a morphism of schemes). Following [15] we will
denote by Sp/S the category (QSch/S , ét)∼, and call its objects spaces over S (or
S-spaces, or simply spaces).

Remark 8.1. Since ét is a subcanonical pretopology (by Theorem 7.8), Sp/S is
naturally equivalent to (QSch, ét)∼/S by Proposition 4.42, so that Sp/S can be
really identified with the quotient category of Sp := Sp/Z over S. Notice also
that (by Corollary 4.45) Sp/S is naturally equivalent to (AffSch/S , ét)∼ and to
(Sch/S , ét)∼; hence we could as well use AffSch/S (as in [15]) or Sch/S as base
category. Thus in Sp/S there are several possible notions of representability, and

we give the following definition (corresponding to representability in Q̂Sch/S),
reserving another meaning to the term representable (see Definition 8.23).

Definition 8.2. An S-space F is schematic if there exists U ∈ QSch/S such
that F ∼= U in Sp/S . A morphism α : F → G of Sp/S is schematic if for every
V ∈ QSch/S and every η ∈ G(V ) the S-space F α×η V is schematic.

Recall from Proposition 4.11 and Remark 4.13 that for morphisms of Sp/S
the property of being schematic is stable under composition and base change, and
that properties of morphisms of QSch/S which are stable under base change can
be naturally extended to schematic morphisms of Sp/S .

Remark 8.3. A morphism of Sp/S is schematic if the condition of the definition
is satisfied for every V ∈ AffSch/S . Indeed, taking into account that Mor(Sch/S)
is a stack for Zar (see Example 6.6) and that for morphisms of Sch/S the prop-
erty of being quasi-separated is local on the codomain for Zar, this follows from
Corollary 6.33.

Definition 8.4. X ∈ Sp/S is an algebraic space over S (or an S-algebraic space,
or simply an algebraic space) if the following conditions are satisfied:

1. ∆X : X → X ×X is schematic and quasi-compact;

2. there exist U ∈ QSch/S and a morphism π : U → X of Sp/S (necessarily
schematic, by Proposition 4.14) which is étale and surjective.

We will denote by AlgSp/S the full subcategory of Sp/S whose objects are
algebraic spaces; it is clearly a strictly full subcategory.

Remark 8.5. Obviously a scheme is an algebraic space if and only if it is quasi-
separated. In particular, QSch/S can be identified with a full subcategory of
AlgSp/S .

Remark 8.6. Let’s call a morphism α : F → G of Sp/S weakly schematic if for
every V ∈ Sch/S and every η ∈ G(V ) the S-space F α×η V is a scheme. As in
Remark 8.3, it is enough to check the above condition for V ∈ AffSch/S , whence
every schematic morphism is weakly schematic (of course, the converse is false).
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It is easy to see that one obtains an equivalent definition of algebraic space if
schematic is replaced by weakly schematic and U is assumed to be an object of
Sch/S instead of QSch/S . Indeed, ∆X is schematic if it is weakly schematic:
since ∆X is a monomorphism, for every morphism V → X×X with V ∈ QSch/S
the induced morphism W := V ×X×X X → V is also a monomorphism, hence
quasi-separated by Example 3.9, and then W ∈ QSch/S . Moreover, for every
U ∈ Sch/S there exists an étale and surjective morphism f : U ′ → U with U ′

quasi-separated (we can clearly take U ′ to be a disjoint union of affine schemes),
so that π ◦ f : U ′ → X is étale and surjective, if the same is true for π.

Lemma 8.7. Let P be a property of morphisms of schemes which is stable un-
der base change and local on the codomain for ét. If f : X → Y is a schematic
morphism of AlgSp/S and there exists a schematic, étale and surjective morphism
V → Y (with V schematic) such that the projection g : U := X×Y V → V satisfies
P, then f satisfies P.

Proof. Given a morphism V ′ → Y with V ′ schematic, we have to prove that the
projection g′ : U ′ := X ×Y V ′ → V ′ satisfies P. Setting V ′′ := V ×Y V ′ and
U ′′ := X ×Y V ′′, there is a natural commutative diagram with cartesian squares

U

g

��

U ′′oo

g′′

��

// U ′

g′

��
V V ′′oo

pr2
//

�

V ′

�

(all terms of which are schematic). As g satisfies P by hypothesis, the same is true
for g′′ (because P is stable under base change), and then also for g′ (because P is
local on the codomain for ét and pr2 is étale and surjective).

Lemma 8.8. Let α : F → G and β : Y → G be morphisms of Sp/S such that
α is an epimorphism and Y is an algebraic space. Then there is a commutative
diagram in Sp/S

V
π //

��

Y

β

��
F

α
// G

such that V is schematic and π is (schematic) étale and surjective.

Proof. Up to composing β with a schematic, étale and surjective morphism U → Y
with U schematic, we can assume Y ∈ QSch/S . As β ∈ G(Y ) = (ĩmα)(Y )

(by Proposition 4.57), there exists {Vi → Y }i∈I ∈ Covét(Y ) such that each β|Vi
factors through α. Then the induced morphism π : V :=

∐
i∈I Vi → Y is étale and

surjective and β ◦ π factors through α.
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Proposition 8.9. The category AlgSp/S has coproducts and fibred products (and
then also finite products, since it has a terminal object, namely S) and the inclusion
functors QSch/S ⊆ AlgSp/S ⊆ Sp/S preserve them.

Proof. Given Ui ∈ QSch/S (i ∈ I), U :=
∐
i∈I Ui represents the coproduct also in

Sp/S (actually even in (QSch/S ,Zar)∼): this follows from the fact that, setting

U := {Ui → U}i∈I ∈ CovZar(U), λFU : F (U)
∼−→ F (U) ∼=

∏
i∈I F (Ui) for every

S-space F , since Ui ×U Uj = ∅ if i 6= j and F (∅) has exactly one element (to
see this, consider the empty covering of ∅), whereas Ui ×U Ui ∼= Ui. To conclude
the proof about coproducts, we have to show that, given Xi ∈ AlgSp/S (i ∈ I),
X :=

∐
i∈I Xi ∈ Sp/S is an algebraic space: it is very easy to see that ∆X is

schematic and quasi-compact and that, if Ui → Xi (with Ui ∈ QSch/S) are étale
and surjective, then the induced morphism

∐
i∈I Ui → X is étale and surjective.

As for fibred products, since we already know (by Proposition 4.8 and Propo-
sition 4.54) that the inclusion functor QSch/S ⊆ Sp/S preserves them, it is
enough to prove that, given morphisms fi : Xi → X of AlgSp/S (for i = 1, 2),
X1 ×X X2 ∈ Sp/S is an algebraic space. Now, the diagram

X1
f1 //

∆X1

��

X

∆X

��

X2
f2oo

∆X2

��
X1 ×X1

f1×f1
// X ×X X2 ×X2

f2×f2
oo

obviously commutes, and so ∆X1×XX2
, which can be identified with

∆X1
×∆X2

: X1 ×X X2 → (X1 ×X1)×(X×X) (X2 ×X2),

is schematic and quasi-compact by Lemma A.6. Moreover, given a schematic, étale
and surjective morphism π : U → X with U schematic (π is then an epimorphism
of Sp/S by Corollary 4.60), by Lemma 8.8 there exists a commutative diagram

U1
//

π1

��

U

π

��

U2
oo

π2

��
X1

f1

// X X2
f2

oo

such that Ui is schematic and πi is étale and surjective for i = 1, 2. Then U1×UU2 ∈
QSch/S and π1 × π2 : U1 ×U U2 → X1 ×X X2 is étale and surjective, again by
Lemma A.6.

Remark 8.10. If X is an algebraic space and π : U → X (with U schematic)
is étale and surjective, then, in particular, X ×X is also an algebraic space and
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π× π : U ×U → X ×X is étale and surjective. Since there is a cartesian diagram

U ×X U

δ

��

// X

∆X

��
U × U

π×π
// X ×X,

�

by Lemma 8.7 ∆X satisfies a property P of morphisms of schemes which is stable
under base change and local on the codomain for ét if (and only if) δ satisfies
P. So, taking into account Proposition 7.23, we see that ∆X is locally of finite
type (δ is locally of finite type by Proposition 3.27, since pr1 ◦ δ : U ×X U → U
is étale), hence of finite type (it is quasi-compact by hypothesis); then (δ being
clearly a monomorphism) we obtain that ∆X is also quasi-finite, separated and
quasi-affine by Proposition 3.58 and unramified by Example 3.91. More generally,
if f : X → Y is a morphism of AlgSp/S , then ∆f : X → X ×Y X satisfies all
the above properties (in particular, it is schematic and quasi-compact): indeed, if
P is one of them, as for morphisms of AlgSp/S the property of having diagonal
which satisfies P is stable under composition and base change by Lemma A.4, ∆f

satisfies P by Lemma A.5, since ∆X satisfies P and the same is true for ∆∆Y

(which is an isomorphism by Lemma A.2). With this argument it is also easy to
see that (as expected) AlgSp/S can be really identified with the quotient category
of AlgSp := AlgSp/Z over S.

Theorem 8.11. If X ∈ AlgSp/S and π : U → X (with U ∈ QSch/S) is
(schematic) étale and surjective, then the natural morphism

δ = (δ1, δ2) : U ×X U → U × U

is quasi-compact and it defines an étale equivalence relation in QSch/S with quo-
tient π in Sp/S.

Conversely, if δ = (δ1, δ2) : R → U × U is an étale equivalence relation in
QSch/S such that δ is quasi-compact and with quotient π : U → X in Sp/S, then
X ∈ AlgSp/S, π is (schematic) étale and surjective, and R ∼= U ×X U .

Proof. If X is an algebraic space and π is étale and surjective, then δ1 and δ2
are étale and surjective in QSch/S (hence the equivalence relation is étale) and
π is an epimorphism of Sp/S by Corollary 4.60, so that π is a quotient of δ by
Corollary 4.83. Moreover, δ is quasi-compact by Remark 8.10.

Conversely, we observe that δ is quasi-affine (by the same argument of Re-
mark 8.10), and we are going to see that also ∆X is schematic and quasi-affine.
To this purpose it suffices to prove (by Proposition 4.14) that, given morphisms
f : V → X and g : W → X with V,W ∈ QSch/S , V ×X W is schematic and the

natural morphism δf,g = (δf,g1 , δf,g2 ) : V ×X W → V ×W is quasi-affine; notice

moreover that π will be étale and surjective, provided we show that δf,π1 : V×XU →
V is étale and surjective for every f as above. First we assume that g = π : U → X
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and that f factors through π, say f = π ◦ f ′ for some f ′ : V → U ; then there is a
natural commutative diagram with cartesian squares

V ×X U
δf,π //

��

V × U //

��

V

f ′

��
U ×X U

δπ,π
// U × U

pr1
//

�

U.

�

Note that U ×X U ∼= R (by Corollary 4.83) and δπ,π can be identified with δ, so

that V ×X U is schematic, δf,π is quasi-affine and δf,π1 is étale and surjective by
base change. For arbitrary f (and always g = π) by Lemma 8.8 we can find a
commutative diagram

V ′
p //

��

V

f

��
U

π
// X

such that V ′ is schematic and p is étale and surjective. Again, there is a natural
commutative diagram with cartesian squares

V ′ ×X U
δf◦p,π //

��

V ′ × U //

��

V ′

p

��
V ×X U

δf,π
// V × U //

�

V.

�

By the already proved case (f ◦ p factors through π) V ′ ×X U is schematic, δf◦p,π

is quasi-affine and δf◦p,π1 is étale and surjective. Since the property of being quasi-
affine satisfies effective descent for ét (by Corollary 7.21), it follows from Corol-

lary 6.33 that V ×X U is schematic and δf,π is quasi-affine; then δf,π1 is étale
and surjective because the property of being étale and surjective is local on the
codomain for ét (by Proposition 7.23). The general case can be dealt with in a
similar way (first when g factors through π and then for arbitrary g).

Remark 8.12. With the same proof one can show that, more generally, a quo-
tient in Sp/S of an étale equivalence relation δ : R → U × U in Sch/S with δ
quasi-compact is also an algebraic space (according to the equivalent definition of
Remark 8.6).

Corollary 8.13. X ∈ Sp/S is an algebraic space if and only if there exists a
schematic, étale and surjective morphism π : U → X with U schematic and such
that the natural morphism (of QSch/S) δ : U ×X U → U × U is quasi-compact.



Lectures on algebraic stacks 135

Proof. If π satisfies the hypothesis, then it is an epimorphism of Sp/S by Corol-
lary 4.60, hence it is a quotient of δ (which is an étale equivalence relation in
QSch/S) by Corollary 4.83; thus X is an algebraic space. The other implication
is clear, since δ is quasi-compact by Remark 8.10.

Example 8.14. Let δ : R→ A1×A1 be as in Example 4.77 (we are assuming that
there exists s ∈ S such that the characteristic of κ(s) is not 2): it is clearly an étale
equivalence relation in QSch/S such that δ is quasi-compact. It follows that, if
π : A1 → X is a quotient in Sp/S , then X is an algebraic space (by Theorem 8.11)
which is not a scheme (∆X is not an immersion because δ, which is obtained from
∆X by the base change π × π, is not an immersion).

8.2 Extension to algebraic spaces of some properties of schemes

Definition 8.15. A morphism f : X → Y of AlgSp/S is separated (respectively
locally separated) if ∆f : X → X ×Y X (which is a schematic morphism by Re-
mark 8.10) is a closed immersion (respectively an immersion). X ∈ AlgSp/S is
(locally) separated if the structure morphism X → S is (locally) separated.

Remark 8.16. Of course, every morphism f of algebraic spaces is quasi-separated,
in the sense that (again by Remark 8.10) ∆f is always quasi-compact (although
not necessarily an immersion). Every scheme is locally separated and X as in
Example 8.14 is an example of an algebraic space which is not locally separated.
There exist also separated algebraic spaces which are not schematic (for examples,
see the introduction of [14]).

Definition 8.17. Let P be a property of schemes which is local for ét (e.g., one
of those of Proposition 7.27). Then X ∈ AlgSp/S satisfies P if there exists a
schematic, étale and surjective morphism U → X such that U ∈ QSch/S satisfies
P.

Remark 8.18. If X satisfies P and U ′ → X (with U ′ schematic) is étale and
surjective, then U ′ satisfies P: this follows from the fact that U ′′ := U ×X U ′ is
schematic and the projections U ′′ → U and U ′′ → U ′ are étale and surjective. In
particular, the new definition coincides with the usual one if X ∈ QSch/S .

Definition 8.19. Let P be a property of morphisms of schemes which is local on
the domain and on the codomain for ét (e.g., one of those of Proposition 7.28)
or the property of being surjective.15 Then a morphism f : X → Y of AlgSp/S

15This property (which is not even local on the domain for Zar) is usually (e.g., in [14] and
[15]) considered to be local on the domain for ét (and also for fppf), since it clearly satisfies the
condition of the definition for coverings consisting of a single morphism (which is what is needed
here).
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satisfies P if there exists a commutative diagram with cartesian square in AlgSp/S

U
π̃ //

g
��

X̃ //

��

X

f

��
V

π
// Y

�

such that g is a morphism of QSch/S which satisfies P and π and π̃ are étale and
surjective.

Remark 8.20. If f satisfies P and

U ′
π̃′ //

g′   

X̃ ′ //

��

X

f

��
V ′

π′
// Y

�

is another commutative diagram with cartesian square in AlgSp/S such that g′

is a morphism of QSch/S and π′ and π̃′ are étale and surjective, then g′ satisfies
P: this can be easily proved using the fact that, if f is a morphism of QSch/S ,
then f satisfies P if and only if g (or g′) does (which implies, taking into account
Lemma 8.7, that the new definition coincides with the usual one for schematic
morphisms). It is also easy to see that, if P is stable under base change (and
composition) for morphisms of QSch/S , then P remains stable under base change
(and composition) for morphisms of AlgSp/S .

Then we can extend in a natural way to AlgSp/S the pretopologies ét, sm
and fppf. Namely, if τ is one of them, by definition {fi : Xi → X}i∈I ∈ Covτ (X)
if and only if the induced morphism

∐
i∈I Xi → X is surjective and moreover for

every i ∈ I the following holds: fi is étale if τ = ét; fi is smooth if τ = sm; fi is
flat and locally of finite presentation if τ = fppf.

Remark 8.21. If P is a property of schemes which is local for τ , then its extension
to objects of AlgSp/S is again local for τ . Similarly, if P is a property of morphisms
of schemes which is local on the domain and on the codomain for τ , then its
extension to morphisms of AlgSp/S is again local on the domain and on the
codomain for τ .

Remark 8.22. The natural functor (AlgSp/S , τ)∼ → (QSch/S , τ)∼ is an equiv-
alence of categories by Proposition 4.44 (and, similarly, the natural 2-functor
St(AlgSp/S ,τ) → St(QSch/S ,τ) is a lax 2-equivalence by Proposition 6.20). In par-

ticular, Sp/S can be identified with (AlgSp/S , ét)∼, which justifies the following

definition (corresponding to representability in ̂AlgSp/S).
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Definition 8.23. An S-space F is representable if it is an algebraic space. A
morphism α : F → G of Sp/S is representable if for every morphism η : Y → G
with Y ∈ AlgSp/S the S-space F α×η Y is representable.

Remark 8.24. By Proposition 8.9 every morphism of AlgSp/S is representable.

Lemma 8.25. Given a cartesian diagram in Sp/S

Y

��

// F

��
U

π
// X,

�

such that U,X, Y ∈ AlgSp/S and π is étale and surjective, then F ∈ AlgSp/S,
too.

Proof. Up to composing π with an étale and surjective morphism U ′ → U such
that U ′ ∈ QSch/S , we can assume that U ∈ QSch/S (hence π is schematic).
Let V → Y be an étale and surjective morphism with V ∈ QSch/S : since the
induced morphism V → F is schematic, étale and surjective, by Corollary 8.13 it
is enough to show that the natural morphism (of QSch/S) V ×F V → V × V is
quasi-compact. The natural commutative diagram with cartesian squares

V ×F V //

��

V ×X V //

��

V × V

��
Y ×F Y α

// Y ×X Y //

��

�

Y × Y

��

�

X
∆X

// X ×X

�

implies that it suffices to prove that α is schematic and quasi-compact (remember
that, by definition, ∆X has the same property, which is stable under composi-
tion and base change). Now, denoting by β : Y ×F Y → U ×X U the natural
morphism, by Lemma A.3 α can be identified with ∆β , which is schematic and
quasi-compact by Remark 8.10 (note that Y ×F Y ∼= Y ×U X is an algebraic space
by Proposition 8.9).

Corollary 8.26. A morphism F → G of Sp/S is representable if F ×G U ∈
AlgSp/S for every morphism U → G with U ∈ AffSch/S. In particular, every
schematic morphism is representable.

Proof. Given a morphism X → G with X ∈ AlgSp/S , we have to prove that
F ′ := F ×G X is an algebraic space. Clearly there exists an étale and surjective
morphism U → X such that U =

∐
i∈I Ui with Ui ∈ AffSch/S for every i ∈ I.
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Now, it is easy to see (using Proposition 4.54) that F ′ ×X U ∼=
∐
i∈I(F ×G Ui),

which is an algebraic space by Proposition 8.9; then F ′ is an algebraic space by
Lemma 8.25.

Corollary 8.27. Mor(AlgSp/S) ∈ St(AlgSp/S ,ét) and every property of mor-

phisms of AlgSp/S which is stable under base change and local on the codomain
for ét is of effective descent for ét (hence also for sm, by Example 6.12).

Proof. By Corollary 6.33 it is enough to prove the following: if F → X is a
morphism of Sp/S with X ∈ AlgSp/S and there exists {Ui → X}i∈I ∈ Covet(X)
such that F ×X Ui is an algebraic space for every i ∈ I, then F is an algebraic
space, too. Now, the natural morphism U :=

∐
i∈I Ui → X is étale and surjective

and (as before) F ×X U ∼=
∐
i∈I(F ×X Ui) ∈ AlgSp/S , so that the conclusion

follows again from Lemma 8.25.

Definition 8.28. Let P be a property of morphisms of schemes which satisfies
effective descent for ét (e.g., affine, quasi-affine, finite, open or closed or quasi-
compact immersion). Then a morphism f : X → Y of AlgSp/S satisfies P if it is
schematic and satisfies P.

Remark 8.29. If τ is one of fppf, sm or ét and P is a property of morphisms of
schemes which satisfies effective descent for τ , it is easy to see that the extension
of P to morphisms of AlgSp/S satisfies effective descent for τ , too.

Definition 8.30. X ∈ AlgSp/S is quasi-compact if there exists an étale and
surjective morphism U → X with U ∈ QSch/S quasi-compact. X is noetherian if
it is locally noetherian and quasi-compact.

Remark 8.31. Since a continuous map of topological spaces sends quasi-compact
subsets to quasi-compact subsets, it is clear that for objects of QSch/S the new
definitions coincide with the usual ones.

Lemma 8.32. If f : X → X ′ is a surjective morphism of AlgSp/S with X quasi-
compact, then X ′ is quasi-compact, too.

Proof. Let π : U → X and π′ : U ′ → X ′ be étale and surjective morphisms with
U,U ′ ∈ QSch/S and U quasi-compact. Consider the cartesian diagram

V
p //

g

��

U

f◦π
��

U ′
π′
// X ′

�

and observe that V is schematic and p is étale and surjective. As p is open and U is
quasi-compact, it is easy to see that there exists V ′ ⊆ V open and quasi-compact
such that p|V ′ is again surjective. Since |g|(|V ′|) ⊆ |U ′| is quasi-compact, there
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exists U ′′ ⊆ U ′ open and quasi-compact such that |g|(|V ′|) ⊆ |U ′′| (we can take
U ′′ to be a finite union of open affine subsets), and then it is clear that π′|U ′′ is
étale and surjective.

Definition 8.33. A morphism X → Y of AlgSp/S is quasi-compact if for every
morphism V → Y with Y ∈ QSch/S quasi-compact, the algebraic space X ×Y V
is quasi-compact.

Remark 8.34. If X → Y is quasi-compact, then X ×Y Y ′ is quasi-compact for
every morphism Y ′ → Y of AlgSp/S with Y ′ quasi-compact: this follows easily
from Lemma 8.32. Then it is immediate to see that for morphisms of AlgSp/S
the property of being quasi-compact is stable under composition and base change.
It is also clear that the new definition coincides with the usual one for schematic
morphisms.

Proposition 8.35. For morphisms of AlgSp/S the property of being quasi-com-
pact is local on the codomain for fppf.

Proof. It is clearly enough to prove the following: if

X ′ //

f ′

��

X

f

��
Y ′

g
// Y

�

is a cartesian diagram in AlgSp/S with f ′ quasi-compact and g faithfully flat (i.e.,
flat and surjective) and locally of finite presentation, then f is quasi-compact.
Given a morphism h : V → Y with V ∈ QSch/S quasi-compact, we can find a
commutative diagram

V ′
g̃ //

h′

��

V

h

��
Y ′

g
// Y

such that g̃ is a faithfully flat morphism locally of finite presentation of QSch/S
(just take the diagram corresponding to an étale and surjective morphism V ′ →
Y ′ ×Y V with V ′ ∈ QSch/S). As g̃ is open and V is quasi-compact, there exists
V ′′ ⊆ V ′ open and quasi-compact such that g̃|V ′′ is again surjective.

Now, X ×Y V ′′ ∼= X ′×Y ′ V ′′ is quasi-compact by hypothesis, so that X ×Y V
is quasi-compact by Lemma 8.32 (the natural morphism X ×Y V ′′ → X ×Y V is
surjective because V ′′ → V is).

Definition 8.36. A morphism of algebraic spaces is of finite type (respectively of
finite presentation, respectively quasi-finite) if it is locally of finite type (respec-
tively locally of finite presentation, respectively locally quasi-finite) and quasi-
compact.
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Remark 8.37. By Remark 8.21 and Proposition 8.35 all the above defined prop-
erties are stable under composition and base change and are local on the codomain
for fppf. It is easy to see that the same is true also for the already defined properties
of being separated, locally separated and surjective.

Lemma 8.38. In AlgSp/S every monomorphism (locally of finite type) is sepa-
rated (and unramified) and every unramified morphism is locally quasi-finite.

Proof. An unramified morphism of algebraic spaces is locally quasi-finite because
the same is true for morphisms of schemes (by Remark 3.117) and both properties
are local on the domain and on the codomain for ét. On the other hand, since a
monomorphism is separated (its diagonal is an isomorphism by Lemma A.2) and
the property of being locally of finite type is also local on the domain and on
the codomain for ét, it is clearly enough to prove the following: given morphisms

U
π−→ X

i−→ V of AlgSp/S with U, V ∈ QSch/S and such that π is étale and
surjective and i is a monomorphism, then i◦π is formally unramified. By definition,
given a commutative diagram

U
i◦π // V

W ′

g′

OO

ι
// W

f

OO
g̃

hh

g

XX

with W ∈ AffSch/S and ι a closed immersion defined by a nilpotent ideal of
OW , we have to show that g = g̃. As π ◦ g = π ◦ g̃ : W → X (because i is a
monomorphism), there is a commutative diagram in QSch/S

U ×X U
pr1 // U

W ′

(g′,g′)

OO

ι
// W.

g

OO(g,g)
jj

(g,g̃)

dd

Then (g, g) = (g, g̃) because pr1 is étale.

Proposition 8.39. Every quasi-finite and separated morphism of AlgSp/S is
quasi-affine. In particular, a monomorphism of finite type of AlgSp/S is quasi-
affine.

Proof. The first statement is proved in [15, Thm. A.2], and then the second follows
from Lemma 8.38.

Proposition 8.40. If δ = (δ1, δ2) : R → X × X is an étale equivalence relation
in AlgSp/S such that δ is quasi-compact and with quotient π : X → Y in Sp/S,
then Y ∈ AlgSp/S and π is étale and surjective.
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Proof. Let π′ : U → X be an étale and surjective morphism with U ∈ QSch/S .
As π and π′ (by Corollary 4.60) are epimorphisms of Sp/S , the same is true for
π ◦ π′ : U → Y , which is therefore (by Corollary 4.83) a quotient in Sp/S of the
equivalence relation δ′ = (δ′1, δ

′
2) : R′ := U ×Y U → U × U . Note that there is a

cartesian diagram in Sp/S

R′

δ′

��

// R

δ

��
U × U

π′×π′
// X ×X

�

(hence R′ is an algebraic space). Now, δ is locally of finite type by Lemma A.5
(δ1 = pr1 ◦ δ is étale and ∆pr1 is of finite type by Remark 8.10), and then it
is a monomorphism (by Proposition 4.71) of finite type, hence quasi-affine by
Proposition 8.39. Thus δ′ is also quasi-affine (in particular schematic), so that R′

is schematic. Moreover, δ′1 and δ′2 are étale and surjective (they are obtained from
δ1 and δ2 by the base change π′ : U → X), and then the conclusion follows from
Theorem 8.11.

Remark 8.41. It can be proved that every algebraic space is a sheaf also for fppf
(see [15, Thm. A.4]) and that the above result can be generalized as follows. If
δ : R → X × X is an fppf equivalence relation in AlgSp/S such that δ is quasi-
compact and with quotient π : X → Y in (QSch/S , fppf)∼, then Y ∈ AlgSp/S
(see [15, Cor. 10.4]).

Corollary 8.42. If X → Y is a representable, étale and surjective morphism of
Sp/S such that X is an algebraic space and the natural morphism (of AlgSp/S)
X ×Y X → X ×X is quasi-compact, then Y is an algebraic space, too.

Proof. Completely similar to that of Corollary 8.13 (using Proposition 8.40 instead
of Theorem 8.11).

Many more notions and results of scheme theory can be extended to algebraic
spaces. Here we are going to say something only about a few of them; a rather
detailed (although not always correct) treatment of the subject is provided by [14].

Definition 8.43. A point of X ∈ AlgSp/S is an equivalence class of morphisms
SpecK→ X of AlgSp/S (where K is a field) under the equivalence relation which
identifies two such morphisms SpecKi → X (for i = 1, 2) if and only if there is
a common field extension K of K1 and K2 such that the two induced morphisms
SpecK→ X are equal.

A geometric point of X is a morphism SpecK → X of AlgSp/S , where K is
an algebraically closed field.

Remark 8.44. In [14] a point of X is defined to be an isomorphism class (in the
obvious sense) of monomorphisms SpecK→ X. The two definitions are equivalent
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because every morphism SpecK→ X factors through a monomorphism SpecK′ →
X (see [14, II, Prop. 6.2]).

Denoting by |X| the set of points of an algebraic space X, it is clear that every
morphism f : X → Y of AlgSp/S induces (by composition) a map |f | : |X| →
|Y |. Then there is a natural way to define a topology on |X|, namely the open
(respectively closed) subsets of |X| are those of the form im|i| for some open
(respectively closed) immersion i : X ′ → X. It is easy to see that in this way |f | is
continuous for every f ∈ Mor(AlgSp/S), so that we obtain a functor AlgSp/S →
Top (whose restriction to QSch/S clearly coincides with the usual one, up to
isomorphism).

Remark 8.45. For every algebraic space X the topological space |X| can be
naturally endowed with a sheaf of rings O|X| as follows. Consider the presheaf of
rings O : QSch◦/S → Rng defined on objects by U 7→ OU (U). Since (as a presheaf

of sets) O ∼= A1
S , it can be extended to a sheaf (for ét) of rings on AlgSp/S ,

denoted again by O. Then, given U ⊆ |X| open (say U = im|i|, where i : X ′ → X
is an open immersion), we set O|X|(U) := O(X ′). One can prove that O|X| ∼= OX
if X is scheme and that in this way we obtain a functor AlgSp/S → LRngSp/S ,
which is however neither faithful nor full (unlike its restriction to QSch/S , which
coincides with the usual one, up to isomorphism). It must be said that there is
another way (which we are not going to explain here) to endow an algebraic space
X with a structure sheaf of rings OX .

Definition 8.46. A morphism f : X → Y of AlgSp/S is open (respectively closed)
if |f | is open (respectively closed). f is proper if it is of finite type, separated and
universally closed.

Remark 8.47. It can be proved that the new definition of universally open mor-
phism coincides with the old one, and that the same is true for universally closed
schematic morphism. For morphisms of AlgSp/S the property of being univer-
sally closed (hence also the property of being proper, by Remark 8.37) is stable
under composition and base change and is local on the codomain for fppf.

9 Algebraic stacks

9.1 Algebraic and Deligne-Mumford stacks

We fix as usual a base quasi-separated scheme S. We will denote by St/S the

2-category Stgpd(QSch/S ,ét) and call its objects stacks over S (or S-stacks, or simply

stacks); note that (taking into account Example 6.12) St/S = Stgpd(QSch/S ,sm) and

that it can be identified with Stgpd(AlgSp/S ,ét) = Stgpd(AlgSp/S ,sm) by Remark 8.22.

Generalizing the terminology used for spaces, we give the following definition.
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Definition 9.1. An S-space F is representable (respectively schematic) if there
exists X ∈ AlgSp/S (respectively X ∈ QSch/S) such that F ∼= X in St/S . A
morphism P : F→ G of St/S is representable (respectively schematic) if for every
morphism Q : H → G with H representable (respectively schematic) the S-stack
F P×Q H is representable (respectively schematic).

Recall from Proposition 5.58 and Remark 5.60 that for morphisms of St/S the
properties of being representable and schematic are stable under composition and
base change, and that properties of morphisms of AlgSp/S (respectively QSch/S)
which are stable under base change can be extended to representable (respectively
schematic) morphisms of St/S (such extension coincides with the usual one in case
of morphisms of Sp/S).

Remark 9.2. A morphism F→ G of St/S is representable or schematic if F×GU
has the same property for every morphism U → G with U ∈ AffSch/S . Indeed,
if this condition is satisfied, then it is very easy to see that F ×G H is fibred in
equivalence relations if the same is true for H, hence F ×G H is isomorphic to
a space if H is representable; then the conclusion follows from Remark 8.3 and
Corollary 8.26. Therefore, also in St/S every schematic morphism is representable.

Definition 9.3. X ∈ St/S is an algebraic stack over S (or an S-algebraic stack,
or simply an algebraic stack) if the following conditions are satisfied:

1. ∆X : X→ X×X is representable, quasi-compact and separated;

2. there exist X ∈ AlgSp/S and a morphism Π: X → X of St/S (necessarily
representable, by Proposition 5.62) which is smooth and surjective (such a
morphism is called an atlas or a presentation of X).

An algebraic stack X is a Deligne-Mumford stack if it admits an étale atlas.16

We will denote by AlgSt
/S

the full 2-subcategory of St/S whose objects are

algebraic stacks; it is easy to see that it is a strictly full 2-subcategory.

Remark 9.4. By Corollary 5.67 condition (1) of the above definition is equivalent
to the following: for all U ∈ AlgSp/S (as usual, one can actually restrict to
U ∈ AffSch/S) and all ξ1, ξ2 ∈ XU the presheaf IsomU (ξ1, ξ2) (which is a space
because X is a prestack of groupoids) is an algebraic space and the structure
morphism IsomU (ξ1, ξ2)→ U is quasi-compact and separated.

The following results generalize Lemma 8.7 and Lemma 8.8, and can be proved
in a similar way.

Lemma 9.5. Let P be a property of morphisms of algebraic spaces which is sta-
ble under base change and local on the codomain for ét (hence also for sm, by
Remark 4.49). If P : X → Y is a representable morphism of AlgSt

/S
and there

exists an atlas Y → Y such that the projection morphism X ×Y Y → Y satisfies
P, then P satisfies P.

16The name comes from [4]. Algebraic stacks are also called Artin stacks (from [1]).
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Lemma 9.6. Let P : F→ G and Q : Y → G be morphisms of St/S such that P is
an epimorphism and Y is an algebraic (respectively Deligne-Mumford) stack. Then
there exist an atlas (respectively an étale atlas) Π: Y → Y and a 2-commutative
diagram in St/S

Y
Π //

��

Y

Q

��
F

P
//z� G.

Proposition 9.7. Given morphisms Xi → X (for i = 1, 2) of S-algebraic (respec-
tively Deligne-Mumford) stacks, the S-stack X1 ×X X2 is algebraic (respectively
Deligne-Mumford).

Proof. Using Lemma 9.6 instead of Lemma 8.8, it is easy to adapt the proof of
Proposition 8.9 (of course, one has to generalize Lemma A.6 to FibC).

Remark 9.8. If X is an algebraic stack and Π: X → X is an atlas, then, in
particular, X ×X is also an algebraic stack and Π × Π: X × X → X ×X is an
atlas. Since there is a 2-cartesian diagram in AlgSt

/S

X ×X X

P

��

// X

∆X

��
X ×X

Π×Π
//u} X×X,

�

by Lemma 9.5 ∆X satisfies a property P of morphisms of AlgSp/S which is stable
under base change and local on the codomain for ét if (and only if) P (which is a
morphism of algebraic spaces) satisfies P. So (taking into account Remark 8.21)
∆X is locally of finite type (hence of finite type, since it is quasi-compact by
hypothesis), and even unramified if X is a Deligne-Mumford stack (in which case in
the above diagram Π can be assumed to be also étale). Indeed, pr1◦P : X×XX →
X is locally of finite type (and even unramified if Π is étale) because Π has the same
property and ∆pr1 is in any case unramified by Remark 8.10, so that the conclusion
follows as usual from Lemma A.5. Notice that, if X is Deligne-Mumford, then (by
Lemma 8.38 and Proposition 8.39) ∆X is also quasi-finite and quasi-affine, hence
schematic. As in Remark 8.10 for algebraic spaces, it is then easy to deduce that,
more generally, if P : X→ Y is a morphism of AlgSp/S , then ∆P is representable,
of finite type and separated (and even unramified, quasi-finite and quasi-affine if
X and Y are Deligne-Mumford).

Remark 9.9. By what we have just proved X ∈ St/S is a Deligne-Mumford
stack if and only if ∆X is schematic, quasi-compact and separated and there exists
U ∈ QSch/S and a (schematic) étale and surjective morphism U → X (for this
last fact, it is enough to compose an étale atlas X → X with an étale and surjective
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morphism U → X with U ∈ QSch/S). Thus we see that Deligne-Mumford stacks
can be defined without involving algebraic spaces.

Example 9.10. By Remark 8.10 and Remark 9.9 F ∈ Sp/S is a Deligne-Mumford
stack if and only if it is an algebraic space. Actually it is also true that F is an
algebraic space if it is an algebraic stack: as in this case ∆F is unramified (by
Lemma 8.38), this is a consequence of the following result.

Proposition 9.11. X ∈ AlgSt
/S

is Deligne-Mumford if and only if ∆X is un-

ramified.

Proof. See [15, Thm. 8.1].

Theorem 9.12. If X ∈ St/S is algebraic (respectively Deligne-Mumford) and
Π: X → X is an atlas (respectively an étale atlas), then

pr1, pr2 : X ′ := X ×X X → X

are smooth (respectively étale) and surjective morphisms of AlgSp/S,

(pr1, pr2) : X ′ → X ×X

is quasi-compact and separated and X ∼= [X ′
pr1 //
pr2
//X ] ∈ St/S.

Conversely, if X ′
p1 //
p2
//X is a groupoid in AlgSp/S such that p1 and p2 are

smooth (respectively étale) and surjective and (p1, p2) : X ′ → X × X is quasi-

compact and separated, then X := [X ′
p1 //
p2
//X ] ∈ St/S is algebraic (respectively

Deligne-Mumford), the natural morphism Π: X → X is an atlas (respectively an
étale atlas) and X ′ ∼= X ×X X.

Proof. If X is an algebraic stack and Π is smooth (respectively étale) and sur-

jective, then the same is true for pr1 and pr2; moreover, X ∼= [X ′
pr1 //
pr2
//X ] by

Corollary 6.35 (Π is an epimorphism of St/S by Lemma 6.29) and (pr1, pr2) is
quasi-compact and separated by Remark 9.8.

Conversely, note that X ′ ∼= X ×X X by Corollary 6.35. Then the proof is
completely similar to that of Theorem 8.11, using Proposition 5.62 instead of
Proposition 4.14 and Lemma 9.6 instead of Lemma 8.8, and taking into account
that for morphisms of algebraic spaces the properties of being smooth, étale, sur-
jective, quasi-compact and separated are local on the codomain (hence of effective
descent by Corollary 8.27) for sm.

Remark 9.13. It can be proved that every algebraic stack is a stack also for
fppf (see [15, Cor. 10.7]) and that the second part of Theorem 9.12 admits the
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following generalization. If X ′
p1 //
p2
//X is a groupoid in AlgSp/S such that p1 and

p2 are faithfully flat and locally of finite presentation and (p1, p2) : X ′ → X×X is

quasi-compact and separated, then [X ′
p1 //
p2
//X ] ∈ Stgpd(QSch/S ,fppf) is an algebraic

stack (see [15, Cor. 10.6]). These results are consequences of a theorem by Artin,

which says that X ∈ Stgpd(QSch/S ,fppf) is an algebraic stack if ∆X is representable,

quasi-compact and separated and there exist X ∈ AlgSp/S and a (representable)
faithfully flat morphism locally of finite presentation X → X (see [15, Thm. 10.1]).

Corollary 9.14. X ∈ St/S is an algebraic (respectively Deligne-Mumford) stack
if and only if there exists a representable, smooth (respectively étale) and surjec-
tive morphism Π: X → X with X an algebraic space and such that the natural
morphism (of AlgSp/S) (pr1, pr2) : X ′ := X ×X X → X × X is quasi-compact
and separated.

Proof. If Π satisfies the hypothesis, then by Lemma 6.29 it is an epimorphism

of St/S , so that X ∼= [X ′
pr1 //
pr2
//X ] by Corollary 6.35; then X is an algebraic

(respectively Deligne-Mumford) stack (pr1 and pr2 are smooth (respectively étale)
and surjective because Π is). The other implication is clear, since (pr1, pr2) is
quasi-compact and separated by Remark 9.8.

Example 9.15. Let % : X × G → X be an action in AlgSp/S such that G → S
is smooth (respectively étale), separated and quasi-compact. Then the quotient
stack [X/G] is algebraic (respectively Deligne-Mumford) and the natural morphism
X → [X/G] is an atlas (respectively an étale atlas). Indeed, pr1 : X × G → X
is clearly smooth (respectively étale) and surjective, and then the same is true
for % = pr1 ◦ i (here i : X × G → X × G is the “inverse” morphism, which is an
isomorphism because obviously i2 = id). Moreover, (pr1, %) : X × G → X × X
is separated and quasi-compact by Lemma A.5, since the same is true for pr1 =
pr′1 ◦ (pr1, %) (denoting by pr′1 : X × X → X the projection) by hypothesis and
for ∆pr′1

by Remark 8.10. Then the conclusion follows from Theorem 9.12 (taking
into account Proposition 6.42).

If G → S is not étale, then X → [X/G] is not étale, but [X/G] can be
Deligne-Mumford just the same (for instance, if the action is free, then [X/G] is a
space, hence an algebraic space by Example 9.10): to be precise, [X/G] is Deligne-
Mumford if and only if the stabilizers of the geometric points of X are finite and
reduced (if K is an algebraically closed field, the stabilizer of the geometric point
x : SpecK→ X is Gx := (X ×G) (pr1,%)×(x,x) SpecK). Indeed, [X/G] is Deligne-
Mumford if and only if ∆[X/G] is unramified (by Proposition 9.11), if and only if
(pr1, %) : X×G→ X×X is unramified (by Remark 9.8). Using Proposition 3.115
and the fact that the property of being unramified is local on the domain and
on the codomain for ét, it is easy to see that (pr1, %) is unramified if and only
if I(x1, x2) := (X × G) (pr1,%)×(x1,x2) SpecK → SpecK is unramified for every
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morphism (x1, x2) : SpecK → X × X (where K is an algebraically closed field).
Since either I(x1, x2) ∼= Gx1

∼= Gx2
(if x1, x2 ∈ X(SpecK) are in the same orbit for

the action of G(SpecK)) or I(x1, x2) = ∅ (otherwise), we see that this is the case if
and only if Gx → SpecK is unramified for every geometric point x : SpecK→ X.
Now, by Remark 3.117 it is clear that if Gx → SpecK is unramified, then Gx is
finite (meaning Gx → SpecK if finite) and reduced. Conversely, if Gx is finite
and reduced, then Gx ∼= SpecA for some finite K-algebra A; as A is artinian and
reduced, it is isomorphic to a finite product of fields, each isomorphic to K (being
a finite extension of K = K), so that Gx → SpecK is unramified.

Example 9.16. It can be proved that Mg (the moduli stack of curves of genus
g, defined in Example 7.26) is a Deligne-Mumford stack (see [4]).

9.2 Extension to algebraic stacks of some properties of algebraic spaces

Definition 9.17. A morphism P : X → Y of AlgSt
/S

is separated if ∆P : X →
X ×Y X (which is representable, of finite type and separated by Remark 9.8)
is univerally closed (hence proper). X ∈ AlgSt

/S
is separated if the structure

morphism X→ S is separated.

Remark 9.18. This definition coincides with the usual one for representable mor-
phisms: this follows from the fact that every proper monomorphism of schemes is
a closed immersion (by [9, Cor. 18.12.6]). Clearly for morphisms of AlgSt

/S
the

property of being separated is stable under composition and base change.

Definition 9.19. Let P be a property of algebraic spaces which is local for sm
(respectively for ét). Then an S-algebraic (respectively Deligne-Mumford) stack
X satisfies P if there exists an atlas (respectively an étale atlas) X → X such that
X satisfies P.

Remark 9.20. The same argument of Remark 8.18 shows that, if X satisfies P
and X ′ → X is an atlas (respectively an étale atlas), then X ′ satisfies P (hence
the new definition coincides with the usual one if X ∈ AlgSp/S).

Definition 9.21. Let P be a property of morphisms of algebraic spaces which is
local on the domain and on the codomain for sm (respectively for ét) or the prop-
erty of being surjective. Then a morphism of S-algebraic (respectively Deligne-
Mumford) stacks P : X → Y satisfies P if there exists a 2-commutative diagram
with 2-cartesian square in AlgSt

/S

X
Π̃ //

f ��

X̃ //

��

X

P

��
Y

Π
//{� Y

�

such that Π and Π̃ are atlas (respectively étale atlas) and f satisfies P.
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Remark 9.22. As in Remark 8.20 it is easy to see that, if P satisfies P and

X ′
Π̃′ //

f ′   

X̃′ //

��

X

P

��
Y ′

Π′
//z� Y

�

is another 2-commutative diagram with 2-cartesian square in AlgSt
/S

such that

Π′ and Π̃′ are atlas (respectively étale atlas), then f ′ satisfies P. Moreover, the
new definition coincides with the usual one for representable morphisms and, if P
is stable under base change (and composition) for morphisms of AlgSp/S , then
P remains stable under base change (and composition) for morphisms of algebraic
(respectively Deligne-Mumford) stacks.

Definition 9.23. X ∈ AlgSt
/S

is quasi-compact if there exists an atlas X → X

with X quasi-compact. A morphism X → Y of AlgSt
/S

is quasi-compact if for

every morphism V → Y with V ∈ QSch/S quasi-compact, the algebraic stack
X×Y V is quasi-compact.

Remark 9.24. Using Lemma 8.32 it is easy to see that these new definitions
coincide with the usual ones for algebraic spaces and for representable morphisms
of algebraic stacks. Moreover, with a similar proof one can show more generally
that, if X→ X′ is a surjective morphism of AlgSt

/S
with X quasi-compact, then

X′ is quasi-compact, too. It follows that, if X→ Y is a quasi-compact morphism
of AlgSt

/S
, then X ×Y Y′ is quasi-compact for every morphism of algebraic

stacks Y′ → Y with Y′ quasi-compact; from this we obtain that for morphisms
of AlgSt

/S
the property of being quasi-compact is stable under composition and

base change.

Definition 9.25. An algebraic stack is noetherian if it is locally noetherian and
quasi-compact.

A morphism of algebraic stacks is of finite type (respectively of finite presen-
tation, respectively quasi-finite) if it is locally of finite type (respectively locally of
finite presentation, respectively locally quasi-finite) and quasi-compact.

Remark 9.26. By Remark 9.22 and Remark 9.24 the above defined properties of
morphisms of AlgSt

/S
are stable under composition and base change.

Definition 9.27. A point of X ∈ AlgSt
/S

is an equivalence class of morphisms

SpecK→ X of AlgSt
/S

(where K is a field) under the equivalence relation which

identifies two such morphisms SpecKi → X (for i = 1, 2) if and only if there is
a common field extension K of K1 and K2 such that the two induced morphisms
SpecK→ X are 2-isomorphic.
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Denoting by |X| the set of points of an algebraic stack X, every morphism
P : X → Y of AlgSt

/S
induces a map |P | : |X| → |Y|. Then there is a natural

way to define a topology on |X|, namely the open (respectively closed) subsets of
|X| are those of the form im|I| for some representable open (respectively closed)
immersion I : X′ → X. It is easy to see that in this way |P | is continuous for every
P ∈ Mor(AlgSt

/S
) and that the restrictions of these new definitions to AlgSp/S

coincide with the old ones.

Definition 9.28. A morphism P : X→ Y of AlgSt
/S

is open (respectively closed)

if |P | is open (respectively closed). P is proper if it is of finite type, separated and
universally closed.

Remark 9.29. As usual, one can check that these new definitions are compatible
with the old ones and that for morphisms of AlgSt

/S
the property of being univer-

sally closed (hence also the property of being proper) is stable under composition
and base change.

A Auxiliary results

A.1 Some categorical lemmas

We fix a category C with fibred products.

Lemma A.1. Given a commutative diagram in C

U ′
f ′ //

k

��

V ′
g′ //

��

W ′

h

��
U

f
// V

g
// W

�

such that the square on the right is cartesian, then the square on the left is cartesian
if and only if the composition

U ′
g′◦f ′ //

k

��

W ′

h

��
U

g◦f
// W

is cartesian.

Proof. Easy exercise on the definition of cartesian diagram. Notice also that, in
view of Example 5.3, this is a particular case of Lemma 5.5.
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Lemma A.2. Let f : U → V be a morphism of C. Then ∆f : U → U ×V U is a
monomorphism, and it is an isomorphism if and only if f is a monomorphism.

Proof. It is clear that the map HomC(W,U)
∆f◦−−−→ HomC(W,U ×V U) is always

injective (hence ∆f is a monomorphism), and it is bijective for every W ∈ C if and
only if f is a monomorphism. The conclusion then follows from Yoneda’s lemma
(see Corollary 4.4).

Lemma A.3. Every cartesian diagram in C

V ′
f ′ //

h

��

U ′

g

��
V

f
// U

�

induces a commutative diagram with cartesian squares (p and p′ denoting the nat-
ural morphisms)

V ′
∆f′ //

h

��

V ′ ×U ′ V ′
p′ //

h×h
��

U ′

g

��
V

∆f

// V ×U V

�

p
// U.

�

Moreover, ∆h×h can be identified with id× id : V ′ ×U ′ V ′ → V ′ ×U V ′.

Proof. As for the first statement, by Lemma A.1 it is enough to prove that the
square on the right is cartesian, which is straightforward. Then, applying what we
have just proved to the cartesian diagram on the right, and taking into account
that in any case there is a natural commutative diagram with cartesian squares

V ′ ×U ′ V ′
id×id //

p′

��

V ′ ×U V ′ //

��

V ×U V

p

��
U ′

∆g

// U ′ ×U U ′
�

// U

�

(again by Lemma A.1, it is enough to check that for the square on the right, which
is straightforward), we conclude that (V ′×U ′ V ′)×(V×UV ) (V ′×U ′ V ′) ∼= V ′×U V ′
and that (with this identification) ∆h×h coincides with id× id.

Lemma A.4. Let P and P′ be properties of morphisms of C such that f ∈ Mor(C)
satisfies P′ if and only if ∆f satisfies P. If P is stable under base change (and
composition), then also P′ is stable under base change (and composition).
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Proof. The fact that P′ is stable under base change follows immediately from
Lemma A.3. In order to prove that P′ is also stable under composition if the same

is true for P, it is enough to observe that, if U
f−→ V

g−→ W are morphisms of C,
then in the commutative diagram

U
∆f // U ×V U

i //

p

��

U ×W U

f×f
��

V
∆g

// V ×W V

(where i and p are the natural morphisms) the square is cartesian and ∆g◦f =
i ◦∆f .

Lemma A.5. Let P be a property of morphisms of C which is stable under com-

position and base change. If U
f−→ V

g−→ W are morphisms of C such that g ◦ f
and ∆g : V → V ×W V satisfy P, then f satisfies P, too.

Proof. Since f factors as

U
f //

(id,f) $$

V

U ×W V

pr2

::

it is enough to show that pr2 and (id, f) satisfy P. As g ◦ f and ∆g satisfy P, the
cartesian diagrams

U ×W V
pr2 //

pr1

��

V

g

��

U
(id,f) //

f

��

U ×W V

f×id

��
U

g◦f
// W

�

V
∆g

// V ×W V

�

imply that pr2 and (id, f) satisfy P, too.

Lemma A.6. Let P be a property of morphisms of C which is stable under com-
position and base change. Given a commutative diagram in C

U //

f

��

W

h
��

Voo

g

��
U ′ // W ′ V ′oo

such that f , g and h satisfy P, then f × g : U ×W V → U ′ ×W ′ V ′ satisfies P, too.
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Proof. Just notice that there are natural cartesian diagrams

U ×W V //

id×id

��

W

h

��

U ×W ′ V //

f×id

��

U

f

��

U ′ ×W ′ V //

id×g
��

V

g

��
U ×W ′ V // W ′

�

U ′ ×W ′ V // U ′

�

U ′ ×W ′ V ′ // V ′

�

and that f × g = (id× g) ◦ (f × id) ◦ (id× id).

A.2 2-categories and 2-functors

This sections contains what is needed in the paper about (strict) 2-categories and
2-functors. A more thorough treatment can be found, for instance, in [3] or [13].

Definition A.7. A (strict) 2-category C is given by:

• a set Ob(C) of objects of C (as in the case of categories, we will usually write
U ∈ C instead of U ∈ Ob(C) if U is an object of C);

• a set 1-Mor(C) (or simply Mor(C)) of 1-morphisms (or simply morphisms)
of C, each having a source and a target given by objects of C (for U, V ∈
C, the set of morphisms with source U and target V will be denoted by
1-HomC(U, V ), or simply by HomC(U, V ));

• a set 2-Mor(C) of 2-morphisms of C, each having a source and a target
given by 1-morphisms of C with same source and target (for U, V ∈ C and
f, g ∈ HomC(U, V ), the set of 2-morphisms with source f and target g will
be denoted by 2-HomC(f, g));

together with:

• composition of 1-morphisms, i.e. for all U, V,W ∈ C, a map

HomC(U, V )×HomC(V,W )→ HomC(U,W );

(f, g) 7→ g ◦ f

• vertical composition of 2-morphisms, i.e. for all U, V ∈ C and all f, g, h ∈
HomC(U, V ), a map

2-HomC(f, g)× 2-HomC(g, h)→ 2-HomC(f, h);

(µ, ν) 7→ ν ◦ µ

• horizontal composition of 2-morphisms, i.e. for all U, V,W ∈ C, all f, g ∈
HomC(U, V ) and all h, k ∈ HomC(V,W ), a map

2-HomC(f, g)× 2-HomC(h, k)→ 2-HomC(h ◦ f, k ◦ g);

(µ, ν) 7→ ν ? µ
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such that the following axioms are satisfied:

1. composition of 1-morphisms is associative and for every U ∈ C there is an
identity morphism idU (i.e., the objects and 1-morphisms of C, together with
composition of 1-morphisms, form an ordinary category, called the underly-
ing category of C);

2. vertical composition of 2-morphisms is associative and there is an identity
2-morphism idf for every f ∈ 1-Mor(C);

3. horizontal composition of 2-morphisms is associative, idg ? idf = idg◦f if f
and g are two composable morphisms and ididV ? µ = µ = µ ? ididU if µ is a
2-morphisms between two 1-morphisms with same source U and same target
V ;

4. horizontal and vertical composition are compatible, meaning that, given
U1, U2, U3 ∈ C, fi, gi, hi ∈ HomC(Ui, Ui+1), µi ∈ 2-HomC(fi, gi) and νi ∈
2-HomC(gi, hi) for i = 1, 2, there is the equality

(ν2 ◦ µ2) ? (ν1 ◦ µ1) = (ν2 ? ν1) ◦ (µ2 ? µ1) ∈ 2-HomC(f2 ◦ f1, h2 ◦ h1).

Remark A.8. In a diagram in a 2-category we will represent a 2-morphism with
a double arrow ⇒. For instance, the situation of the last axiom would look as
follows:

U1

f1

��g1 //

h1

JJ

µ1

��

ν1
��

U2

f2

��g2 //

h2

JJ

µ2

��

ν2
��

U3.

Remark A.9. Given objects U, V of a 2-category C, we can define a category
HomC(U, V ) by setting

Ob(HomC(U, V )) := HomC(U, V )

HomHomC(U,V )(f, g) := 2-HomC(f, g)

for all f, g ∈ HomC(U, V ) (composition of morphisms in HomC(U, V ) is of course
given by vertical composition of 2-morphisms in C): then axiom (2) precisely says
that HomC(U, V ) is indeed a category. Setting for brevity CU,V := HomC(U, V ),
the other axioms also imply that for all U, V,W ∈ C there is a functor

FU,V,W : CU,V ×CV,W → CU,W
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(defined on objects by composition of morphisms in C and on morphisms by hor-
izontal composition of 2-morphisms) such that for all U, V,W,X ∈ C the diagram

CU,V ×CV,W ×CW,X

id×FV,W,X //

FU,V,W×id

��

CU,V ×CV,X

FU,V,X

��
CU,W ×CW,X

FU,W,X

// CU,X

commutes (meaning equality, not just isomorphism of functors) and, denoting (for
every category D and for every T ∈ D) by KT : {∗} → D the functor which sends
∗ to T , the diagrams

CU,U ×CU,V

FU,U,V

&&

CU,V ×CV,V

FU,V,V

&&
{∗} ×CU,V

KidU
×id

OO

∼
// CU,V CU,V × {∗}

id×KidV

OO

∼
// CU,V

also commute (the horizontal maps are the natural isomorphisms).
Conversely, it is easy to prove that the data of a set of objects Ob(C) and,

for all U, V,W ∈ Ob(C), of a category CU,V , of an object idU ∈ CU,U and of a
functor FU,V,W : CU,V ×CV,W → CU,W such that the above diagrams commute,
determine a 2-category C with the given set of objects, with HomC(U, V ) = CU,V

and with composition of morphisms and horizontal composition of 2-morphisms
induced by the functors FU,V,W .

Example A.10. Every ordinary category C naturally defines a 2-category (which
we will denote again by C), with the same objects and morphisms (and also the
same composition of morphisms, of course), and having as 2-morphisms only the
identities idf for f ∈ Mor(C). When necessary, we will regard every category as
a 2-category in this way. Conversely, it is clear that every 2-category having only
the identities as 2-morphisms comes from a category as above. Therefore, we will
say that such a 2-category is a category.

Example A.11. The prototype of 2-category is Cat (the 2-category of all cate-
gories): its objects are categories, its morphisms are functors and its 2-morphisms
are natural transformations of functors. As composition of functors and vertical
composition of natural transformations are the obvious ones, we only recall how
horizontal composition of natural transformations is defined. Given a diagram in
Cat

C

F

!!

G

==α

��

D

H

!!

K

==β

��

E
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the natural transformation

β ? α ∈ 2-HomCat(H ◦ F,K ◦G) = HomFun(C,E)(H ◦ F,K ◦G)

is defined as follows. For every U ∈ C the diagram in E

H(F (U))
H(α(U)) //

β(F (U))

��

H(G(U))

β(G(U))

��
K(F (U))

K(α(U))
// K(G(U))

commutes (because β is a natural transformation), and we define

(β ? α)(U) := β(G(U)) ◦H(α(U)) = K(α(U)) ◦ β(F (U))

∈ HomE((H ◦ F )(U), (K ◦G)(U)).

It is easy to see (using the fact that also α is a natural transformation) that β ? α
is indeed a natural transformation and then that Cat actually satisfies the axioms
of 2-category. Notice that HomCat(C,D) = Fun(C,D).

Definition A.12. A 2-morphism in a 2-category is a 2-isomorphism if it is in-
vertible with respect to vertical composition of 2-morphisms.

Remark A.13. As for 1-morphisms, it would be natural (in analogy with the
standard definitions for Cat) to call a morphism f : U → V in a 2-category an
isomorphism (respectively an equivalence) if it is invertible with respect to compo-
sition of morphisms (respectively, if there exists a morphism g : V → U together
with 2-isomorphisms f ◦ g ∼= idV and g ◦ f ∼= idU ). However, we will use these
definitions only in this appendix, because essentially the only 2-categories we are
interested in are given by families of fibred categories, and for them another ter-
minology will be used (see Definition 5.22 and Remark 5.23).

Lemma A.14. A morphism f : U → V in a 2-category C is an equivalence if and
only if the natural functor

HomC(U ′, f) : HomC(U ′, U)→ HomC(U ′, V )

(defined on objects by g 7→ f ◦ g and on morphisms by α 7→ idf ? α, and often
denoted simply by f◦) is an equivalence of categories for every U ′ ∈ C. Similarly,
f is an equivalence if and only if the natural functor

HomC(f, V ′) : HomC(V, V ′)→ HomC(U, V ′)

(defined on objects by g 7→ g ◦ f and on morphisms by α 7→ α ? idf , and often
denoted simply by ◦f) is an equivalence of categories for every V ′ ∈ C.
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Proof. If f is an equivalence, say g : V → U is such that g◦f ∼= idU and f ◦g ∼= idV ,
then for every U ′ ∈ C the functor HomC(U ′, g) : HomC(U ′, V )→ HomC(U ′, U)
is a quasi-inverse of HomC(U ′, f) (because

HomC(U ′, g) ◦HomC(U ′, f) = HomC(U ′, g ◦ f) ∼= HomC(U ′, idU ) = idHomC(U ′,U)

and similarly HomC(U ′, f) ◦HomC(U ′, g) ∼= idHomC(U ′,V )).
Assume conversely that HomC(U ′, f) is an equivalence of categories for every

U ′ ∈ C: taking U ′ = V , we see that there exists g : V → U such that f ◦ g ∼= idV .
Since both HomC(U ′, f) and

HomC(U ′, f) ◦HomC(U ′, g) = HomC(U ′, f ◦ g) ∼= idHomC(U ′,V )

are equivalences of categories, it follows that HomC(U ′, g) is an equivalence for
every U ′ ∈ C, too. Therefore, by the same argument, there exists f ′ : U → V such
that g ◦ f ′ ∼= idU . Since f ∼= f ◦ g ◦ f ′ ∼= f ′, we have also g ◦ f ∼= idU , which proves
that f is an equivalence.

The proof of the second statement is completely similar.

In a 2-category the usual notion of commutative diagram (where one requires
equality of the compositions of morphisms obtained following all possible “paths”
between two objects) is often too restrictive, and it is usually more useful to con-
sider the weaker notion of 2-commutative diagram (where equalities are replaced
by 2-isomorphisms). So, for instance, we will say that the diagram

U
g //

k
��

V

f

��
W

h
// X

µ

z�

is 2-commutative if µ : f ◦ g → h ◦ k is a 2-isomorphism.

Definition A.15. A 2-subcategory C′ of a 2-category C is given by subsets of
objects, 1-morphisms and 2-morphisms of C, which form a 2-category with com-
positions (of 1-morphisms and 2-morphisms) defined as in C. A 2-subcategory
C′ ⊆ C is full if HomC′(U, V ) = HomC(U, V ) for all U, V ∈ C′. C′ is a strictly
full 2-subcategory of C if it is full and every object of C equivalent to an object
of C′ is in C′.

Example A.16. We will denote by Gpd the (strictly) full 2-subcategory of Cat
whose objects are groupoids. Notice that the (not strictly) full 2-subcategory of
Cat whose objects are sets can be identified with Set.

Definition A.17. Let C and D be 2-categories. A (strict) 2-functor F : C→ D
is given by maps Ob(C) → Ob(D), 1-Mor(C) → 1-Mor(D) and 2-Mor(C) →
2-Mor(D) which are compatible with sources and targets and which preserve com-
positions and identities (in particular, F induces an ordinary functor between the
underlying categories of C and D, which is called the underlying functor of F ).
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Definition A.18. Let F ,G : C→ D be 2-functors. A (strict) 2-natural transfor-
mation α : F → G is given by morphisms (of D) α(U) : F (U) → G(U) for every
U ∈ C such that the following conditions are satisfied:

1. if f : U → V is a morphism of C,

α(V ) ◦ F (f) = G(f) ◦ α(U) : F (U)→ G(V )

(in particular, α induces an ordinary natural transformation between the
underlying functors of F and G);

2. if µ : f → g is a 2-morphism of C (with f, g : U → V ),

idα(V ) ? F (µ) = G(µ) ? idα(U)

: α(V ) ◦ F (f) = G(f) ◦ α(U)→ α(V ) ◦ F (g) = G(g) ◦ α(U).

Definition A.19. Let F ,G : C → D be 2-functors and α, β : F → G 2-natural
transformations. A modification ε : α→ β is given by 2-morphisms (of D)

ε(U) : α(U)→ β(U)

for every U ∈ C such that

ε(V ) ? idF (f) = idG(f) ? ε(U)

: α(V ) ◦ F (f) = G(f) ◦ α(U)→ β(V ) ◦ F (f) = G(f) ◦ β(U).

for every morphism f : U → V of C.

Remark A.20. The above definitions suggest that there should be a notion of
3-category such that 2-categories form a 3-category. This is actually true, but
fortunately we will not need it. For our purposes it is enough to point out the
following fact, whose proof is straightforward.

Proposition A.21. Let C and D be 2-categories. 2-functors from C to D form
the objects of a 2-category Fun(C,D), with morphisms given by 2-natural trans-
formations and 2-morphisms by modifications (compositions of morphisms and
2-morphisms are induced by those of D).

Definition A.22. A 2-functor F : C→ D is 2-faithful (respectively 2-full, respec-
tively essentially full) if for all U, V ∈ C the induced functor

HomC(U, V )→ HomD(F (U), F (V ))

is faithful (respectively full, respectively essentially surjective). F is essentially
surjective if every object V of D is equivalent to F (U) for some object U of C.
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Definition A.23. A 2-functor F : C→ D is a (strict) 2-equivalence if there exists
a 2-functor G : D→ C (called a 2-quasi-inverse of F ) such that G◦F is equivalent
to idC in Fun(C,C) and F ◦G is equivalent to idD in Fun(D,D).

A 2-functor is a lax 2-equivalence if it is 2-fully faithful, essentially full and
essentially surjective.

Remark A.24. Of course a strict 2-equivalence is also a lax one, but the converse
is false in general. In order to explain the latter definition we have to say that there
are also (various) notions of lax 2-category, of lax 2-functor (between strict or lax
2-categories) and of lax 2-natural transformation (between strict or lax 2-functors),
which we are not going to define in general, since we will use only lax 2-functors in a
particular case, so that we give in section Section 5.3 the definitions we need. Here
it is enough to say that in each case the main difference is that some equalities
between 1-morphisms are replaced by 2-(iso)morphisms. So, for instance, in a
lax 2-category composition of 1-morphisms, instead of being associative, is only
associative up to 2-(iso)morphisms (subject to suitable compatibilities). One can
prove that the above definition of lax 2-equivalence corresponds to the natural one
to use when dealing with lax 2-functors (between strict 2-categories).

A.3 Miscellaneous results

Lemma A.25. Given a commutative diagram of rings

A
φ //

ρ

��

B

ψ′

��

ψ

}}
C // // C/I

(where I ⊂ C is an ideal such that I2 = 0), the diagram

A
φ //

ρ

��

B

ψ′

��

ψ̃

}}
C // // C/I

is also commutative if and only if ψ̃ − ψ : B → I ⊂ C is an A-derivation, where I

is viewed as a B-module via ψ′ (the fact that I2 = 0 implies that I is in a natural
way a C/I-module).

Proof. Exercise, or see [17, Prop. 2.8].

Lemma A.26. Let A → A′ be a morphism of rings and I ⊂ A′ an ideal. Then
dIA′/A is left invertible (i.e., the sequence

0→ I/I2
dI
A′/A−−−−→ ΩA′/A ⊗A′ (A′/I)→ Ω(A′/I)/A → 0
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is exact and splits) if and only if there is a morphism of A-algebras φ : A′/I →
A′/I2 such that π ◦ φ = idA′/I (where π : A′/I2 → A′/I is the projection).

Proof. [17, lemma 2.16].

Lemma A.27. Let B be a ring and f : M → N a morphism of B-modules with M
finitely generated and N projective. For every q ∈ SpecB the following conditions
are equivalent:

1. fq : Mq → Nq is left invertible;

2. there exists b ∈ B \ q such that fb : Mb → Nb is left invertible;

3. there exist x1, . . . , xm ∈ M and ϕ1, . . . ϕm ∈ B∨ := HomB(N,B) (for some
m ∈ N) such that (x1, . . . , xm)q = Mq and det

(
ϕi(f(xj))

)
1≤i,j≤m /∈ q.

Proof. [9, Chap. 0, Cor. 19.1.12].

Definition A.28. Let X be a topological space, G a sheaf of groups and P a
sheaf of sets on X. Assume that % : P × G → P is an action of G on P (i.e., %
is a morphism of sheaves such that %(U) is an action of G(U) on P(U) for every
open subset U of X). (P, %) (or simply P, by abuse of notation) is a pseudo-torsor
under G (or a G-pseudo-torsor) if for every U ⊆ X open either P(U) = ∅ or %(U)
is free and transitive. P is a torsor under G (or a G-torsor) if moreover there exists
a base {Ui}i∈I of the topology of X such that P(Ui) 6= ∅ for every i ∈ I.

A morphism of (pseudo)torsors is just a morphism of sheaves which is com-
patible with the actions (in the obvious sense).

A G-torsor is trivial if it is isomorphic to G with action G × G → G given by
multiplication.

Proposition A.29. Let X be a topological space and G a sheaf of groups on X.
There is a natural bijection between the set of isomorphism classes of G-torsors on
X and H1(X,G) (such that the class of trivial G-torsors corresponds to 0).

Proof. [9, 16.5.15].

Lemma A.30. Let X be a ringed space and F ,G ∈ Mod(X). If F is of fi-
nite presentation, then the natural morphism of OX,x-modules HomX(F ,G)x →
HomOX,x(Fx,Gx) is an isomorphism. If moreover X is a scheme and G is quasi-
coherent, then HomX(F ,G) is quasi-coherent, too.

Proof. The question being local, we can assume that there is an exact sequence
OmX → OnX → F → 0 for some n,m ∈ N. Applying HomX(−,G) yields the exact
sequence

0→ HomX(F ,G)→ HomX(OmX ,G) ∼= Gm → HomX(OnX ,G) ∼= Gn,
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so that, if G ∈ QCoh(X) and X is a scheme, HomX(F ,G) ∈ QCoh(X) because
kernel of a morphism in the abelian category QCoh(X). As for the first statement,
from the same sequence we also get a commutative diagram

0 //HomX(F ,G)x

��

//HomX(OnX ,G)x

��

//HomX(OmX ,G)x

��
0 //HomOX,x(Fx,Gx) //HomOX,x(OnX,x,Gx) //HomOX,x(OmX,x,Gx)

with exact rows. Since the vertical maps in the middle and on the right are
clearly isomorphisms, it follows from the five lemma that the map on the left is
an isomorphism, too.

Corollary A.31. Let X be a ringed space and F an OX-module of finite presen-
tation. If x ∈ X is such that Fx ∼= OnX,x for some n ∈ N, then there is an open
neighbourhood U of x such that F|U ∼= OnU .

Proof. For G,H ∈Mod(X) let ϕG,H : HomX(G,H)x → HomOX,x(Gx,Hx) be the

natural map, and fix an isomorphism a : Fx
∼−→ OnX,x. Surjectivity of ϕF,OnX and

ϕOnX ,F implies that there exist α ∈ HomV (F|V ,OnV ) and α′ ∈ HomV (OnV ,F|V )
(for some open neighbourhood V of x) such that ϕF,OnX (αx) = a and ϕOnX ,F (α′x) =

a−1. As ϕOnX ,OnX ((α ◦ α′)x) = idOnX,x and ϕF,F ((α′ ◦ α)x) = idFx , injectivity of
ϕOnX ,OnX and ϕF,F implies that there is an open neighbourhood x ∈ U ⊆ V such
that (α ◦ α′)|U = idOnU and (α′ ◦ α)|U = idF|U (hence α|U : F|U → OnU is an
isomorphism).

B Some complements

B.1 Limits

In this section we give the definition and main properties of limits; more details
and proofs can be found in [2] or in many books on category theory, like [16].

Having fixed two categories I (the “index” category) and C (the category
where we want to take limits), for every U ∈ C we will denote by KU ∈ Fun(I,C)
the constant functor sending each object of I to U and each morphism of I to idU ;
similarly, if f : U → V is a morphism of C, Kf ∈ HomFun(I,C)(KU ,KV ) will be
the natural transformation defined by Kf (X) = f for every X ∈ I.

Definition B.1. Let H : I→ C be a functor. The direct limit (or inductive limit,

or colimit) of H is the functor lim
−→

H ∈ Fun(C,Set) = Ĉ◦ defined on every object

U of C by

(lim
−→

H)(U) := HomFun(I,C)(H,KU )
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and on every morphism f : U → V of C by

(lim
−→

H)(f) : HomFun(I,C)(H,KU )→ HomFun(I,C)(H,KV ).

α 7→ Kf ◦ α

The inverse limit (or projective limit, or limit) of H is the functor lim
←−

H ∈

Fun(C◦,Set) = Ĉ defined on every object U of C by

(lim
←−

H)(U) := HomFun(I,C)(KU , H)

and on every morphism f : U → V of C by

(lim
←−

H)(f) : HomFun(I,C)(KV , H)→ HomFun(I,C)(KU , H).

α 7→ α ◦Kf

In case lim
−→

H (as a presheaf on C◦) or lim
←−

H (as a presheaf on C) is repre-

sentable (in both cases, by an object of C, since Ob(C◦) = Ob(C)), we will call
the corresponding limit representable, or we will say that the limit exists (in C).

Remark B.2. Using Corollary 4.6 we see that lim
←−

H is representable (similar

considerations hold, of course, also for lim
−→

H) if and only if there is an object

of C, necessarily unique up to isomorphism and usually denoted again by lim
←−

H,

together with a natural transformation α : Klim
←−

H → H which satisfies the following

universal property: for every V ∈ C and every β : KV → H, there exists a unique
f : V → lim

←−
H in C such that β = α ◦Kf .

Example B.3. If the index category I is just a set I (so that H : I → C is
completely determined by the set of objects {Ui := H(i)}i∈I), then, by definition
of natural transformation, lim

←−
H is representable if and only if there is an object

lim
←−

H ∈ C together with morphisms pi : lim
←−

H → Ui (for i ∈ I) satisfying the

following property: given morphisms fi : V → Ui (for i ∈ I), there exists a unique
f : V → lim

←−
H such that fi = pi ◦ f for every i ∈ I. In other words, lim

←−
H is

representable if and only if
∏
i∈I Ui exists in C, and in this case lim

←−
H ∼=

∏
i∈I Ui.

In a similar way, one can see that lim
−→

H is representable if and only if
∐
i∈I Ui

exists in C, and that in this case lim
−→

H ∼=
∐
i∈I Ui. It is also easy to prove that

existence of (co)kernels and fibred (co)products corresponds to representability of
some suitable (co)limits. Specifically, if we represent a category using dots for
objects and arrows for non identity morphisms, when I = (· ⇒ ·) representable
(co)limits yield (co)kernels, whereas when I = (· → · ← ·) (respectively I =
(· ← · → ·)) representable inverse (respectively direct) limits yield fibred products
(respectively coproducts).
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Example B.4. The usual notion of limit over a filtered set is also a particular
case of Definition B.1. In fact, every preordered set (I,≤) determines a category I
with Ob(I) := I and such that HomI(i, j) contains exactly one morphism if i ≤ j
and is empty otherwise (conversely, every category such that there is at most one
morphism between any two objects comes from a preordered set in this way).

Definition B.5. A limit is finite if the index category I is such that Ob(I) and
Mor(I) are finite sets.

Proposition B.6. All (finite) (co)limits are representable in a category C if and
only if all (finite) (co)products and either (co)kernels or fibred (co)products exist
in C.

Corollary B.7. All (direct and inverse) limits are representable in Set.

Definition B.8. Let I and C be categories such that lim
−→

H (respectively lim
←−

H)

is representable for every functor H : I → C. Then a functor F : C → D pre-
serves (or commutes with) direct (respectively inverse) limits from I if for every
functor H : I → C, denoting by α : H → Klim

−→
H (respectively α : Klim

←−
H → H) a

representation of lim
−→

H (respectively lim
←−

H),

idF ? α : F ◦H → F ◦Klim
−→

H = KF (lim
−→

H)

(respectively
idF ? α : F ◦Klim

←−
H = KF (lim

←−
H) → F ◦H)

represents lim
−→

(F ◦H) (respectively lim
←−

(F ◦H)).

The result of Proposition 4.8 can be generalized as follows.

Proposition B.9. For every category C, all limits are representable in the cat-
egory of presheaves Ĉ, and they can be computed “componentwise”, in the sense
that for every U ∈ C the functor HomĈ(U,−) : Ĉ → Set (which sends F ∈ Ĉ to
F (U)) commutes with all limits.

Moreover, the functor h: C→ Ĉ preserves all inverse limits which are repre-
sentable in C.

Definition B.10. A functor F : C → D is left (respectively right) exact if all
finite inverse (respectively direct) limits are representable in C and F preserves
them. F is exact if it is both left and right exact.

Remark B.11. In the particular case of an additive functor between two abelian
categories F : A → B, this general notion of (left/right) exactness coincides with
the usual one. Indeed, notice first that all finite limits are representable in A by
Proposition B.6; moreover, F preserves finite products and coproducts because it
is additive. Therefore, the same argument of Proposition B.6 implies that F is
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left exact (completely analogous considerations can be made for right exactness)
if and only if it preserves kernels (of double arrows). Now, for an additive functor
this is equivalent to preserving kernels of single arrows, which can be reformulated
by saying that F preserves exact sequences of the form 0 → X → Y → Z, and
this is easily seen to be equivalent to the fact that for every short exact sequence
0→ X → Y → Z → 0 in A, 0→ F (X)→ F (Y )→ F (Z) is exact in B (the usual
definition of left exactness).

Proposition B.12. If a functor F : C → D is a left (respectively right) adjoint,
then it preserves all representable direct (respectively inverse) limits. In partic-
ular, if all finite direct (respectively inverse) limits exist in C, then F is right
(respectively left) exact.

B.2 Grothendieck topologies

All proofs of the results stated in this section can be found in [2].

Definition B.13. Let U be an object of some category C. A sieve of U is a
subfunctor of U : more precisely, a sieve of U is an equivalence class of monomor-
phisms R ↪→ U of Ĉ (under the equivalence relation (ι : R ↪→ U) ∼ (ι′ : R′ ↪→ U)
if and only if there is an isomorphism α : R

∼−→ R′ such that ι = ι′ ◦ α); by abuse
of notation, we will denote such a sieve simply by R.

Remark B.14. The set S(U) of sieves of U ∈ C is ordered by R ≤ R′ if and only
if R′ ⊆ R, and it is stable under unions and intersections. Notice also that, since
the property of being a monomorphism is stable under base change, if R ∈ S(U),
then R×U V ∈ S(V ) for every morphism V → U of C.

Definition B.15. A (Grothendieck) topology T on a category C consists of the
datum, for each object U of C, of a subset J(U) = JT(U) ⊆ S(U) (whose elements
are called covering sieves of U for T), such that the following axioms are satisfied.

T1 If U ∈ C and R ∈ J(U), then R×U V ∈ J(V ) for every morphism V → U .

T2 If U ∈ C and R,R′ ∈ S(U) are such that R ∈ J(U) and R′ ×U V ∈ J(V ) for
every V ∈ C and every morphism V → U which is in R(V ) ⊆ U(V ), then
R′ ∈ J(U), too.

T3 U ∈ J(U) for every object U of C.

Definition B.16. A site is a couple (C,T), where T is a topology on the category
C.

Remark B.17. Let (C,T) be a site and U an object of C. If R ∈ J(U) and
R ⊆ R′ ∈ S(U), then R′ ∈ J(U), too (this follows from T2, since, for every
morphism V → U in R(V ), R′ ×U V = R ×U V ∈ J(V ) by T1). Note also that,
if R1, R2 ∈ J(U), then R1 ∩ R2 ∈ J(U), too (again, this follows from T2 applied
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to R = R1 and R′ = R1 ∩ R2, since, for every morphism V → U in R1(V ),
(R1∩R2)×U V = R2×U V ∈ J(V ) by T1); this implies that (J(U),≤) is a filtered
set.

Definition B.18. Let T and T′ be two topologies on a category C. We will say
that T′ is finer than T (and write T ≤ T′) if JT(U) ⊆ JT′(U) for every U ∈ C.

Example B.19. On every category C the chaotic (respectively discrete) topology
is defined by J(U) := {U} (respectively J(U) := S(U)) for every U ∈ C; clearly it
is the least fine (respectively the finest) topology on C.

If {Ti}i∈I is a family of topologies on C, it is obvious that the intersection
T :=

⋂
i∈I Ti (defined by JT(U) :=

⋂
i∈I JTi(U) for every U ∈ C) is again a

topology (it is the finest topology among those which are less fine than each Ti).

Definition B.20. Let U be an object of a category C. Given a family U =
{fi : Ui → U}i∈I ∈ Tar(U), the sieve RU ∈ S(U) generated by U is defined by

RU (V ) := {g ∈ U(V ) | ∃i ∈ I, ∃gi ∈ Ui(V ) such that g = fi ◦ gi}

for every V ∈ C (and in the obvious way on morphisms).

If T is a topology on C, U ∈ Tar(U) is a covering family for T if RU ∈ JT(U).

Definition B.21. Given a category C and, for U ∈ C, a subset Cov(U) of Tar(U),
the topology generated by {Cov(U)}U∈C is the intersection of all the topologies T
such that all the elements of each Cov(U) are covering families for T.

Remark B.22. This definition applies in particular when Cov(U) = Covτ (U) for
some pretopology τ on C. In this case the topology generated by a pretopology is
usually given the same name (so, for instance, the topologies Zar, ét, sm and fppf
on Sch are those generated by the corresponding pretopologies).

In general, the topologies generated by arbitrary collections of covering families
can be complicated to describe, but for those generated by pretopologies we have
the following result.

Proposition B.23. Let T be the topology generated by a pretopology τ on C.
Then R ∈ S(U) is in JT(U) if and only if there exists U ∈ Covτ (U) such that
RU ⊆ R.

Corollary B.24. Let τ , τ ′ be two pretopologies on C and let T, T′ be the topologies
they generate. If for every U ∈ C and every U ∈ Covτ (U) there exists U ′ ∈
Covτ

′
(U) such that U ≤ U ′, then T ≤ T′.

Example B.25. The argument used in Example 4.36 implies that sm = ét as
topologies on Sch.
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The above example shows that different pretopologies can generate the same
topology on a category. However, in general not every topology is generated by
some pretopology, but the following result shows that this is true if the category
has fibred products.

Proposition B.26. Let (C,T) be a site and assume that C has fibred products.
Then Covτ (U) := {U ∈ Tar(U) |RU ∈ JT(U)} for U ∈ C defines a pretopology τ
on C, and the topology generated by τ is T.

Nevertheless, even when the category has fibred products, in some cases it
is simpler to describe a topology as the one generated by collections of covering
families which do not form a pretopology.

Example B.27. On Sch the fpqc (faithfully flat and quasi-compact) topology is
generated by {Cov(U)}U∈Sch, where

Cov(U) := CovZar(U) ∪ {f : V → U | f faithfully flat and quasi-compact}.

We claim that fppf ≤ fpqc (we will see later that they are not equal): by Lemma 7.5,
it is enough to prove that RV ∈ Jfpqc(U) if V = {fi : Vi → U}i∈I ∈ Tar(U) is such
that, for every i ∈ I, fi is the composition of a faithfully flat morphism of affine
schemes f ′i : Vi → Ui and of an open immersion Ui ⊆ U . Now, for every i ∈ I and
every morphism U ′ → Ui, we have RV ×U U ′ = R{f ′i} ×Ui U

′ ∈ Jfpqc(U ′) by T1

(recall that f ′i is quasi-compact, so that R{f ′i} ∈ Jfpqc(Ui) by definition), whence

RV ∈ Jfpqc(U) by T2 applied to R = {Ui ⊆ U}i∈I ∈ CovZar(U) and R′ = RV .

Definition B.28. Let (C,T) be a site. A presheaf F ∈ Ĉ is separated (respectively
a sheaf) for T if for every U ∈ C and every R ∈ JT(U) the natural map

F (U) ∼= HomĈ(U,F )→ HomĈ(R,F ) := F (R)

is injective (respectively bijective).

As usual, if (C,T) is a site, we will denote by (C,T)∼ (or simply by C∼) the

full subcategory of Ĉ whose objects are the sheaves for T.

Definition B.29. A topos is a category which is equivalent to (C,T)∼ for some
site (C,T).

Proposition B.30. Let {Fk}k∈K be a family of presheaves on C. Then the finest
topology T with the property that Fk is separated (respectively a sheaf) for every
k ∈ K is defined as follows. For every U ∈ C the set of covering sieves JT(U) is
formed by those R ∈ S(U) such that for every morphism V → U of C the natural
map Fk(V )→ Fk(R×U V ) is injective (respectively bijective) for every k ∈ K.

Corollary B.31. For topologies generated by pretopologies, the definitions of sep-
arated presheaf and of sheaf given in Definition B.28 and in Definition 4.30 coin-
cide.
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Proof. Let τ be a pretopology on C, and let T be the topology generated by
τ . First we claim that F ∈ Ĉ is separated (respectively a sheaf) according to
Definition B.28 if and only if for every U ∈ C and every U ∈ Covτ (U) the natural
map F (U) → F (RU ) is injective (respectively bijective). The other implication
being trivial, we can assume that F satisfies this condition. Let {Fk}k∈K be
the family of presheaves on C consisting of all separated presheaves (respectively
sheaves) for T together with F . Then by Proposition B.30 there is a topology
T′ on C such that F is separated (respectively a sheaf) for T′ and whose set
of covering sieves JT′(U) (for U ∈ C) is formed by those R ∈ S(U) such that
for every morphism V → U of C the natural map Fk(V ) → Fk(R ×U V ) is
injective (respectively bijective) for every k ∈ K. Since clearly RU ∈ JT′(U)
for every U ∈ Covτ (U), Remark B.17 implies that JT(U) ⊆ JT′(U) for every
U ∈ C. Therefore T ≤ T′, and the claim follows. To conclude, in view of
Remark 4.31, it is enough to prove that for every U ∈ Covτ (U) there is a natural
isomorphism F (U) ∼= F (RU ). Assume U = {fi : Ui → U}i∈I : then to every
ξ = (ξi)i∈I ∈ F (U) ⊆

∏
i∈I F (Ui) we can associate ξ̃ ∈ F (RU ) = HomĈ(RU , F )

defined as follows. Given V ∈ C and g ∈ RU (V ) ⊆ U(V ), by definition of RU
there exist i ∈ I and gi ∈ Ui(V ) such that g = fi ◦ gi. It is then easy to see that
the map

ξ̃(V ) : RU (V )→ F (V )

g 7→ g∗i (ξi)

is well defined, that ξ̃ is a natural transformation and that the map F (U)→ F (RU )
defined by ξ 7→ ξ̃ is bijective.

Remark B.32. One can extend Definition B.28 to a definition of (pre)stack on
an arbitrary site. Namely, F ∈ FibC is a prestack (respectively a stack) for T if
for every U ∈ C and every R ∈ JT(U) the natural functor

HomFibC
(U,F)→ HomFibC

(R,F)

is fully faithful (respectively an equivalence). Although we are not going to do it
here, much of what we are going to say about sheaves in general can be naturally
extended also to stacks. In particular, adapting the proof of Corollary B.31, it can
be shown that the new definition of (pre)stack coincides with the usual one if the
topology is generated by a pretopology.

Corollary B.33. On every category there exists a unique topology which is the
finest among those with the property that all representable presheaves are sheaves.
Such a topology is called canonical and is denoted by can.

Extending the definition given for pretopologies in Definition 4.37, we will say
that a topology T is subcanonical if T ≤ can.
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Definition B.34. Let (C,T) and (C′,T′) be two sites. A functor F : C′ → C is

continuous if the natural functor ◦F : Ĉ → Ĉ′ restricts to a functor ◦F : C∼ →
C′∼.

Definition B.35. Let (C,T) be a site and let F : C′ → C be a functor. Then the
topology induced by F on C′ is the finest topology on C′ with the property that F
is a continuous functor (notice that such a topology exists by Proposition B.30).

Remark B.36. The above definition is compatible with the notion of induced
pretopology introduced in Proposition 4.41.

Example B.37. The fpqc topology on Sch/S is subcanonical and most of the
results of faithfully flat descent theory stated for fppf actually hold also for fpqc
(see Remark 7.13). The inclusions Sch/S ⊂ (Sch/S , fpqc)∼ ⊂ (Sch/S , fppf)∼

are strict (in particular, fpqc 6= fppf). Indeed, the non representable presheaf
P of Example 7.9 is clearly a sheaf also for fpqc, whereas, in the notation of
Example 7.10, it is easy to see that Ff,fppf is a sheaf for fppf but not for fpqc
if f is the morphism of Sch/S induced by a non finite extension of fields (e.g.,
κ(s) ⊂ κ(s)(t) for some s ∈ S).

Proposition 4.44 admits the following generalization.

Proposition B.38. Let C′ ⊆ C be the inclusion of a full subcategory, let T
be a pretopology on C and endow C′ with the induced pretopology. If for every
U ∈ C there exists a covering family (for T) {Ui → U}i∈I such that Ui ∈ C′ for
every i ∈ I, then the natural restriction functor C∼ → C′∼ is an equivalence of
categories. The viceversa holds if T is subcanonical.

Let (C,T) be a site: we are going to see how the sheaf associated to a presheaf

is defined in general. Given F ∈ Ĉ, for every U ∈ C we set L(F )(U) := lim
−→

F (R),

where the limit is taken over the filtered set JT(U). It is easy to see that this

extends naturally to a functor L(F ) ∈ Ĉ, that there is a natural morphism

εF : F → L(F ) in Ĉ, and that in this way we obtain a functor L : Ĉ → Ĉ to-
gether with a natural transformation ε : idĈ → L.

Proposition B.39. 1. L(F ) is a separated presheaf for every F ∈ Ĉ;

2. F ∈ Ĉ is separated if and only if εF : F → L(F ) is a monomorphism of Ĉ,
and in this case L(F ) is a sheaf;

3. F ∈ Ĉ is sheaf if and only if εF : F → L(F ) is an isomorphism of Ĉ;

4. L : Ĉ→ Ĉ is left exact.

It is then clear that F a := L(L(F )) ∈ C∼ (it is called the sheaf associated to
F ); we also set ρF := εL(F ) ◦ εF : F → F a . One can prove that these definitions
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of F a and of ρF coincide (up to isomorphism) with those given in Section 4.3
for pretopologies (see Remark 4.53) and that Proposition 4.52 remains true in
general. Also the other results stated in Section 4.3 (like Proposition 4.57 and
Corollary 4.58) are true for arbitrary sites, while Proposition 4.54 admits the
following generalization.

Proposition B.40. Let (C,T) be a site. Then all (direct and inverse) limits

are representable in C∼ = (C,T)∼. Moreover, the inclusion functor C∼ ⊆ Ĉ

preserves inverse limits, whereas −a : Ĉ → C∼ preserves direct limits and finite
inverse limits (in particular, it is exact).

Remark B.41. By Proposition B.12 the fact that C∼ ⊆ Ĉ (respectively−a : Ĉ→
C∼) preserves inverse (respectively direct) limits is a formal consequence of Propo-
sition 4.52. The fact that −a also preserves finite inverse limits follows from
Proposition B.39.

Corollary B.42. All inverse limits in C∼ can be computed as in Ĉ, whereas
all direct limits in C∼ can be computed by first computing them in Ĉ and then
applying −a .
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[6] T.L. Gomez: Algebraic stacks, Proc. Indian Acad. Sci. Math. Sci. 111 (2001), 1–31
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Algébrique du Bois Marie (SGA 1), L.N.M. 224, Springer-Verlag, Berlin-New York, 1971.
[11] R. Hartshorne: Algebraic Geometry, G.T.M. 52, Springer-Verlag, New York-Heidelberg,

1977.
[12] I. Kaplansky: Commutative Rings, revised edition, The University of Chicago Press,

Chicago, Ill.-London, 1974.
[13] G. M. Kelly, R. Street: Review of the elements of 2-categories, in Category Seminar (Proc.

Sem., Sydney, 1972/1973), L.N.M. 420, pages 75–103, Springer, Berlin, 1974.
[14] D. Knutson: Algebraic Spaces, L.N.M. 203, Springer-Verlag, Berlin-New York, 1971.



Lectures on algebraic stacks 169

[15] G. Laumon, L. Moret-Bailly: Champs Algébriques, Ergebnisse der Mathematik und ihrer
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[21] M. Raynaud: Anneaux locaux Henséliens, L.N.M. 169, Springer-Verlag, Berlin-New York,

1970.
[22] The Stacks Project Authors: The Stacks Project, http://stacks.math.columbia.edu/
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