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Numerical investigation of the Gatenby-Gawlinski model for
acid-mediated tumour invasion
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Abstract. The Gatenby-Gawlinski model for the description of cancer invasion is taken into

account with the aim of investigating its structural aspects. From a phenomenological point of

view, that model is inspired by the Warburg effect and relies on the acid-mediated invasion hy-

pothesis. By means of both an analytical and numerical approach, on the heels of the results

available in the literature, the main purpose consists in paving the way for improving the un-

derstanding of the mechanisms the model is ruled by. We adopt a suitable numerical strategy

based on a finite volume approximation and provide a space-averaged propagation speed estimate

as a tool to investigate the phenomenon of traveling fronts. Simulations are performed and re-

alistic evidence emerging from the experiments is highlighted. Afterwards, we make reasonable

assumptions for justifying some system reductions leading to a simplified version and discuss the

results without neglecting natural bonds with the whole system. Finally, the multidimensional

environment is explored with emphasis on some important qualitative aspects strongly linked to

experimental observations.

1. Introduction

Nowadays, cancer research is one of the most active and interdisciplinary in-
vestigation fields. A lot of effort is made in order to improve the actual strategies
and get significant results: this is certainly a very challenging point, but it is inter-
esting to notice how, more and more often, new answers are developed changing
the point of view the entire research is ruled by and employing approaches whose
most appreciable feature is their transverse nature. In this scenario, a remarkable
role is played, for instance, by the Systems Biology paradigm [1, 25, 26, 34], whose
crucial point is the awareness that any complex biomedical problem, such as can-
cer, must be faced adequately considering the system as a whole, something more
than the mere sum of its components, according to an holistic point of view.

This kind of approach is an example among the most interesting strategies
that have spread out involving scientists from different fields and the key point,
recognizable within all the modern research paths, is the requirement for relying on
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mathematical modeling. As a matter of fact, applied mathematics is turning out to
be a powerful tool for ensuring deeper investigations, especially in the biomedical
fields, where suitable models can be developed to support experimental studies.
Indeed, although such models are often subject to limitations, the awareness of
their indispensability within cancer research is widely spreading, especially for
the possibility of both trying and forecasting therapies [12, 16] regardless the
mathematical framework complexity, which is not an essential requirement.

The focus of this article is the so-called Warburg effect [38, 39] and its mathe-
matical modeling by means of the acid-mediated invasion hypothesis, namely the
typical strategy of acidity increasing against the environment operated by tumours
to regulate their growth, which is already mentioned in [9] and then popularly
translated into a system of reaction-diffusion equations [11, 24], whose main fea-
ture for mathematical investigation is the existence of traveling waves [4, 5, 8, 13,
14, 15, 16, 35, 36]. Although the Gatenby-Gawlinski model as originally presented
in [11, 13] is somehow outmoded, since more sophisticated systems have been intro-
duced to account for improved approximations of realistic biomedical experiments,
our interest in that context is exploring the multidimensional framework for which
analytical results are neither available nor supportive.

Before starting the investigation, it is worth framing adequately the biomedical
context behind the model, specifically describing the hallmarks the Warburg effect
is characterized by. This phenomenon concerns the metabolism of cancer cells, es-
sentially providing their glucose uptake rates: it has been firstly observed by Otto
Warburg [38] in the 1920s, and afterwards confirmed through many experiments,
that tumour cells tend to rely on glycolytic metabolism even in presence of huge
oxygen amounts. Indeed, from a strictly biomedical point of view, it is important
noticing that normal cells undergo glucose metabolism by employing oxidative
phosphorylation pathways, which is the most effective process in terms of adeno-
sine triphosphate production and requires oxygen as main resource. Tumour cells
behaviour seems to forbear the conventional pathway and appeal instead to gly-
colysis, inducing lactic acid fermentation, a product generally released in hypoxia
regime (see Figure 1).

Figure 1: Different pathways of healthy and cancer cells metabolism [27].
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Although the Warburg effect has been intensely studied by now, how this
phenomenon happens and affects cancer proliferation is still an open problem,
producing discussions about the detection of any possible advantage tumour cells
might benefit from. In [33], for instance, a computational model is proposed with
the aim of explaining the Warburg effect and its consequences in the tumour
microenvironment, deducing the glycolytic property of tumours to proliferate in
poorly vascularized tissues avoiding neo-vascularization. The transition between
normal to glycolytic metabolism is object of study in [3], through a mathematical
model developed to explore the Warburg effect in tumour cords: it is pointed out
the capacity of tumours to lean solely on glycolysis. By exploiting a combination of
modeling and in vitro experiments, instead, in [6] it is shown how cancer metabolic
changes are able to define a microenvironment where the better adapted malignant
cells overwhelm the others and spatial structures are created. And in [2], by means
of a multiplayer game theory with specific payoff functions, the Warburg effect is
approached as a sort of cooperation involving cancer cells, assuming that the public
good consists in glycolysis products.

As regards the analysis carried out in this article, the above mentioned acid-
mediated invasion hypothesis is doubtless the phenomenological key point. The
crucial assumption consists in that acidification caused by lactic acid production
is globally advantageous for the cancer cells population, whilst defining a toxic
microenvironment for healthy cells. On that account, the original modeling based
on reaction-diffusion equations developed by Gatenby and Gawlinski [11] is suitable
to perform numerical investigations, because it translates the previous qualitative
statements to deal with invasive species evolving and modifying within a specific
microenvironment belonging to a healthy population. In that context, a novel
attempt has been made to extend the analysis to the multidimensional framework,
which is not deeply explored yet. Actually, in [31] an investigation of the two-
dimensional context is carried out by means of an inverse problem formulation: we
have explored the two-dimensional problem as well, and we have reached beyond
by considering also some three-dimensional configurations [9].

The contents of this article are organized as follows. In Section 2, the gen-
eral form of the model is illustrated along with its adimensionalization, and the
main features of the system are considered, without neglecting the corresponding
biomedical motivations. Section 3 is devoted at building a suitable numerical algo-
rithm, based on a finite volume approximation for the spatial discretization, while
a semi-implicit approach is invoked for the time discretization. In Section 4, a
space-averaged wave speed approximation is derived to allow investigations of the
phenomenon of traveling fronts. In Section 5, simulations are performed on the
ground of the results available in the literature: the wave speed approximation is
exploited to verify the existence of a stable threshold for the propagating fronts.
Section 6 concerns with the possibility of assuming simplifying hypotheses in order
to build a model reduction, however allowing to preserve some important quali-
tative features. In Section 7, the multidimensional environment is analyzed by
means of a finite element approach, considering both two-dimensional and three-
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dimensional simulations. Finally, in Section 8, we discuss collected results and
perspectives on future research.

2. The Gatenby-Gawlinski model

The model, firstly proposed by Gatenby and Gawlinski in [11], is developed
in order to reproduce cancer cells invasion within a healthy tissue, starting from
a stage in which the carcinogenesis has already happened and, then, it is not
further taken into account. The authors instead focus on the interactions between
malignant and healthy cells populations occurring at the tumour-host interface,
where a significant role is played by the lactic acid production and spreading,
because of the transition towards the glycolytic metabolism.

From a mathematical point of view, dealing with a reaction-diffusion system
is required: the unknown functions are U(x, t), which stands for the healthy tissue
density, the tumour cells density V (x, t) and W (x, t) representing the extracellular
lactic acid concentration in excess, so that the systems reads
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∂2W

∂x2

(2.1)

with initial and boundary conditions to be introduced later on. For the functions
U and V a logistic growth is considered, with carrying capacities k1 and k2 respec-
tively, while ρ1 and ρ2 are the growth rates; instead, δ1 is a death rate proportional
to W , this term being involved to reproduce healthy cells degradation due to the
interactions with the lactic acid.

The structure of the degenerate diffusion term within the second equation is
indeed a very interesting feature of the model (2.1) and its importance for tumour
cells density is justifiable by means of biomedical arguments. As a matter of fact,
the coefficient D2 stands for a diffusion constant of the neoplastic tissue when there
is a complete lack of healthy tissue. On the other hand, when the local healthy
tissue concentration is at its carrying capacity, the diffusion coefficient equals zero
and the cancer cells are unable to spread out. As a result, no tumour spreading
is allowed unless the surrounding healthy cells concentration is no longer equal to
its carrying capacity. This is aimed at simulating a realistic defense mechanism
regarding tumour confinement [11, 32]: it is postulated that, for neoplastic tissue,
the diffusion rate diminishes in proportion to the healthy tissue concentration,
whilst diffusion is assumed to be negligible for normal tissue (that should be in-
tended as compared to the neoplastic tissue for its mesenchymal phenotype [34]).
It is important to notice that, despite its initial originality, the diffusion term per-
taining to the tumour cells population inside the Gatenby-Gawlinski model (2.1) is



Numerical analysis of the Gatenby-Gawlinski model 261

also one of its severe limitations, because experimental observations suggest that
it should actually account for the contribution of tumor cells as well; moreover, it
is reasonable to define a global density threshold, including healthy and tumour
cells, which inhibits not only diffusion but also proliferation of both U and V as
regulated by their combination or rather competition [10, 18].

Finally, in the third equation, a standard diffusion process with constant D3

is considered for the spatial spreading of the lactic acid. Moreover, a growth rate
ρ3 is involved for the acid production, which is linearly proportional to V , while
δ3 is a physiological reabsorption rate.

In order to deal with more manageable quantities, it is advisable making the
system (2.1) non-dimensionalized, as already done in [11], so that we have



∂u

∂t
= u(1− u)− duw

∂v

∂t
= rv(1− v) +D

∂

∂x

[
(1− u)

∂v

∂x

]
∂w

∂t
= c(v − w) +

∂2w

∂x2

(2.2)

and the experimental domain is assumed to be the one-dimensional interval [−L,L],
with t ≥ 0. This resultant version allows to operate with fewer (positive) param-
eters d, r, D and c , thus reducing their original range and coping with scaled
functions u(x, t), v(x, t) and w(x, t). As regards the boundary data, the homoge-
neous Neumann problem is contemplated for the numerical simulations.

For the one-dimensional framework, a comprehensive study of the traveling
fronts associated to the Gatenby-Gawlinski model (2.1) is performed in [8] to iden-
tify the key qualitative features of wave propagation, because no rigorous proof
of the existence of traveling waves seems to be presently available. By making
use of matched asymptotic expansions, the system of traveling wave solutions with
suitable asymptotic and boundary conditions is analyzed after appropriate rescal-
ing; moreover, conditions for the appearance of a tumour-host interstitial gap are
provided, thus confirming and extending the estimates proposed in [11, 13].
The numerical results shown in Section 5 are consistent with those illustrated in [8]
and a systematic comparison is addressed in a forthcoming article, together with
an application of the analytical approach to the model reduction in Section 6.

We conclude this section by mentioning that a generalized version of (2.1)
and (2.2) is proposed in [24], including terms for acid-mediated tumour cells death
and mutual competition between healthy and cancer cells. Other models for tu-
mour invasion for which the existence of propagating fronts is crucial are based on
combined mechanisms of extracellular matrix dynamics and haptotaxis [28, 29].
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3. The numerical algorithm

We have adopted a numerical strategy based on cell-centered finite volume
approximations for the spatial discretization (refer to [40], for instance). The
choice of a finite volume method is motivated by the possibility of relying on the
integral formulation of the system equations, that is a suitable ground to guarantee
consistency in terms of closeness to the physics of the model.

In order to derive a semi-discrete finite volume approximation, we firstly look
at the general case of a nonuniform mesh and impose that Zi = [xi− 1

2
, xi+ 1

2
) is

the finite volume centered at xi =
xi− 1

2
+ xi+ 1

2

2
, for i = 1, 2, ..., N , where N is a

fixed number of vertices to be selected on the one-dimensional mesh.
Let ∆xi = |xi+ 1

2
− xi− 1

2
| be the (variable) spatial mesh size, so that |xi − xi−1| =

∆xi−1

2
+

∆xi
2

is the typical length for an interfacial interval (see Figure 2).

Figure 2: Piece-wise constant reconstruction on nonuniform mesh.

We start by taking into account the equation for the healthy tissue density
in (2.2) and we examine its finite volume integral version,
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and a suitable approach must be arranged for the finite volume integral average
of the diffusion term. In particular, we proceed by evaluating the differential term
at the mesh interfaces as follows,
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where the interfacial quantities are approximated by building weighted averages
whose weights are the size of the adjacent finite volumes, so that ∆xi/∆xi+1 and
∆xi−1/∆xi are employed at the interfaces xi+ 1

2
and xi− 1

2
, respectively. The first

order derivatives of v(x, t) are discretized by means of an upwind formula which
makes use of the function evaluations at the neighboring vertices.
Finally, as concerns the equation for the extracellular lactic acid in (2.2), we have
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Henceforward, for the sake of simplicity, the quantity ∆xi is assumed to be
constant, namely ∆xi = ∆x for all i = 1, 2, . . . , N . Consequently, from (3.2) the
semi-discrete version of the equation for the cancer cells density becomes
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and, after some conventional manipulations, it can be rearranged to get
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Finally, the equation (3.3) in the case of a uniform mesh reads

d
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It is worth noticing that approximation (3.4) exhibits a structure in which
the presence of the discrete Laplace operator is recognizable, along with extra
terms consisting of products of upwind discretizations. These terms arise from the
degenerate diffusion in the second equation of (2.2) and, indeed, the finite volume
approach we have proposed leads to a diffusion splitting by autonomously selecting
the first and second order contributions. By contrast, an algebraic manipulation
culminating in a early separation, as it could be done for deriving finite difference
schemes [30], it would entail the necessity of relying on a central discretization
for the first order terms, thus not being allowed to choose a suitable propagation
direction. As a consequence, the scheme provided with central approximations
would prove itself to be far less stable.

For the time discretization of the semi-discrete system obtained by group-
ing (3.1), (3.4) and (3.5), we employ a semi-implicit strategy considering a fixed
time step ∆t , so that ∆t = |tn+1 − tn|, for n = 0, 1, .... In particular, the reaction
terms are treated explicitly, while the differential terms on the right-hand sides
are approximated implicitly, as follows,
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and Neumann-type boundary conditions un1 = un2 , vn1 = vn2 and wn
1 = wn

2 , for
n = 1, 2, ... are also implemented. This explicit-implicit mixed approach allows
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to make less expensive choices for the time step, by contrast with purely explicit
algorithms which would be heavily conditioned by the restrictions that stability
usually requires. The possibility of adopting fully implicit schemes has also been
considered, but such an idea has not been finally taken into account since no con-
siderable accuracy in the approximation would have been gained but an increase
of the computational time.

We point out that, in order to efficiently solve the discrete system (3.6), it is
useful starting from the solution un+1 for the healthy tissue, whose treatment turns
out to be fully explicit; afterwards, by exploiting the block-matrix structure aris-
ing from the other equations, thus producing a reciprocal independence between
the solutions vn+1 and wn+1, it is easy to go ahead solving separately the corre-
sponding equations and getting the global approximation evaluated at the discrete
time tn+1. Further theoretical analysis concerning the numericsl scheme (3.6) is
postponed to a forthcoming article.

4. Space-averaged propagation speed approximation

Once a suitable numerical framework has been established, the natural step to
be taken in order to proceed with experiments and simulations consists in defining
a useful tool for the wave speed estimation of the numerical solutions. As a matter
of fact, the most interesting qualitative feature arising from the analysis of the
solutions to system (2.2) is the detection of the traveling fronts phenomenon [32].
Therefore, trying to quantify the associated wave speed becomes a necessary path
to follow for verifying the existence of an asymptotic threshold.

With the aim of providing a numerical approximation for the wave speed at
time tn, we employ a space-averaged estimate according to the strategy proposed
in [22] and successfully applied to the case of a reactive version of the Goldstein-
Kac model for correlated random walk in [20, 21]. This is an original attempt
within the theory of reaction-diffusion systems, being borrowed from the original
field of conservation laws, and it turns out to be a robust landmark in the current
mathematical context as well.

To provide the main analytical concepts behind the numerical formulation of
the wave speed estimation, we briefly derive its analytical counterpart by means
of some standard manipulations. Let φ be a differentiable function describing the
traveling front profile, then we can write∫

R

[
φ(ξ + h)− φ(ξ)

]
dξ = h

∫
R

∫ 1

0

∂φ

∂ξ
(ξ + θh) dθ dξ = h

∫ 1

0

∫
R

∂φ

∂η
(η) dη dθ

= h

∫ 1

0

[
φ(+∞)− φ(−∞)

]
dθ = h

(
φ+ − φ−

)
,

where h > 0 is an increment, φ+ and φ− are assumed to be (different) asymptotic
states for the function φ (heteroclinic traveling fronts). At this stage, setting
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h = −s∆t, we deduce the following integral equation for the wave speed

s =
1

[φ]∆t

∫
R

[
φ(ξ)− φ(ξ − s∆t)

]
dξ ,

by imposing the synthetic notation [φ] := φ+ − φ−.
We recall that a traveling front profile is related to the actual solution through

the change of variable ξ = x − s t , so that φ(ξ) corresponds to v(x, t) if we focus
on the invasion front at speed s of the tumour cells density, for instance. Hence, in
discrete form, the space-averaged wave speed estimation for v(x, t) over a uniform
spatial mesh at time tn is given by

sn =
∆x

[φ]∆t

N∑
i=1

(
vni − vn+1

i

)
, (4.1)

with φ+ and φ− that are prescribed as stationary states of the equation for v(x, t)
inside the dynamical system underlying (2.2). It is important to emphasize that
the strength of estimate (4.1) lies in its absolute independence from the dynamics
of the solutions provided by (2.2), thus being always numerically computable.

5. One-dimensional simulation results

In order to validate the numerical algorithm, numerical simulations have been
performed using the scheme (3.6), together with formula (4.1) for the wave speed
estimation. In this section, we are interested in recovering computational results
described in the literature [8, 11, 13], therefore the experiments are carried out
with the scaled parameters available in [24], as listed in Table 1, and then with the
parameters in [8], as listed in Table 2. Besides the quantities already discussed for
the model presentation in Section 2, we assume T as the final time instant, while
the spatio-temporal mesh is built by fixing ∆x = 0.005 and ∆t = 0.01.

Table 1: Numerical values for the simulation parameters [24]

d r D c L T

{0.5, 1.5, 2.5, 3, 12.5} 1 4 · 10−5 70 1 20

For the choice of the initial profiles, according to what proposed in [24], a piece-
wise linear decreasing density is taken into account for the cancer cells extending
out from its core, where v = 1, and getting towards zero; for the healthy cells
density, the starting graph is simply obtained through a reflection, by imposing
a complementary behaviour with respect to the cancer cells density; finally, the
extracellular lactic acid concentration is initially equal to zero. The corresponding
graphs are shown in Figure 3.
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Figure 3: Graphs of the initial profiles for the numerical experiments.

The simulation results exhibit basically two different kinds of behaviours, both
reported in Figure 4, which are regulated by the parameter d measuring the de-
structive influence of the environment acidity on the healthy tissue, and so taken
as an indicator of the tumour aggressiveness. From a qualitative point of view,
all solutions evolve as forward propagation fronts moving from left to right with
positive wave speed. The plot shown in Figure 4(A) corresponds to a phenomeno-
logical regime known as heterogeneous invasion, which turns out to happen when
the condition d < 1 is verified. It is characterized by the coexistence of tumour and
healthy tissue behind the wavefront, because a fraction of normal cells survives to
the chemical action of the tumour thanks to low sensitivity to the environment
acidity. We remark that the boundary data considered in [8] are slightly different
from those adopted for our numerical simulations, but the model dynamics implies
that acid concentration immediately attains its carrying capacity at the left-hand
boundary, and finally the level of the healthy cells density is exactly 1 − d in the
purely heterogeneous case.

On the other hand, when d >> 1, a different evolution shape takes place, the
so-called homogeneous invasion depicted in Figure 4(D), that is the most aggressive
configuration. Indeed, the healthy tissue is being completely destroyed behind the
advancing tumour cells wavefront because of the high level of acidity induced
into the environment. A narrow overlapping zone actually persists for increasing
values of d > 1, which produces hybrid configurations as shown in Figure 4(B) and
Figure 4(C), but it reduces progressively as forcasted in [8]. A remarkable feature of
the last configuration is the presence of a tumour-host hypocellular interstitial gap ,
namely a separation zone between the healthy and cancer cells populations. Such
prediction, initially a mere mathematical result provided by the model, has been
experimentally verified: its detection, in both unfixed in vitro experiments and
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Figure 4: Different configurations of the numerical solution: comparison between hetero-
geneous evolution (A) and existence of the spatial interstitial gap within the homogeneous
evolution (D).

in flash-frozen tissues, has provided stronger evidence to claim this phenomenon
authentication [11]. Finally, as regards the lactic acid concentration, in all cases
it tracks the tumour front with a smoother profile. These results are in agreement
with the corresponding records provided in [24], aimed at recovering the dynamics
firstly analyzed in [11].

From a mathematical point of view, the strong dissimilarity in terms of steep-
ness of the wave profiles for the healthy and tumours densities observed in Figure 4
is justified by the fact that somehow U inherits the (parabolic) regularity of the
acid concentration W through the reaction term, whereas the diffusion constant
D of the neoplastic tissue is typically very small (refer to Table 1). As a matter of
fact, when passing from the system (2.1) to its non-dimensionalized version (2.2),



Numerical analysis of the Gatenby-Gawlinski model 269

that parameter is deduced as D = D2/D3 and it is physically relevant to assume
that D3 is much larger than D2. Therefore, the tumour propagating front V is nor-
mally steeper, despite its diffusivity (hindered by U through a degenerate factor)
is selected as the driving mechanism of invasion, since no diffusion is considered for
the healthy cells due to their epithelial phenotype [34]. Indeed, the wavefront U
fails to keep its regularity once the equation for W is removed from system (2.1),
as demonstrated numerically in Figure 10 for the reduced model (2.2) in Section 6.
Another effect on the shape of the wave profiles can be appreciated dealing with the
adimensional parameter r , which is expected to be greater than 1 since deduced
as r = ρ2/ρ1 from physical considerations (we report in Figure 5 the numerical
simulation of an experimental case discussed in [8], for example).
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Figure 5: Qualitative analysis of tumour fronts steepness and spatial invasion as function
of the adimensional growth rate (for d = 3).

We have attempted a qualitative comparison with the analytical results in [8]
by computing numerical solutions using the parameters listed in Table 2. In par-
ticular, we are interested in tracking the formation of the interstitial gap , whose
appearance is expected for d > 2 (in which case its size can also be estimated).

Table 2: Numerical values for the simulation parameters [8]

d r D c L T

{1.5, 2.5, 4} 1 4 · 10−5 2 5 20

The numerical simulations reported in Figure 6 actually corroborate such predic-
tion, although some discrepancies emerge concerning the smoothness of the wave
profile for the healthy cells density, thus determining a smaller size for the gap
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separating the host and tumour populations. Besides the effects of a bigger diffu-
sion constant D for the tumour cells, which slightly smooths out the steepness of
the propagating fronts, we must recall that the analysis in [8] is based on asymp-
totic expansions and, therefore, solely the leading terms contribute to shape the
solution profiles (this comment applies also to Figure 5). These observations moti-
vated the importance of undertaking a more rigorous and systematic comparison,
whose conclusions are committed to a forthcoming article.

-5 -4 -3 -2 -1 0 1 2 3 4 5

-0.2

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6
U = Healthy tissue
W = Extracellular lactic acid
V = Tumour

(a) initial profiles

-5 -4 -3 -2 -1 0 1 2 3 4 5

-0.2

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6
U = Healthy tissue
W = Extracellular lactic acid
V = Tumour

(b) hybrid configuration (d = 1.5)

-5 -4 -3 -2 -1 0 1 2 3 4 5

-0.2

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6
U = Healthy tissue
W = Extracellular lactic acid
V = Tumour

(c) threshold regimes (d = 2.5)

-5 -4 -3 -2 -1 0 1 2 3 4 5

-0.2

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6
U = Healthy tissue
W = Extracellular lactic acid
V = Tumour

(d) homogeneous invasion (d = 4)

Figure 6: Numerical simulation of the spatial interstitial gap formation from heteroge-
neous evolution (B) to homogeneous invasion (D).

As already mentioned above, the existence of propagating fronts is a key point
for our investigation and information about their wave speed is crucial. In order
to quantify these values, we take advantage of the space-averaged propagation
speed approximation (4.1) and we apply it to better understand the wavefronts
behaviour of the Gatenby-Gawlinski model. For instance, graphs related to the
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heterogeneous invasion are considered: the plot proposed in Figure 7(A) is meant
for capturing front evolution starting from the initial profile and, by means of
different colors, the tumour cells density function is plotted at different times until
it reaches the shape of a propagating front defined by a stable wave speed. The
graph in Figure 7(B) shows the discrete wave speed estimate (4.1) computed as
a function of time, and it is possible to appreciate the convergence towards the
asymptotic threshold; furthermore, it is easy to verify that a small waiting time is
required before achieving an asymptotic value, that is a common feature of theories
involving traveling fronts, simply recognizable by dealing with scalar problems. An
analogous graph, of course, can be plotted in the homogeneous invasion case.
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(b) wave speed estimates

Figure 7: Traveling fronts investigation in the heterogeneous invasion case: the tumour
density profile is plotted at six equally spaced time instants (A), together with the space-
averaged propagation speed approximations as a function of time (B).

It is presently useful recalling the results of analytical asymptotic wave speed
estimates provided in [24]. In Table 3 the discrete asymptotic wave speed ap-
proximations issued from (4.1) are listed in order to make a comparison: in both
the homogeneous and heterogeneous cases, the relative error we get is sufficiently
small to infer that numerical values are very close to the corresponding quantities
computable by using the analytical formulations available in [24]. Moreover, it
is interesting to notice that, at least in the homogeneous case, the wave speed
prediction s ≈ 2

√
Dr perfectly matches the analytical formula already known for

the Fisher-KPP equation [17, 37].

Table 3: Comparison between analytical wave speed formulations [24] and the numerical
estimates issued from (4.1).

investigation case numerics analytical wave speed relative error

homogeneous 0.0124 s ≈ 2
√
Dr = 0.0126 0.0159

heterogeneous 0.0058 s ≈
√

2Ddr = 0.0063 0.0794
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6. A useful model reduction

Once that our numerical strategy and the space-averaged propagation speed
estimate have been tested, we proceed by setting a simplified version of the model.
The purpose consists in carving a more approachable structure to pursue ana-
lytical investigations, trying to set ground rules both for a better mathematical
understanding and, as much as possible, for keeping accuracy with respect to the
original biomedical phenomena. Therefore, assuming the condition w = v inside
the system (2.2), we get a reduction that holds only two equations, namely

∂u

∂t
= u(1− u)− duv

∂v

∂t
= rv(1− v) +D

∂

∂x

[
(1− u)

∂v

∂x

] (6.1)

and the corresponding homogeneous Neumann boundary data. Such a simplifica-
tion is achievable taking into account the limit as the parameter c approaches the
infinity inside the third equation of the full model (2.2), and that is motivated by
the similarity between tumour cells and lactic acid evolution profiles (see Figure 4).

An interesting analysis can be performed from the graph depicted in Figure 8,
where the heterogeneous case is considered as an example: for each choice of the
c value, the corresponding propagation speed approximation for the tumour cells
density front provided by the Gatenby-Gawlinski model (2.2) is reported, as well
as the (constant) wave speed estimate for the simplified model (6.1).
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Figure 8: Wave speed estimates (blue circles) for increasing c values within the full
model (2.2) and wave speed estimate (red line) provided by the simplified model (6.1).
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Because this quantity is an asymptotic threshold for the full model, by increas-
ing the c value a convergence towards the asymptotic regime is expected. At this
stage, a further discussion is required since, on the one hand, it is possible to ap-
preciate the convergence, but on the other hand we easily infer that the statement
w = v prevents the reduction from keeping the same wave speed produced by the
complete model, thus exhibiting a quantitative mismatch. Specifically, the wave
speed computed for the simplified model turns out to be smaller than the asymp-
totic value achieved by the full model. Such behaviour can be explained noticing
that the standard diffusion of the lactic acid concentration in the third equation
of (2.2) actually makes it easier to spread for the tumour cells, whose density
expansion already relies on the degenerate diffusion term. As a consequence, the
tumour spreading is slower for the reduced model (6.1), being no longer sustained
by two distinct diffusion mechanisms.

The next step consists in testing numerically our model adjustment by using
the same initial profiles (see Figure 3) and parameters (see Table 1) as for the
previous simulations of the standard version in Section 5, but omitting the equation
for the lactic acid concentration whatever concerns, as shown in Figure 9.
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Figure 9: Graphs of the initial profiles for the simplified model.

The reduced system (6.1) is still able to reproduce important qualitative features
of the full version (2.2), as it can be detected in Figure 10, and what is essential for
performing a consistent mathematical analysis of the mechanisms underlying the
Gatenby-Gawlinski model is the propagating fronts structure. The plots, for both
the heterogeneous and homogeneous cases, exhibit similar qualitative behaviours
compared to the analogous graphs in Figure 4, although some quantitative differ-
ences are obviously detectable.

In order to ensure a better understanding of the dynamics under investigation,
for completing the analysis of the heterogeneous case, it is useful to report the
same plots as previously shown in Figure 7 but contextualized in the model re-
duction framework. The front evolution for the tumour cells density is plotted in
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Figure 10: Comparison between two different regimes of the numerical solutions for the
reduced model configuration.

Figure 11(A) and the discrete wave speed estimates are taken into account in Fig-
ure 11(B). Despite the wave speed threshold has changed with respect to the value
for the full system in Figure 7(B), the model reduction upholds the same qualita-
tive structure: indeed, the traveling fronts formation is still observable as well as
the wave speed convergence towards a stable default value. Therefore, the transi-
tion occurring within the full model (2.2) as the c value approaches infinity does
not prevent the system from keeping its mathematical features. However, we point
out that the gap formation is no longer recognizable for the simplified model (6.1),
and indeed in Section 5 we have already observed a delay in its appearance for
higher values of the c parameter from Figure 4 with respect to Figure 6.
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Figure 11: Traveling fronts investigation in the heterogeneous invasion case for the re-
duced model: the tumour density profile is plotted at six equally spaced time instants
(A), together with the space-averaged propagation speed approximations as a function
of time (B).
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Therefore, we can conjecture that for its detection assuming an independent
evolution for the lactic acid concentration is needed. That is why, relying on the
complete model is required in order to seize the whole biomedical phenomenon,
regardless of any employable reductions for performing further mathematical anal-
ysis.

7. Multidimensional simulations

Henceforward, the analysis is carried out on the ground of two-dimensional and
three-dimensional domains. The main purpose consists in exploring the multidi-
mensional framework, both for recovering the qualitative features already exhibited
in the one-dimensional context and for better investigating the phenomenon of the
gap formation, along with its geometry and evolution. For the numerical strategy,
the finite element method [30] has been employed, due to its versatility in dealing
with more complex geometric domains. Another advantage of this approach lies in
avoiding specific treatment for the boundary conditions, which are automatically
incorporated within the weak formulation of the system (refer to [31] for a similar
methodology). Specifically, we have used Lagrange P2 finite elements for the nu-
merical functions, while triangular and tetrahedral meshes have been adopted for
two-dimensional and three-dimensional simulations, respectively (see Figure 12).

(a) two-dimensional mesh (b) three-dimensional mesh

Figure 12: Finite element triangular (A) and tetrahedral (B) meshes for radially sym-
metric experimental domains.

We proceed to write the multidimensional non-dimensionalized Gatenby-Gawlinski
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model, namely the generalized version of system (2.2), as follows

∂u

∂t
= u(1− u)− duw

∂v

∂t
= rv(1− v) +D∇·

[
(1− u)∇v

]
∂w

∂t
= c(v − w) +∇2w

(7.1)

which is defined for some time interval (0, T ) and over a suitable domain Ω ⊂ Rm,
m = 2 or 3, so that the differential operators are ∇ = (∂/∂x1, ..., ∂/∂xm) and
∇2 =

∑m
i=1 ∂

2/∂x2
i , with m = 2 or 3. Afterwards, let us assume that V denotes

some functional space relevant to (7.1), then a weak solution (u, v, w) ∈ V ×V ×V
is a triplet of functions that satisfies, for all test functions (g1, g2, g3) ∈ V ×V ×V ,
the following system

∫
Ω

(
∂u

∂t
g1 − u(1− u)g1 + duwg1

)
dx = 0∫

Ω

(
∂v

∂t
g2 − rv(1− v)g2 +D(1− u)∇v · ∇g2

)
dx = 0∫

Ω

(
∂w

∂t
g3 − c(v − w)g3 +∇w · ∇g3

)
dx = 0

(7.2)

and the homogeneous Neumann boundary conditions are directly built into (7.2).
The above mentioned weak formulation of system (7.1) is needed to estab-

lish the mathematical context for performing simulations by using the COMSOL
Multiphysics environment – https://www.comsol.it/

7.1. Two-dimensional experiments

The first important step is certainly trying to reproduce the two different kinds
of tumour invasion previously described in Section 5. As concerns the domain, we
consider the 2-ball of radius R centered at the point C, namely Ω = BR(C), such a
choice for the geometry being inspired by the circular Petri dish widely employed
in biology for cell cultures (see Figure 13). For instance, we have taken R = 8 and
C = (0, 0) as simulation parameters.

Figure 13: Sample of a circular Petri dish for cell cultures.

https://www.comsol.it/
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For the initial profiles, we assume the evolution of a cancerous peak located in
the neighborhood of the origin and a complementary shape for the healthy cells
density (see Figure 14), while the extracellular lactic acid concentration is initially
assumed equal to zero. For x ∈ Ω, the corresponding functions are

u(x, 0) = 1− exp(−‖x‖2)√
π

, v(x, 0) =
exp(−‖x‖2)√

π
, w(x, 0) = 0 . (7.3)

(a) tumour cells initial profile (b) healthy cells initial profile

Figure 14: Plots of the initial profiles for tumour and healthy cells densities.

Numerical simulations have been performed until T = 13 and the time instant
T = 6 has been selected for checking the progress of plots also at an intermediate
stage. The other simulation parameters are summarized in Table 1.
From now on, we decide to omit graphic information about the lactic acid concen-
tration, having again recognized a persistent similarity with the behaviour of the
tumour cells density (refer also to Figure 4).

The homogeneous invasion, which is expected to characterize the solutions to
system (7.1) for d > 1, is the first case to be examined: Figure 15 and Figure 16
depict the related trends for tumour and healthy cells densities, respectively.
Starting from the graphs at the intermediate time instant, reported in Figure 15(A)
and Figure 16(A), the qualitative dynamics shows clearly the initial cancerous peak
growing and spreading out at the expense of the local healthy tissue. Then, the
tumour invasion gradually extends towards the outermost regions of the domain
(see Figure 15(B)), where the healthy cells density is finally being confined (see
Figure 16(B)). It is therefore confirmed that the homogeneous invasion is the most
aggressive situation, due to the complete annihilation of healthy cells behind the
advancing radially headed cancerous core.

As concerns the case of heterogeneous invasion, namely for d < 1 into (7.1), we
focus on the healthy cells density evolution (see Figure 17) but omit reporting plots
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(a) intermediate time (b) final time

Figure 15: The homogeneous invasion: tumour cells density evolution at two different
time instants T =6 (A) and T =13 (B).

(a) intermediate time (b) final time

Figure 16: The homogeneous invasion: healthy cells density evolution at two different
time instants T =6 (A) and T =13 (B).

related to the cancerous pick spreading, which turns out to be very similar to the
counterpart in Figure 15 for the homogeneous configuration. As a matter of fact,
it is possible to infer that the local healthy tissue is not being completely repulsed
by the tumour, in contrast to what observed in Figure 16 because healthy cells
are destroyed through the strong effect of the lactic acid concentration. Figure 17
shows instead that the healthy cells density reaches an asymptotic threshold within
the inner region of the experimental domain, where the cancerous core is already
detectable.

On the heels of the results available in the one-dimensional framework (refer
to Section 5), the essential qualitative difference arising when comparing the two
kinds of tumour invasion lies in the coexistence of healthy and cancer cells on one
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(a) intermediate time (b) final time

Figure 17: The heterogeneous invasion: healthy cells density evolution at two different
time instants T =6 (A) and T =13 (B).

side (heterogeneous invasion), and the annihilation of the local healthy tissue out
of the cancerous core on the other side (homogeneous invasion). However, there
is something more to be evaluated: in the homogeneous case, we have appreciated
that there is not intersection between healthy and tumour cells densities, as shown
in Figure 4(B). Specifically, we have recognized the existence of a spatial interstitial
gap, and we aim at detecting an analogous phenomenon within the two-dimensional
context as well. To accomplish this assignment, the healthy and tumour cells
densities have been plotted simultaneously and a bird-eye viewpoint is required to
investigate the circular crown placed between the advancing tumour front and the
retiring healthy tissue (see Figure 18). On the one hand, it is possible to appreciate
the gap formation around the cancerous pick for the homogeneous invasion, as
exhibited in Figure 18(B): a smaller blue ring, corresponding to a null density zone,
is recognizable within the circular crown located between the fronts, confirming
that no intersection is allowed in this aggressive regime. On the other hand, for
the heterogeneous invasion, Figure 18(A) shows that healthy and tumour cells
densities are actually conflated in the area lying between the fronts.

(a) heterogeneous invasion (b) homogeneous invasion

Figure 18: Identification of the two-dimensional gap formation for the homogeneous case
(B) with respect to the heterogeneous case (A).
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Finally, in order to further investigate the gap formation for the case of homoge-
neous invasion, we build a more complex configuration for the initial profiles made
of three distinct cancerous peaks, by suitably rearranging the formulation (7.3).
We report in Figure 19 the simultaneous plots of healthy and tumour cells densities
at different time instants, by adopting the bird-eye viewpoint. We skip over the
details concerning the single densities and we exploit Figure 19 both for analyzing
the gap evolution and for qualitatively interpreting the resultant dynamics of the
fronts. In Figure 19(A), we notice the formation of three blue rings character-
ized by null densities around the cancerous circular crowns; then, by means of
two intermediate evaluations (see Figures 19(B) and 19(C)), it is shown how these
rings gradually increase their size and are opening, as the corresponding cancerous
peaks are colliding and going into meltdown; eventually, once the novel tumour
core is well-defined, as exhibited in Figure 19(D), the resultant gap consists of a
single contour cordoning off the cancerous crown from the surrounding marginal
area, where the local healthy tissue is regressing.

(a) initial configuration (b) first intermediate time

(c) second intermediate time (d) final configuration

Figure 19: The homogeneous invasion: formation and evolution of a two-dimensional gap
from three initially distinct cancerous peaks.
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We conclude this section by remarking that, despite the triangular arrangement
of the finite element meshes (see Figure 12(A)), the structure of radially symmetric
solutions is preserved by the model dynamics: such property is indeed intrinsic
to system (7.1), for which it can be proven analytically, and numerical evidence
also emerges from the simulation results in Figure 15 and Figure 16, for example.
Moreover, Figure 19 constitutes an experimental proof of the tendency to recover
radially symmetric structures even starting from different initial configurations.

7.2. Three-dimensional experiments

The next step consists in exploring the three-dimensional framework, and we
focus on the homogeneous invasion, in order to investigate the phenomenon of the
spatial interstitial gap and its geometry. The COMSOL Multiphysics environment
is still the principal resource for performing simulations, and we rely on ParaView
– https://www.paraview.org/ – for post-processing graphical results.

By analogy with the two-dimensional experiments, the 3-ball of radius R cen-
tered at the point C is chosen as simulation domain, and we build the correspond-
ing finite element mesh as shown in Figure 12(B) for the volume Ω = BR(C) with
R = 3.5 and C = (0, 0, 0), for instance. The three-dimensional version of the
initial profiles given in (7.3) is also considered, and T = 7 is assumed as final time
instant. All the plots are realized by exploiting a graphical heat map and setting
the color palette ranging from blue to red, as the magnitudes go from the lower
values to the higher ones.
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Figure 20: Tumour cells density evolution from the initial profile (A) towards an inter-
mediate stage T =4 (B).

As concerns the qualitative evolution, the resulting dynamics displays the can-
cerous peak spreading out at the expense of the local healthy tissue, that is what
we have expected on the ground of the results previously described for the two-
dimensional framework (refer to Section 7.1). Figure 20(A) shows the cancer cells
initial profile, while Figure 20(B) reports the evaluation at an intermediate time
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instant T = 4. By means of a transparency technique, that allows to appreciate
the numerical data distribution throughout the three-dimensional volume, the tu-
mour growth is suitably emphasized. The final configuration for both healthy and
cancer cells densities is depicted in Figure 21(A) and Figure 21(B), respectively.
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Figure 21: Healthy and tumour cells densities evaluation at final time T =7.

For collecting information about the gap formation and understanding how the
densities are actually distributed within the experimental domain, let us have a
look inside the volumes plotted in Figure 21.

We cut the domain by means of a section plan passing through the origin
and exploit the radial symmetry of the solutions to system (7.2) to state that any
other section plan would produce similar results. We report in Figure 22 the graphs
corresponding to the half ball for both healthy and tumour cells densities, where
the numerical data under examination are represented on the external spherical
surface only. This choice provides us with a clearer viewpoint to better detect
the inner regions characterized by different density distributions. Indeed, taking
advantage of symmetry arguments, we can easily infer that data distributions
arising from surface representation retain an analogous behaviour inside any inner
layer. Moreover, the healthy cells density is identically null throughout a ball
contained inside the domain (see Figure 22(A)), while the innermost cancerous
core reveals itself in bright red (see Figure 22(B)).

As a matter of fact, Figure 22 turns out to be a sort of graphical proof for
assessing the presence of a separation zone between the healthy and cancer cells
densities, preventing them from being in touch as the evolution is going on. There-
fore, available space emerges to include the tumour cell density without producing
intersection, as it has been already observed for the one-dimensional and the two-
dimensional framework (see Figure 4(B) and Figure 18(B), respectively).
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Figure 22: The half balls arising from domain sectioning and provided with numerical
data throughout the external spherical surface.
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Figure 23: Three-dimensional tumour cells density profile located inside the half ball
provided with healthy cells density data reproduced throughout the external spherical
surface.
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On that account, Figure 23 shows a simultaneous plot consisting of numerical data
merging from Figure21(B) and Figure 22(A), where the cancerous core is placed
in its corresponding spacial domain with respect to the half ball provided with
the healthy cells density profile throughout the external spherical surface. At this
stage, identifying the three-dimensional version of the spatial interstitial gap be-
comes possible: we are dealing with a null density solid shell located between the
healthy and tumour cells profiles, which is quite well recognizable in Figure 23.
Finally, in order to provide the most effective three-dimensional representation of
the qualitative dynamics of the Gatenby-Gawlinski model (7.1), we have realized a
meaningful simultaneous plot of Figure 21(A) and Figure 21(B) by exploiting the
transparency technique, and the resulting graph is depicted in Figure 24, where
the geometry of the spatial interstitial gap is now clearly noticeable.

-3-333 -2-222 -1-1

-3.5-3.5
-3-3
-2.5-2.5

0
X Axis

0
X Axis

11

-2-2
-1.5-1.5
-1-1

11

-0.5-0.5

22

0 Z Axis0 Z Axis

0
Y Axis

0
Y Axis

0.50.5
11

22

-3.5-3.5

1.51.5

-3-3

-3-3

22

-2.5-2.5

-1-1

2.52.5

-2-2

33

33

-1.5-1.5

3.53.5

-2-2

-1-1
-0.5-0.5

0 Y Axis0 Y Axis

0Z Axis 0Z Axis

-2-2

0.50.5

-1-1

11

1.51.5

22

0X Axis0X Axis

-3-3

2.52.5

33

3.53.5

11 -2-2
22

33

Figure 24: Detection of the three-dimensional spatial interstitial gap by means of the
transparency technique.

8. Discussion and perspectives

In this article, the Gatenby-Gawlinski model for cancer invasion has been in-
vestigated by means of an analytically-supported numerical strategy.

First of all, a numerical algorithm based on finite volume approximations has
been derived in the one-dimensional framework and validated for recovering simu-
lation results related to biomedical features described in the literature [8, 11, 24].
The possibility of adopting integral formulations of the model system has inspired
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such approach, to ensure accuracy in terms of closeness to the physics underlying
the mathematical equations. We point out that, taking advantage of the general
derivation performed in Section 3 for a semi-discrete scheme with variable spatial
mesh size, our finite volume strategy well lends itself to be employed for further
investigations on unstructured meshes [19].

Subsequently, we have focused on the qualitative aspects concerning the phe-
nomenon of traveling fronts: specifically, the existence of an asymptotic wave
speed has been experimentally proven by exploiting a space-averaged propagation
speed estimate (refer to Section 4). This approximation, which turns out to be an
original attempt within the theory of reaction-diffusion systems, has proven itself
to be effective for recovering discrete estimates previously computed in [8, 24], for
instance (through asymptotic and interpolation arguments), and it is particularly
useful for its independence from the dynamics of the solutions to the model system.

Afterwards, by assuming suitable reduction hypotheses, in Section 6 we have
derived a more manageable version of the Gatenby-Gawlinski model for further
analytical investigations, thus opening the perspective also to reductions consisting
of a single equation, that would be worth exploring in the framework of degenerate
reaction-diffusion equations [32].

Finally, in Section 7 we have explored multidimensional configurations by opt-
ing for a finite element approach, with emphasis on the detection of the gap forma-
tion: two-dimensional as well as three-dimensional simulations have been carried
out in order to contextualize its geometry and evolution in view of the biomedical
applications. On the heels of these last achievements, the possibility of improving
the computational effectiveness by introducing the parallel computation paradigm
is doubtless very promising, so that more complex problems might be investigated
for better reproducing realistic biomedical experiments (see [23], for example).
Moreover, since numerical analysis and computational simulation of mathemati-
cal models in biology are nowadays an integral part of the research in this field,
an effective visualisation of the results in necessary to provide an ideal platform
on which biologists and mathematicians can communicate [7], hence we have also
contributed to this issue in Section 7.2 dealing with challenging three-dimensional
applications.
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