Rend. Mat. Appl. (7), @ RENDICONTI DI MATEMATICA
Volume 44 (2023), 27-51 E DELLE SUE APPLICAZIONI

Strong convergence theorems by Martinez-Yanes—Xu
projection method for mean-demiclosed mappings in
Hilbert spaces

Atsumasa Kondo

Abstract. Strong convergence theorems that approximate common fixed points of two nonlin-
ear mappings are presented. Our method is based on the Martinez- Yanes—Xu iteration, which
extends Nakajo and Takahashi’s CQ method. In this paper, by exploiting the mean-valued itera-
tion procedure, we further develop Nakajo and Takahashi’s CQ method and Takahashi, Takeuchi,
and Kubota’s shrinking projection method. The approach of this paper does not require that the
two mappings be continuous or commutative. The types of mappings considered in this paper

include nonexpansive mappings and other well-known classes of mappings as special cases.

1. Introduction

Let H be a real Hilbert space with an inner product (-, -) and the induced norm
[Ill. A set that collects all fixed points of a mapping T': C'— H is denoted by

F(T)={zeC: Tz =1z},

where C' is a nonempty subset of H. A mapping T: C — H is called nonez-
pansive if |Tx — Ty|| < ||z —y|| for all z,y € C. Many researchers have studied
approximation methods for finding common fixed points of nonexpansive map-
pings. For two nonexpansive mappings S, T: C' — C, Atsushiba and Takahashi in
[5] introduced the following iteration:

n—1ln—1

1
Tn1 = anp + (1= an) — > > Sk, (1.1)
k=0 =0

for all n € N, where a,, € [0,1] with certain conditions. Assuming ST = TS,
they proved a weak convergence to a common fixed point of S and T. The idea
of a mean-valued iteration procedure such as (1.1) has its roots in Baillon [6]
and Shimizu and Takahashi [35]. More on mean-valued iteration can be found in
[1, 11, 27]; see also papers cited in Kondo [21].
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In 2003, Nakajo and Takahashi [31] established a strong convergence theorem
to find a fixed point of a nonexpansive mapping:

Theorem 1.1 ([31]). Let C be a nonempty, closed, and convex subset of H and
let T: C — C be a nonexpansive mapping such that F (T) # 0. Let a € [0,1) and
let {a,} be a sequence of real numbers such that 0 < a, < a <1 for all n € N.
Define a sequence {x,,} in C as follows:

x1 =z € C is given, (1.2)
Yn = anZp + (1 —ay) Tz, € C,

Cn={heC:llyn = hll < llzn —hll},
Qn=1{heC:{(xr—xn, v, —h) >0}, and

xn"t‘l = Pcn NQn x

for all n € N. Then, {z,} converges strongly to a point T of F (T'), where T =
PF(T)‘T

In Theorem 1.1, Pc,nq, and Pp(r) are the metric projections from H onto
C,NQy and F (T), respectively. This iteration procedure is often called the “CQ
method.” In 2006, employing the idea of the Ishikawa iteration [14], Martinez-
Yanes and Xu [29] proved the following theorem.

Theorem 1.2 ([29]). Let C be a nonempty, closed, and convex subset of H and
let T: C — C be a nonexpansive mapping such that F(T) # 0. Let {\,} and
{an} be sequences of real numbers in the interval [0,1] such that A\, — 1 and
0<a, <d<1 for somed €[0,1). Define a sequence {z,} in C as follows:

x1 =x € C is given, (1.3)
Zn = AnZn + (1= A\p) Ty,
Yn = @nZTp + (1 — an) Tz,
Crp = 1{h € C:lyn — 1| < ||z — B

= (1= an) (lzall® = 20l = 2 (@0 = 20, B)},
Qn={heC:{(x—z,, x,—h)>0}, and

Tnt1 = Po,n, o

for all n € N. Then, {x,} converges strongly to a point T of F (T'), where T =
PF(T)'T

If A, =1 for all n € N, then z, = z,. In this case, Theorem 1.2 coincides
with Theorem 1.1. Thus, Theorem 1.2 is an extension of Theorem 1.1. The
Martinez-Yanes—Xu iteration procedure has been studied by many researchers;
see [1, 32, 36] for examples. For various convergence results using the Ishikawa
iteration, see [1, 7, 21, 42, 43, 44]. In 2008, Takahashi, Takeuchi, and Kubota [38]
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introduced the following iteration:

r1 = € C is given, (1.4)
=0,
Yn = anZp + (1 —ay) T, € C,

Cni1={h € Cy :|yn — hl| <||zn — hll}, and

Tp+1 = Pcn+1.%‘.

This method is called the “shrinking projection method,” most likely because the
sequence of sets {C,,} are shrinking, that is, C},, C C,,—1 C ---. They showed the
strong convergence of the sequence {z,} to a fixed point Z = Pz of T

In 2019, Kondo and Takahashi [24] considered the following iteration: given
T € C,

Tpyl = ATy + by STy + CnS2In +dp T, + enT2Ina (15)

where a,,, by, cpn,dn, e, € [0,1] are such that a, + b, + ¢, +d, + e, = 1. In
(1.5), S,T: C — C are a more general type of nonlinear mappings than nonex-
pansive mappings, and ST = T'S was not assumed. Kondo and Takahashi proved
a weak convergence theorem that approximates a common fixed point of S and
T. Following (1.5) and the mean-valued iteration (1.1), Kondo and Takahashi [26]
introduced iteration of the form

n—1 n—1

1 1
n = Unpdn bn* Sk n n Tk ns 1.6
Tpt1 = A&y + - kzzo Tp+cC - ];) x (1.6)

and proved a weak convergence theorem that approximates a common fixed point,
where again S and T are not necessarily commutative. They also proved Halpern
type strong convergence theorems in another paper [25]. Very recently, Kondo
[19] combined iteration (1.6) with Nakajo and Takahashi’s CQ method (1.2) and
Takahashi, Takeuchi, and Kubota’s shrinking projection method (1.4) to obtain
strong convergence results.

In this paper, we develop the Martinez-Yanes—Xu’s iteration method (1.3)
by using the mean-valued iteration (1.6). Required conditions imposed on the
mappings are relaxed, in other words, the types of mappings considered in this
paper are more general than nonexpansive mappings. Common fixed points of two
nonlinear mappings are approximated. Our approach does not require that the
mappings to be continuous or commutative. After introducing basic information
in Section 2, Nakajo and Takahashi’s CQ method is developed in Section 3. In
Section 4, a theorem of Takahashi, Takeuchi, and Kubota’s type is presented. In
Section 5, we briefly conclude the paper.
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2. Preliminaries

In this section, we collect known definitions and results. Let H be a real Hilbert
space. Maruyama et al. [30] proved that

laz + by + cz|* (2.1)

2 2 2 2 2 2
=alz|"+ollyll” +cllz]” —ablle —ylI” = belly — 2|” — callz — =7,

for all z,y,z € H and a,b,c € R such that a+b+c = 1. Let z,y,2z € H, let
d € R, and let C' be a nonempty, closed, and convex subset of H. According to
Martinez-Yanes and Xu [29], a set defined by

D={necC:lly=hl <z —nl*+ (2 h)+d} (2.2)

is closed and convex.

Let @ be a nonempty, closed, and convex subset of H. In this paper, we use
Py to denote a metric projection from H onto @, which means that || — Pgoz|| =
infyeq ||z — h|| for any x € H. Metric projections are well-known to be nonexpan-
sive and to satisfy the following inequalities:

(x — Pgz, Pgr —h) >0 and (2.3)
2 2 2
[ = Poz|” + [[Poz — hl[” < [l — A (2.4)

for all x € H and h € Q.
Next, we introduce various types of nonlinear mappings addressed in this pa-
per. A mapping S: C — H with F (S) # () is called quasi-nonezpansive if

15z —qll < [|l= — ql|

for all z € C' and ¢ € F(S), where C' is a nonempty subset of H. According to Itoh
and Takahashi [15], the set of all fixed points of a quasi-nonexpansive mapping is
closed and convex. In main theorems of this paper, we require mappings to be
quasi-nonexpansive.

Although a nonexpansive mapping with a fixed point is quasi-nonexpansive, the
class of quasi-nonexpansive mappings includes various types of nonlinear mappings
beyond nonexpansive mappings under the condition that a mapping has a fixed
point. A mapping S: C — H is called generalized hybrid [16], if there exist
a, 8 € R such that

Sz — Syl + (1 - a) |z = Syl < B[Sz —y|* + (1 = B) = —y|* (2.5

for all z,y € C. A mapping S: C — H is also called an («, 8)-generalized hy-
brid mapping. A (1,0)-generalized hybrid mapping is nonexpansive. The class
of generalized hybrid mappings contains various types of mappings other than
nonexpansive mappings. A (2, 1)-generalized hybrid mapping is a nonspreading

mapping, while a (%, %)—generalized hybrid mapping is a hybrid mapping in the
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senses of Kohsaka and Takahashi [17] and Takahashi [37], respectively. For these
points, see also Takahashi and Yao [41]. The nonspreading mappings are deduced
from optimization problems. It is known that a nonspreading mapping is not nec-
essarily continuous; see Igarashi et al. [13] and Example 2.3 in this section. It is
also known that A-hybrid mappings [2] are also generalized hybrid. Because gen-
eralized hybrid mappings with fixed points are quasi-nonexpansive, nonspreading
mappings, hybrid mappings, A-hybrid mappings are all quasi-nonexpansive if they
have fixed points. Kocourek et al. [16] proved that a generalized hybrid mapping
that has a fixed point is quasi-nonexpansive and established a fixed point theorem
and weak convergence theorems for finding its fixed points.

The class of quasi-nonexpansive mappings includes more general types of non-
linear mappings than generalized hybrid mappings. A mapping S: C — C'is called
2-generalized hybrid [30] if there exist aq, aa, £1, P2 € R such that

a1 ||5% — Sy||* + as | Sz — Syl + (1 — a1 — as) [« — Sy||? (2.6)
< B ||SPx - yH2 + B2 ||Sz =yl + (1 = B — Ba) |z — y]|?

for all z,y € C'. The class of 2-generalized hybrid mappings contains generalized
hybrid mappings as the special case a; = 51 = 0. A mapping S: C — C is called
normally 2-generalized hybrid [22] if there exist «g, Bo, a1, 1, @2, B2 € R such that
Zi:o (an +Bn) >0, as + a1 + a9 > 0, and

oy ||S%z — SyH2 + oy ||Sz — Sy||> + oo ||z — Sy||? (2.7)
+ B ||8% — y||” + B1 1Sz — yl* + Bo = — y|* <0

for all z,y € C. The class of normally 2-generalized hybrid mappings con-
tains 2-generalized hybrid mappings as the case with as + a1 + ap = 1 and
B2 + B1 + Bo = —1. Therefore, this class of mappings also includes nonexpan-
sive mappings, nonspreading mappings, hybrid mappings, and generalized hybrid
mappings as special cases. It also includes normally generalized hybrid mappings
[40] as a special case. It is easy to show that if Zi:o (o + fBrn) > 0, this class of
mapping has at most one fixed point. Examples of these classes of mappings are
provided in Hojo et al. [12] and Kondo [18]; see also Example 2.4 in this section.
For results concerning 2-generalized hybrid mappings and normally 2-generalized
hybrid mappings, see recent works by [1, 3, 4, 33, 34]. According to Kondo and
Takahashi [22], a normally 2-generalized hybrid mapping with a fixed point is
quasi-nonexpansive. A proof is also given in Kondo [21].

Lemma 2.1 ([22]). Let S: C — C be a normally 2-generalized hybrid map-
ping with F (S) (), where C 1is a nonempty subset of H. Then, S is quasi-
nonexrpansive.

Furthermore, a normally 2-generalized hybrid mapping has the following prop-
erty, which was shown by Kondo and Takahashi [23]. Alternative proofs were
provided by Kondo [19, 21].
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Lemma 2.2 ([23]). Let S: C — C be a normally 2-generalized hybrid mapping
with F(S) # 0, where C' is a nonempty, closed, and conver subset of H. For
a bounded sequence {z,} in C, define Z, = %Z?:_OI Slz, (€ O) for each n € N.
Suppose that Z,, — v € H, where {an} is a subsequence of {Z,}. Then, v €
F(S).

Kondo [19] called a mapping S: C — C mean-demiclosed when Lemma 2.2
holds for the mapping, namely,

Zn, =~v=>v € F|(S) (2.8)

under the assumptions of Lemma 2.2.

From Lemmas 2.1 and 2.2, a normally 2-generalized hybrid mapping that has a
fixed point is quasi-nonexpansive and mean-demiclosed. The mappings on which
we shed light in this paper are of this type. Such mappings include nonexpan-
sive mappings, generalized hybrid mappings, and 2-generalized hybrid mappings
as special cases because those classes of mappings are special cases of normally
2-generalized hybrid mappings.

The class of quasi-nonexpansive and mean-demiclosed mappings are not nec-
essarily continuous. We present two examples here. Substituting a =2 and =1
in (2.5), we have

2(|Sz — Sy|* < ||z — Sy|* + ||Sz — y|*, (2.9)

where z,y € C. A mapping that satisfies (2.9) is a (2, 1)-generalized hybrid map-
ping and hence, it is nonspreading.

Example 2.3. Let H = C =R and define a mapping S: R — R as follows:

Sy — 1 ifx>A, (2.10)
“TYo ita<a, '

where A > 1. Then, S is nonspreading if and only if A > V2. Indeed, let A > /2.
If x,y < Aorxz,y > A, the condition (2.9) holds true. Without loss of generality,
assume that < A < y. Then, Sz =0, Sy = 1, and S?z = S%y = 0. Therefore,
LHS of (2.9)= 2. On the other hand,

RHS = ||z — Sy||* + ||Sz — y|”
= e =117+ llyl* = y* > A% > 2,

which implies that the condition (2.9) holds. Conversely, if (1 <) A < v/2, letting
r =1and A < y < /2 breaks the condition (2.9). From the above, only in
the case of A > /2, the mapping S defined by (2.10) is nonspreading and it is
generalized hybrid. As generalized hybrid mappings belong to the class of normally
2-generalized hybrid mappings, from Lemmas 2.1 and 2.2, S is quasi-nonexpansive
and mean-demiclosed because it has a fixed point 0 € R.



Martinez-Yanes and Xu projection method 33

Next, letting o7 = 1 =1 and ag = B2 = 0 in (2.6), we have

15% = Sy|| < [|$*z —y

|, (2.11)

where x,y € C. The mapping that satisfies the condition (2.11) is 2-generalized
hybrid and therefore, it is normally 2-generalized hybrid.

Example 2.4. Consider the mapping S: R — R defined by (2.10) with A = 1.
Note that S is not nonspreading because A < v/2. We show that the mapping
S satisfies the condition (2.11). As S%z = 0 for all z € R, our aim is to show
1Syl < |ly|l- If y < A =1, then LHS = ||Sy|| = 0, and therefore, (2.11) holds
true. If y > A =1, then LHS = ||Sy|| =1 < y = RHS. Thus, the condition
(2.11) is met. This demonstrates that S is a 2-generalized hybrid mapping and
therefore, it is normally 2-generalized hybrid. As the mapping S with A = 1 has a
fixed point 0 € R, it is quasi-nonexpansive and mean-demiclosed from Lemmas 2.1
and 2.2. This example, together with Example 2.3, illustrates that the class of
mappings that are quasi-nonexpansive and mean-demiclosed contains mappings
that are not continuous even in one dimensional real space R.

In the following two sections, we assume that two given quasi-nonexpansive
and mean-demiclosed mappings have a common fixed point. A set of sufficient
conditions for this assumption is provided by the next theorem.

Theorem 2.5 ([8]; see also [10]). Let C be a nonempty, closed, and convex subset
of H and let S,T: C — C be normally 2-generalized hybrid mappings such that
ST = TS. Assume that there exists an element x € C such that {S*T'x : k,l €
NuU{0}} is bounded. Then, F (S)NF (T) is nonempty.

3. CQ method

In this section, we present a Martinez-Yanes—Xu type convergence theorem, which
is based on the Nakajo—Takahashi’'s CQ method and the Ishikawa iteration. Its
purpose is to find a common fixed point of two quasi-nonexpansive and mean-
demiclosed mappings. That class of mappings contains nonexpansive mappings
and other more general classes of nonlinear mappings as special cases; see the
previous section and a remark after Corollary 3.4. One of the highlights is that
the two mappings are not necessarily commutative. The basic elements of the
proof were developed in many works [1, 9, 12, 19, 20, 29, 31, 39]. Before proving
the main theorem of this section, we prepare the following lemma for convenience.

Lemma 3.1. Let C be a nonempty and convex subset of H and let S: C' — C' be
a quasi-nonexpansive mapping with F (S) # 0. Then,

n+m—1

% Z Sle —gq

l=m

forallx € C and q € F (5), where m € NU{0} and n € N.

< [lz —qll




34 A. Kondo

Proof. Let x € C and ¢ € F (S). As S is quasi-nonexpansive, we have

1 n+m—1 1 n+m—1 n+m—1
- Z Stz —q = Sle —ngl| = = Z (Slac—q)
l=m l=m l=m
1 n+m—1 1 n+m—1
<< HSlx—qHSﬁ > llz—qll =llz—qll-
l=m l=m
This completes the proof. O

Theorem 3.2. Let C be a nonempty, closed, and convex subset of a real Hilbert
space H. Let S and T be quasi-nonexpansive and mean-demiclosed mappings from
C into itself such that F (S)NF (T) # 0. Let {\n}, {pn}, {vn}, {&n}, and {60,,} be
sequences of real numbers in the interval [0,1] such that A + pin, + v+ & +6, =1
for allm € N and A\, — 1. Let {\,}, {u.}, {v.}, {&.}, and {0],} be sequences
of real numbers in [0,1] such that N, + u, +v), + &, + 6, =1 for alln € N and
A, — 1. Let {an}, {bn}, and {c,} be sequences of real numbers in [0,1] such that
Gn+ b, +cp =1 foralln €N,

lim a,b, >0, and lim a,c, > 0. (3.1)

n— o0 n— 00

Define a sequence {x,} in C as follows:

r1 =x € C is given,

1 n—1 1 n—1
n — )\n n nS n nT n n_ Sl n enf Tl ny 3.2
z T + Sty +vpTa, + & an; Tn + n; x (3.2)

n—1 n—1
1 1
Wy = N, + b Sty + v Ty + £ — E Sla, + 6, = E T z,,
n n
1=0 1=0

1 n—1 1 n—1
Yn = ATy + bnﬁ ; Slzn + Cnﬁ ; len7

Co={h € C: llyn = hl* < 2 — b
~ba (ll2all® = 20l = 2 (@0 = 20, 1)
—ca (Jlaall® = lwall® = 2 (w0 = wa, B))},
Qn=1{heC:{(x—xpn, v, —h) >0}, and

Tn+1 = Pe,nq, T

for alln € N. Then, {z,} converges strongly to a point & of F (S)NF (T), where
T = Pp(s)nF(T)7-
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Proof. Assume that x,, € C is given momentarily. As .S and T are quasi-nonexpansi-
ve mappings, from Lemma 3.1, the following holds:

1 n—1 1 n—1
EZSlxn—q EZTlxn—q
1=0 1=0

foralln € Nand g € F(S)N F (T). Using these inequalities, we can prove that

<llon—ql  (3.3)

< |lzn —¢|| and ’

lzn =gl < llzn — gl and  fwn — gl < [Jan — | (3-4)

foralln € Nand ¢ € F (S)NF (T). Indeed, using S and T are quasi-nonexpansive
yields

2 — 4l
1 n—1 1 n—1
= || Anzn + ,anSZEn +vpTx, + fnﬁ ZZ; Slxn + enﬁ ; Tlxn —q

= [|An (20 — @) + pn (ST — @) + v (T, — q)
1 n—1 1 n—1
- 1 _ - 1 _
+sn<n25xn q)wn(nzm q>||
1=0 =0
< ll#n = qll + pn |S20 — gl + v (| T2 — |
1 n—1 1 n—1
EZSlmn—q EZTlxn—q
=0 =0

<A llzn = gl + pn ll2n = gl + vn |2 = gll + &n ll2n — gll + 0n [l2n — 4]

= [lzn — 4

+&n + 0,

as claimed. The second part |w, — q|| < ||xn — q|| of (3.4) can be demonstrated
in a similar way. Define

n—1 n—1
1 1
Zp = — § Slz, and W, =— § Tlw,.
n n
=0 =0

From the convexity of C, {Z,,} and {W,,} are sequences in C. Using these nota-
tions, we can simply write y, = ap, + by Z, + ¢, W,,. From Lemma 3.1, it holds
that

1Zn = qll < llzn — gl and [[Wy —ql| < [wn —q|| (3.5)

for all n € N and ¢ € F(S)N F(T). We must check that the sequence {z,} is
properly defined. It is obvious that @, is closed and convex in C for all n € N.
Also, C}, is closed and convex in C for all n € N once xy, Y n, 2n, and w, € C are
given. Indeed, an easy calculation reveals that

2 2 2 2
g = BI* < = Bl = b (2l = 20l = 2 (@0 = 20, 1))

= o (llznl* = fwall* = 2 (o0 = wn, )
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= [lyn — h||2 < lwn - h||2 + 2 (b (T = 2n) + Cn (Tn — wn), )
2 2 2 2
= b (2l = 20l = en (zall® = lwnl?)

From (2.2), this implies that C,, is closed and convex in C.
Using mathematical induction, we show that

FS)NF(T)cC,NQ, forallneN.

(i) As Q1 = C, clearly F(S)NF(T) C Q1. Let ¢ € F(S)N F(T). Using (3.5)
and the hypothesis a1 + b; + ¢; = 1, we have the following:

lyr — all* = larzs + b1 Z1 + e Wi — g (3.6)
= Jlax (@1 = @) + b1 (Z1 = @) + &2 (W1 = )|
<arllzy = al* + b1 1121 = all” + e [Wa — gl
<ar e —ql* + b1 21— gl® + e s — g
= a1 —all* + b1 (Il = al* = a1 — all*)
+er (hws = all® =l - al?)
= lles = all” = b1 (llos1* = llza|* = 221 = 21, @)
—e1 (o1l = s * = 2 (a1 —wr, @)
This shows that ¢ € C1, and thus, F (S) N F (T) C C. (ii) Assume that
F(S)NF(T)cC C,NQy,

where k € N. From the assumption F (S) N F(T) # (), Cr. N Qk is also nonempty.
As Cf N Qg is a nonempty, closed, and convex subset of C' (C H), the metric
projection Pc,ng, from H onto Cp N Q) exists. Consequently, x4 is defined as
ZTr+1 = Poyno,z. Furthermore, zi11, Wit1, Zk+1, Wit1, Yk+1 (€ C), Crt1, and
Qr+1 (C O) are properly defined. We now demonstrate that

F (S) n F(T) C Ck+1 M QkJrl.

Let g € F (S)NF(T). We can prove ¢ € C41 in a similar way as (3.6), omitting
it here. As xp41 = Poyng,2 and ¢ € F(S)N F(T) C Cr N Qk, using (2.3)
yields (¢ — 2g+1, k41 —¢) > 0. This shows that ¢ € Qx41. Therefore, it holds
true that F (S)NF(T) C Cxy1 N Qg1 as claimed. We have demonstrated that
F(SYNF(T) c C,NQ, for all n € N. As F(S)N F(T) # 0 is assumed,
Cpn N @y is nonempty for all n € N, and thus, the sequence {z,} is properly
defined inductively.
From the definition of @),,, it holds that z,, = Py, x for all n € N. Consequently,
we have the following:
o = zall < 1o — gl (3.7)
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for all ¢ € F(S)NF(T) and n € N. Indeed, since z,, = Py, z and ¢ € F(S)N
F(T)C C,NQ, C @y, the inequality (3.7) follows. From (3.7), {z,} is bounded,
so from (3.4), {z,} and {w,} are also bounded.
Observe that
[z — @all < ||z — Tnial] (3.8)

for all n € N. Indeed, from z, = Pg,z and zn,41 = Pc,nQ.2 € @y, We obtain
(3.8), which implies that the sequence {||z — .||} of real numbers is monotone
increasing. As {x,} is bounded, {||x — z,||} is therefore convergent in R.

We demonstrate that

Tp — Tpy1 — 0. (3.9)
As z, = Py, x and 41 = Po,nQ, & € Qn, using (2.4), we have
|z = 2® + |20 = @nrall* < o = 2|

As {||z — x|} is convergent, we obtain (3.9) as claimed.
Note that {Sz,} is bounded. Indeed, as S is quasi-nonexpansive, the following
holds for ¢ € F (S):

[1Szn|l < [[Szn — gl + |4l
< |len —qll + llall -

As {x,} is bounded, {Sz,} is also bounded. Similarly, {7z, } is bounded because
T is quasi-nonexpansive. From (3.3), {%Z;:Ol Slzn} and {% ey len} are

also bounded because {z,} is bounded. Using these facts, we can prove that
Zn — Ty — 0 and w, —xz, — 0. (3.10)

Indeed, as A, — 1 is assumed, it follows that p,, vy, &y, 60, — 0. Therefore,

[
1 n—1 1 n—1
= |[Apxpn + pnSxy + v T2y + §nﬁ Z Sla, + Gnﬁ Z T2, —
1=0 1=0

< (=) lznll + pn 1Sz0 || + vp [| T2y ||

n—1 n—1
1 1

n (|l Sd n en - jﬁ n
1A EP R A EP i

—0

Similarly, we can obtain w, — x, — 0 because A}, — 1 is assumed. As {z,}, {zn},
and {w,} are bounded, it follows from (3.10) that

2 2 2 2
[zn]l” = llzall” = 0 and  [lzn]]” = [Jwa]” — 0. (3.11)
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Indeed,
2 2
znll” = llznll™| = (lznll + lznll) - lznl =zl
< ([znll + 2l lzn = 2nll — 0.

Similarly, we can obtain the second part ||z, > — [lwn|® — 0.
Next, observe that
Yn — Tnt1 — 0. (312)

Indeed, as p4+1 = Pc,ng, % € Cp, the following holds:
lyn = T |
< llew = @arall® = ba (laall® = l2al® = 2 @n = 20, 2at1))
—en (zall® = lwnl* = 2 (@0 = wa, Tni1)).
From (3.9)—(3.11), we obtain (3.12). From (3.9) and (3.12), it holds true that
Ty, — Yn — 0. (3.13)
Our next aim is to show that
Ty — 2, —0 and =z, — W, — 0. (3.14)

To demonstrate this, choose ¢ € F'(S) N F (T') arbitrarily. It follows from (2.1),
(3.5), and (3.4) that

yn — ql?
= Han (Tn —q) +bn (Zn — q) +cnn (Wn —q)
= an 20 — I + bn [|Zn — qlf* + cn [Wn — gl

—anbn |Tn — Zn||* = bucn || Zn — Wall? = cnan [|[Wn — 2|
< an |0 = al* + ba ll2n — al® + cn [wn — gl

—anbn |Tn = Zn||* = bucn | Zn — Wall? = cnan [|[Wy — 2,]|

2
|

2

< an [z = gl + bn 120 — all* + cn 20 — ql)?
—anbn [2n = Znl* = bucn | Zn = Wall* = cnan W — 2|
= ||z — ql®
—anbn |20 — Znl|* = bucn | Zn — Wall? = cntn [|[Wyn — 2| .
Using bypcp | Z, — I/Vn||2 > 0, we have
Anbn |20 — Znl|? + ancn |0 — Wa®
< |z = all* = llyn — al®
< (lzn — all + llyn — alD) lllzn — all = llyn — qlll
< (lzn — all + llyn — al) lzn — yall -
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As {z,} is bounded, it follows from (3.13) that {y,} is also bounded, so we obtain
from (3.13) and the assumption (3.1) on the parameters a,, by, ¢, that x,—Z, — 0
and x,, — W,, — 0 as claimed.

Our goal is to prove that z, — & (: PF(S)QF(T):E). It suffices to show that, for
any subsequence {z,,,} of {z,}, there exists a subsequence {z,,} of {zy,} such
that z,,, — Z. Let {x,,} be a subsequence of {z,}. As {z,,} is bounded, there
exist a subsequence {xn]} of {z,,} and v € H such that z,, — v. From (3.14),
it follows that Z,,, — v and W, — v. As S and T are mean-demiclosed (2.8), we
obtain v € F (S) N F (T).

We show that {x,, } converges strongly to v. Asv € F (S)NF (T), using (3.7),
we obtain

20, = ol* = llzn, = 2ll” +2{zn, =2, 2~ o) + |z~
<o —vlP 2 (e, — 2 @ 0) + o — o
:2||:177v||2+2<:cnj -, a:fv>.

As x,; — v, it follows that

||xnj vaQ §2||x—v||2+2<xn] -z, :L'—v>
=2z -] +2(@w—1z, —v)=0.

Hence, x,, — v, as claimed.
Finally, we show that

v ( i %) =2 (= Prs)nrmr) -
Because T = Pp(s)np(ryr and v € F'(S) N F (T), it suffices to demonstrate that
|l —v|| < |Jlx —Z||. AsZ € F(S)NF(T), it holds from (3.7) that

lz =@, | < llw - 2]

for all j € N. As w,,;, — v, we obtain ||z — v|| < ||z — Z[|. Consequently, v =2. We
have proved that for any subsequence {z,,} of {z,}, there exists a subsequence
{x,,} of {z,,} such that z,, — Z (= v). Therefore, z,, — Z. This concludes the
proof. O

As an illustration, we describe the following corollary, which is directly derived
from Theorem 3.2, because Theorem 3.2 seems to be a bit complicated.

Corollary 3.3. Let C be a nonempty, closed, and convex subset of a real Hilbert
space H. Let S and T be quasi-nonexpansive and mean-demiclosed mappings from
C into itself such that F (S)NF (T) # 0. Let {\.}, {un}, and {0,} be sequences
of real numbers in the interval [0,1] such that A, + i, + 60, =1 for alln € N and
An — 1. Let {an}, {bn}, and {c,} be sequences of real numbers in [0, 1] such that
Gn+ b, +cn =1 foralln € N,

lim a,b, >0, and lim a,c, > 0.
n—oo n— oo
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Define a sequence {x,} in C as follows:

x1 =x € C is given,
1 n—1

Zn = ApZn + pn STy + 0, — Z Tl;vn,
"=

n—1 n—1
Yn = anTy + by 7ZSlZn+Cn Zlenv
=0 =0

Co={h€C: |yn—h|* < |zn - h|

= (bn+a) (ll2al® = 120> = 2 {zn = 20, 1))},
Qn={welC:{(x—ux, x,—w)>0}, and

Tpy1 = Po,nq,

for alln € N. Then, {xz,} converges strongly to a point T of F'(S)NF (T), where
r= PF(S)OF(T)x'

Proof. Let A\, = AL, pn = phy, vn = v, & = &, and 6,, = 60/, in Theorem 3.2.
Then, z,, = w,, and hence, the set C,, becomes

Cpn={heC:lyn— h”2 <@, — h||2
= (bn + ca) (Il2nl® = llzall® = 2 (20 = 20, 1)}

Furthermore, substituting v, = v/, = 0 and &, = £, = 0, we obtain the desired
result. O

Some additional remarks related to Theorem 3.2 are given below. First, the
required conditions on the parameters are only A\, — 1 and A/, — 1 other than
(3.1) as Martinez-Yanes and Xu [29]. Second, the constructions of z, and w,
shown in (3.2) can be generalized, for example

Zn = ApTn + unSan + l/nTM:cn (3.15)
n—1ln—1

Z S'an + 00— Z > Sk,

k=0 [=0

where L, M € NU {0}. Third, letting A\, = A/, =1 for all n € N in Theorem 3.2
yields z, = w,, = z,,. This special case corresponds to Theorem 3.1 in Kondo [19]:

Corollary 3.4 ([19]). Let C be a nonempty, closed, and convex subset of a real
Hilbert space H. Let S and T be quasi-nonexpansive and mean-demiclosed map-
pings from C into itself such that F (S)NF (T) # 0. Let {an}, {bn}, and {c,} be
sequences of real numbers in the interval [0,1] such that a, + b, + ¢, = 1 for all
n €N,

lim a,b, >0, and lim a,c, > 0.
n—oo n— oo
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Define a sequence {x,} in C as follows:

x1 =a € C is given,
1 n—1 ln—l
_ 1 1 1 l
yn—anxn+banZSl'n‘i‘CnnZTxn,
1=0 1=0
Cn={h€C: |y, — bl <[z, —hll},
Qn={heC:{(x—xz,, x,—h)>0}, and

Tp+1 = PCannx

for alln € N. Then, {z,} converges strongly to a point T of F'(S)NF (T), where
r= PF(S)OF(T)x'

Our fourth remark on Theorem 3.2 is as follows: Theorem 3.2 holds true for
normally 2-generalized hybrid mappings (2.7) because such mappings, when they
have fixed points, are quasi-nonexpansive and mean-demiclosed from Lemmas 2.1
and 2.2. Because nonexpansive mappings, generalized hybrid mappings, and 2-
generalized hybrid mappings are all special cases of normally 2-generalized hybrid
mappings, the theorem is effective for those classes of mappings.

As a final remark, Theorem 3.2 is close to the following theorem proved by
Alizadeh and Moradlou [1].

Theorem 3.5 ([1]). Let C be a nonempty, closed, and convex subset of a real
Hilbert space H. Let T be a 2-generalized hybrid mapping from C into itself such
that F(T) # 0. Let {\,} and {a,} be sequences of real numbers in the interval
[0,1] such that A, = 1 and 0 < a, < J <1 for some § € [0,1). Define a sequence
{zn} in C as follows:

z1 = € C is given,

Zn = MZn + (1= Ap) Ty,

n—1
1
Yn = anZn + (1 — ay) - g Tz,
1=0

Co={h € C: llyn = hlI* < [|zn — hII”
— (1= an) (Izall® = 1znll* =2 (@0 = 20, )},
Qn={heC:{(x—xy, v, —h)>0}, and

Tpt+1 = Pcannx

for all n € N. Then, {x,} converges strongly to a point T of F (T'), where T =
PF(T)JZ
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Note that Alizadeh and Moradlou [1] dealt with a m-generalized hybrid map-
ping. When S =1, A\, =X, i, =), =0,&, =&, =0, 0, =0, =0, Theorem 3.2
almost implies Theorem 3.5. There is only one difference that is found in the con-
ditions on the parameters {a,}, {b,}, and {c,}.

4. Shrinking projection method

In this section, we prove a theorem that shows how to construct a sequence that
strongly approximates a common fixed point of two nonlinear mappings by em-
ploying the Martinez-Yanes—Xu iteration procedure together with the shrinking
projection method developed by Takahashi, Takeuchi, and Kubota [38]. The proof
has been improved by many researchers; see, for instance, [9, 12, 19, 20, 28, 39].

In proving the main theorem in this section, we can relax a condition required
on the mappings as compared to Theorem 3.2. Recall the setting of Lemma 2.2:
Let C be a nonempty, closed, and convex subset of H, let S: C — C with F (S) #
0, and let {z,} be a bounded sequence in C. Define Z,, = %Zlnz_ol Sz, (€ C).
Following [19], consider the following condition:

Zn;, v =>v€ F(S5), (4.1)

where {Zn],} is a subsequence of {Z,}. Mean-demiclosed mappings satisfy the
condition (4.1), and thus, broad classes of mappings, including nonexpansive
mappings, generalized hybrid mappings, and normally 2-generalized hybrid map-
pings, satisfy this condition (4.1). In the main theorem of this section, quasi-
nonexpansive mappings with the condition (4.1) are considered.

Theorem 4.1. Let C be a nonempty, closed, and convex subset of a real Hilbert
space H. Let S and T be quasi-nonexpansive mappings from C' into itself that
satisfy F(S) N F (T) # 0 and the condition (4.1). Let {\n}, {un}, {vn}, {&n},
and {0, } be sequences of real numbers in the interval [0,1] such that A, + pn +
Un +&+ 0, =1 for alln € N and N\, — 1. Let {\,}, {u.}, {v.}, {&.}, and
{6,,} be sequences of real numbers in [0,1] such that A, + u,, + v, + &, + 0, =1
for alln € N and N, — 1. Let {an}, {bn}, and {c,} be sequences of real numbers
in [0,1] such that an, 4+ by, + ¢, =1 for alln € N,

lim apb, >0, and lim a,c, > 0. (4.2)

n—oo n—oo

Let {un} be a sequence in H such that w, — w(€ H). Define a sequence {x,}
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in C as follows:

r1 =x € C is given,
C,=0C,

n—1 n—1

1 1
n:)\n n nS n nT n n_ Sl n en* Tl ny 4.3
z T + pnSTp + v, x—i—{“nléo T + ”lE:o x (4.3)

n—1

ln—l l 1 .
Wy, = ATy + p, STy + v, T +§;ﬁ ZZ; S'z,, + 9;5 ;T Ty,

1 n—1 1 n—1
Yn = Ty + bnﬁ ; Slzn + Cng ; le'ru

Cosr = {h € Cu: llyn = BII” < flan = b
2 2
~ba (llal” = llznll* = 2 (@0 = 20, 1)
—cu (Jl@al’ = llwal® = 2 (20 = wa, b))}, and
anrl - PCn+1un+1

for alln € N. Then, {z,} converges strongly to a point u of F (S)NF (T), where
U = Pp(s)nr(T)U-

Proof. For convenience, we use again the notation

I
—

n

n—1
1 1
Ly = — Slz, and W, =— Z T w,,.
"y [

I
o

The averaged sequences {Z,,} and {W,} are in C because C is convex. We can
now simply write y, = a2z, + by Zn + ¢, W,, € C. Note that the following hold:

n—1 n—1
1 1
Ezslxn_q < ||-17n—Q||, ﬁZTll‘n_q < Hxn_qnv (44)
=0 =0
lzn —all < llzn —all,  llwn —qll < llzn —qll, (4.5)
1Zn =l < llzn —qll, and [[Wy —ql| < [lwn — 4] (4.6)

for all m € Nand g € F(S)N F (T). The inequalities (4.4) and (4.6) follow from
Lemma 3.1, and (4.5) can be demonstrated in a similar way as (3.4).
Next, we use mathematical induction to verify that C,, is a closed convex subset
of C and
F(S)NF(T)cC,

for all n € N.
(i) For n = 1, the results follow because Cy = C.
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(ii) Assume that Cy is closed and convex and
F(S)NF(T) C Cy,

where k € N. As F (S)NF (T) # 0 is assumed, the induction assumption F' (S)N
F(T) C Cy, implies that Cy, # (. Consequently, the metric projection Pg, exists,
and xg, 2k, Wk, Zi, Wk, Yk, and Cg41 are defined properly. It follows that Cly1
is closed and convex from the induction assumption that Cj is closed and convex
and (2.2). We show that

F(S)YNF(T) C Cy1.

Choose g € F (S)N F (T) arbitrarily. From (4.6), the following holds:

2
llyr — gl
= ||akmk 4+ b2 + cp Wi — qH2

= [lak (zr — @) +bi (Zk — @) + cx (Wi — q)
< ap llow =l + b 122 = gl + e | Wi =

< ap [lzx —all* + b |2 — al* + cx wr — g

= llaw = all* + b (Il — all” = o — all*) + ex (Jwx = all” =z — al*)
= llz = qll* = b (el = al* = 2 (= 21, @)

—ck (Jlal* = il = 2 {2 = wi, 4)).

2
I

This implies that ¢ € Cj41, and it follows that F' (S) N F (T) C Ci4+1 as claimed.
We have shown that C,, is a closed and convex subset of C and F (S)NF (T) C C,,
for all n € N. From the hypothesis F (S) N F (T) # 0, we have C,, # 0 for all
n € N. Hence, the sequence {z,} is properly defined inductively.

Define u, = Po,u € C,. As the sequence {C,,} of sets is shrinking, that is,
Cn,CChyC---CCy=C,{u,}is asequence in C. Observe that

lu = Tn < flu—ql (4.7)

for all ¢ € F/(S)NF(T) and n € N. This follows from the definition @, = P, u
and the fact that ¢ € F (S)NF (T) C Cp,, and implies that {@, } is bounded. Next,
we show that

[ =T < Jlu = Tn g (4.8)

for all n € N. Because u, = Pg,u and Up41 = P, ,u € Chyy C O, the
inequality (4.8) follows, which means that {||u — @,||} is monotone increasing. As
{@,} is bounded, so is {||u — @, || }. Therefore, {||u — T, ||} is a convergent sequence
in R.
We claim that the sequence {@,, } is convergent in C, namely, there exists @ € C
such that
Uy, — . (4.9)
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To prove this claim, we show that {u,} is a Cauchy sequence in C. Let m,n € N
with m > n. As @, = Pc, v and U, = Pc,,u € Cy,, C Cy, using (2.4), we have
=T | + [ = T ||* < [t = | -

As {||u — @, ||} is convergent, it follows that @, — @, — 0 as m,n — oo, and thus
that {@,} is indeed a Cauchy sequence in C. As C is closed in H, it is complete.
Consequently, there exists w € C such that u,, — u as claimed. Next, we prove
that {x,} has the same limit point, that is,

T — T (4.10)
Because the metric projection is nonexpansive and u, — u is assumed, (4.9)
implies that
e~ Tl < llzn Tl + [~ 1
= ||Pe,un ~ P, ull + i ~ 7
< Jun =l + 7 ) = 0.
Thus, (4.10) is true as claimed. This implies that {z,} is bounded. From (4.5),
{zn} and {w,} are also bounded.
We verify that {Sx,} is bounded. Let ¢ € F (S). As S is quasi-nonexpansive,
[Sznll < [[Szn —qll + llall
< llen —all + llall -
This shows that {Sx,} is bounded. That {T'z,} is bounded follows in a similar
manner. Furthermore, (4.4) implies that {%Zlnz_ol Slzn} and {%L ?:_01 Tlmn}
are also bounded. Using these facts, we show that
Zn —Typ =0 and w, —z, —0. (4.11)

As A\, — 1 is assumed, pn,Vn,E&n, 0, — 0. Thus, we can prove the first part of
(4.11) as follows:

20 — znl
1n71 1n71
= )\n n nS n nT n n_ Sl n an* Tl n — &n
:v—i—ux—l—l/x—i—&n;x—i—n;x T

< (1 =) [[znll + pn [[Szn || + vn | T2

1 n—1
!
2T
1=0

n—1

1
=0

— 0.

The second part w, — z, — 0 can be demonstrated in a similar way because
Al — 1 is assumed. As the sequences {z,}, {zn}, and {w,} are bounded, from
(4.11), the following hold:

2 2 2 2
[zn]l” = llzall” = 0 and  [lzn]]” = [Jwa]” = 0. (4.12)
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This can be verified as follows:
2 2

lznll™ = l2nll”| = (lznll + [[22]]) - lzall = |2all|

< (llznll + l2nll) lzn = 2] — 0.

In much the same way, it also follows that [|z,,||* — ||w,||> — 0.
Next, observe that
Yn — Tni1 — 0, (4.13)

Indeed, as 11 = Pc, ., unt1 € Cry1, we obtain
2 2
[9n = Zns1ll” < |20 — Toa |

b (Jlaall® = llzall® = 2 @n = 20, @at1))
=eu (Jlzall® = lwoall = 2 (@a = wa, @at)).-

From (4.10), z,, —xp41 — 0. Therefore, (4.11) and (4.12) implies that (4.13) holds
true. As z, — xpy1 — 0 and y,, — 41 — 0, it follows that

Tp — Yn — 0. (4.14)
Our next aim is to demonstrate that
Ty — Zp—0 and xz, — W, — 0. (4.15)
Let g € F(S)NF (T). From (2.1), (4.6), and (4.5), we have that
lyn — all®
= llan (zn = @) + bn (Zn — @) + cn (Wi — q)
= an ||zn = gl + bn | Zn — qll* + cn [Wn — gl
~anbn || = Zall* = bncn 1 Zn = Wal* = cpan [ Wy — 2]®
< ap @ = + bn ll2n — all* + ¢ 20 — al?

—anbp Hxn - ZnH2 —bncn HZn - Wn||2 — Cpln ”Wn - anQ

2
I

< ap ||33n - Q||2 + by Hwn - (JH2 +en llvn — C1”2
—anbn |Tn — Zn||* = bucn || Zn — Wall® = cnan [|[Wy — 2,2
= ||z — ql®
—anbn |20 — Zn||* = bucn | Zn — Wll? = cnan [|[Wy — 2.
Using bpcn || Zn — Wn||2 > 0, we have
nbn |20 — Znl|? + anen |0 — Wa®
< llzn —all* = llyn —al®
< (lzn = qll + llyn — alD) llzn — gll = llyn — alll
< (lzn = all + llyn — al) 1zn — ynll -
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As {z,} and {y,} are bounded, we have from (4.14) and the assumption (4.2) on
the parameters a,, b,, ¢, that x, — Z,, — 0 and z,, — W,, — 0 as claimed. From
(4.10) and (4.15), it follows that Z, — @ and W,, — u. As S and T satisfy the
condition (4.1), we obtain @w € F (S) N F (T).

From (4.10), it suffices to show that

a (: nh_}n;o Uy = nh_}lrr;o xn) =1 (= Pps)nrryu) -

Asu e F(S)NF(T) and U = Pp(s)np(T)u, our aim becomes to show that
lu =l < [lu—all.

Applying (4.7) for ¢ = u € F(S) N F(T), we have |ju —u,| < ||lu—1] for all
n € N. From (4.9), we obtain |ju —@| < |Ju—u|. This indicates that = = u.
From (4.10), we obtain z,, — @. This completes the proof. O

From Theorem 4.1, the following corollary is obtained:

Corollary 4.2. Let C be a nonempty, closed, and convezr subset of a real Hilbert
space H. Let S and T be quasi-nonerpansive mappings from C' into itself that
satisfy F (S)NF (T) # 0 and the condition (4.1). Let {\,} and {\,} be sequences
of real numbers in the interval [0,1] such that A\, — 1 and X, — 1. Let {a,},
{bn}, and {c,} be sequences of real numbers in [0, 1] such that a, + by + ¢, =1
for alln € N,

lim a,b, >0, and lim a,c, > 0.
n—oo n— oo

Let {u,} be a sequence in H such that u, — u(€ H). Define a sequence {x,} in
C as follows:
z1 =x € C is given,
C, =0,
Zn = AnTn + (1= Ap) Ty,
Wy, = AN xn + (1= \)) Sz,
1 n—1 1 n—1
— - l - l
Yn = ann + b — > 8, ten > Thw,,
=0 =0
Crs1 = {h € Cn: lyn — hlI* < ||z — hJ?

2 2
~ba (Jl&all® = llzall® = 2 (@0 = 20, 1)
2 2
—cu (Jl@al’® = llwal® = 2 (20 = wa, b))}, and
xn+l == PC,,/+1un+l

for alln € N. Then, {x,} converges strongly to a point u of F (S)NF (T), where
U = Pp(s)nF(T)U-
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The constructions of z, and w, in (4.3) can be replaced by a more general
one such as (3.15). Also, the following corollary is obtained as a special case when
An = A, =1 in Theorem 4.1 (or Corollary 4.2).

Corollary 4.3 ([19]). Let C be a nonempty, closed, and convex subset of a real
Hilbert space H. Let S and T be quasi-nonezpansive mappings from C into itself
that satisfy F (S)NF(T) # 0 and the condition (4.1). Let {a,}, {bn}, and {c,}
be sequences of real numbers in the interval [0,1] such that an + b, + ¢, = 1 for
alln e N,

lim a,b, >0, and lim ayc, > 0.

n—oo n—oo
Let {uy} be a sequence in H such that u, — u (€ H). Define a sequence {x,} in
C as follows:

x1 =a € C is given,

C1=0C,
1 n—1 1 n—1
= a, bo— Y S - Tz,
Yn anTyn + " ZZ; Tn + Cnn ZZ; Ln

Cny1={h € Cpn:llyn — bl < [lzn — R[l}, and

Tn+l = PCH+1U7L+1

for alln € N. Then, {z,} converges strongly to a point u of F'(S)NF (T'), where
u= PF(S)OF(T)U'

5. Concluding Remarks

This paper establishes strong convergence theorems for finding common fixed
points of two nonlinear mappings. Our method draws on iterative methods due
to Ishikawa, Martinez-Yanes and Xu, Nakajo and Takahashi, and Takahashi,
Takeuchi, and Kubota, as well as the mean-valued iterative method. The two
mappings are not necessarily continuous nor commutative (examples of mappings
that are not continuous are given in Section 2). Because nonexpansive map-
pings, generalized hybrid mappings, 2-generalized hybrid mappings, and normally
2-generalized hybrid mappings are special cases of the class of mappings consid-
ered in this paper, the main theorems in this paper are applicable to those classes
of mappings. Required conditions on the convex coefficients to prove the main
theorems are at a minimum level as the Martinez-Yanes and Xu’s work. Finally,
all results in this paper can be extended to any finite number of mappings.
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